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Preface

This two-volume book was accepted for publication by IOPP (Institute of Physics
Publishing) on 20 February 2017, submitted on 14 December 2018 and will appear
in its final form during the spring of 2019. It contains a comprehensive introduction
to the fundamental topic of quantum field theory starting from free fields and their
quantization, renormalizable interactions, critical phenomena, the standard model
of elementary particle physics, lattice field theory, the functional renormalization
group equation, non-commutative field theory, topological field configurations,
exact solutions of quantum field theory, supersymmetry and finally the AdS/CFT
correspondence. The emphasis throughout is put on the physical principle of
symmetry (especially the local principle of gauge symmetry) and on the mathemat-
ical machinery of the renormalization group equation à la Wilson. This book is the
fifth book published by the author1 and it completes therefore his in-depth detailed
and constructive study of all fundamental areas of theoretical physics which took
several years to complete. The author would like to thank his IOPP editor John
Navas for all his help in publishing three of his books.

1 Together with two open and free books on fundamental physics in Arabic.
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Introduction

The luminous matter in the Universe is constituted of elementary fermion particles
of spin 1/2 (leptons and quarks) which interact via elementary boson particles of spin
1 (gauge vector bosons) mediating the three fundamental interactions of nature: the
electromagnetic interaction, the strong nuclear force and the weak nuclear inter-
action. The fourth fundamental force of nature (the gravitational force) is mediated
instead by a tensor particle of spin 2.

These particles are all massless and these forces obey a fundamental symmetry
principle called the gauge principle which can only be broken spontaneously via the
Higgs particle (the breaking of the electroweak force into the observed electro-
magnetic force and weak interactions) which is an (the only) elementary particle of
spin 0 in nature. This process of spontaneous symmetry breaking is what gives all
elementary particles their measured masses and all the forces their observed
strengths.

Quantum field theory is a relativistic quantum theory which describes precisely
this luminous matter and its interactions. In fact, it is widely believed that quantum
field theory should also describe dark matter and perhaps even dark energy (in terms
of vacuum energy). This quantum field theory is perturbatively renormalizable.
However, quantum field theory enjoys also non-perturbative formulation either
directly (through lattice field theory, the renormalization group equation and
conformal field theory) or indirectly by admitting exact solutions (especially in
two dimensions but also in four dimensions via the supersymmetric gauge principle).

Furthermore, the ‘modern’ or ‘new’ quantum field theory includes also gravity via
the AdS/CFT correspondence which is the most celebrated paradigm of gauge/
gravity holographic duality. Hence, modern quantum field theory which governs all
elementary particles and their interactions as well as gravity can be summarized in
three major sub-theories:

1. The standard model of elementary particles: This provides a unified scheme
of the electromagnetic force, the weak interaction, and the strong nuclear
force, and is due historically to the work of Weinberg, Abdu Salam and
Glashow among many other physicists. The standard model is the most
successful (experimentally) quantum field theory to date and perhaps the
most successful theory ever (especially its quantum electrodynamics (QED)
component). It accounts for a large body of phenomenological effects and
observations seen in nature in terms of only a finite (but still relatively
large = 19) number of parameters such as the gauge coupling constants, the
Higgs vacuum expectation value, the CKM angles and the theta angle
governing CP violation. The standard model is however, mostly perturbative
and it includes in a fundamental way the phenomena of spontaneous
symmetry breaking and is based entirely on the meta-theory of the renorm-
alization group equation.

The standard model consists of two parts. The first part is the electroweak
force which unifies quantum electrodynamics and quantum flavordynamics
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which describes the weak force. The second part of the standard model
consists of quantum chromodynamics (QCD) which describes the strong
force. QCD admits a non-perturbative definition given typically in terms of a
lattice formulation, and lattice QCD is arguably the most sophisticated
discipline in computational physics.

2. Supersymmetric gauge theory in four dimensions: This allows us a non-
perturbative formulation (one in which we do not need a small parameter of
expansion) of the gauge principle which can be solved exactly (like the
harmonic oscillator in quantum mechanics) in many instances by means of
supersymmetry and holomorphy among other things (Witten–Seiberg–
Nekrasov theory). This is of paramount importance to strongly coupled
systems such as quantum chromodynamics since the strong force is a highly
non-perturbative interaction. However, supersymmetric gauge theory also
gives a profound understanding of the phenomena of spontaneous gauge
symmetry breaking and the associated phenomena of renormalization.

3. AdS/CFT duality: As stated above, the gravitational force is not mediated
via a vector gauge boson but via a tensor particle of spin 2 called the
graviton. The AdS/CFT duality is the theory which allows us to bring gravity
and black holes into the realm of unitary quantum field theory. Although this
theory emerged historically from string theory it is intrinsically a quantum
field theory. It relies heavily on conformal field theory, supersymmetry and
renormalization. It states simply that supergravity theory (string theory in
general) in an anti-de Sitter (AdS) spacetime which is five dimensional is
given precisely by a superconformal gauge field theory (CFT) living on the
boundary of AdS which is an ordinary four dimensional Minkowski space-
time (a concrete realization of the holographic principle). The AdS/CFT
correspondence generalizes to the so-called gauge/gravity duality.

In this book we will mainly focus on the first axis (gauge interactions and the
standard model of elementary particle physics). However, we will also prepare the
ground for the second axis (chapters 14–16 on exact solutions of quantum field
theory, monopoles and instantons and supersymmetry) and for the third axis (in
chapter 17 we give a systematic overview of the AdS/CFT correspondence and then
show how Einstein’s gravity emerges from quantum entanglement).

The main emphasis throughout this book will be on the physical principle of
symmetry (especially the role of symmetry groups in the quantum theory, their
representation theory and conservation laws) but also on the mathematical
machinery of the renormalization group equation (chapters 6–9, 12 and 13).

The renormalization group equation will allow us to study, beside the usual
problems of quantum field theory relevant to particle physics (found in chapters 6–
8), two more interesting physical problems: critical exponents of second order phase
transitions in statistical physics (chapter 9) and renormalizability of non-commuta-
tive field theory (in chapter 13). Chapter 12 contains a systematic presentation of the
functional renormalization group equation.

A Modern Course in Quantum Field Theory, Volume 1
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We will start the book in the usual way with canonical quantization of free fields
(scalar field of spin 0 and spinor field of spin 1/2) in chapters 2 and 3. Then we will
consider in chapter 4 perturbation theory of phi-four theory where the S-matrix
structure of quantum field theory is exhibited explicitly. This is our first fundamental
interaction in this book.

Then canonical quantization of the free abelian vector field of spin 1 is considered
in chapter 5 where pure Yang–Mills gauge interactions with SU N( ) groups are also
introduced. In chapter 6 perturbation theory of quantum electrodynamics (which
describes the gauge interaction of a spinor field with a vector field) and its
renormalization is considered in great detail. For example, we derive explicitly
from the renormalization properties of the theory measurable physical effects such
as the electron anomalous magnetic moment. Furthermore, the links to particle
physics, i.e. the relations between quantum field theory correlation functions and
particle physics cross sections and decay rates, are established explicitly in this
chapter which shows more clearly the S-matrix structure of quantum field theory.

The path integral formalism is introduced in chapters 7 (for scalar fields) and 8
(for spinor and vector fields). In chapter 7 perturbative renormalizability of phi-four
theory is considered at the two-loop order using the effective action formalism,
whereas in chapter 8 the Faddeev–Popov quantization of the abelian and non-
abelian vector fields is considered. Perturbative renormalizability of SU N( ) gauge
theory coupled to matter, transforming in some representation of the gauge group, is
then discussed (asymptotic freedom, anomalies, BRST and background field
methods, etc).

In chapter 10 we discuss phenomenology of particle physics, then provide an
explicit and detailed construction of the standard model Lagrangian and explain the
phenomena of spontaneous symmetry breaking via the Higgs mechanism. In chapter
11 we give an explicit construction of scalar, spinor and vector lattice actions, then
discuss the main Monte Carlo algorithms used and some sample numerical
simulations.

In more detail, this book is then organized into chapters as follows:
1. Relativistic quantum mechanics: This chapter contains standard preparatory

material. We will present an overview of special relativity [1], relativistic
Klein–Gordon and Dirac wave equations and the convention in this book
for Dirac spinors [2], and a self-contained discussion of representation
theory of the rotation and Lorentz groups [3].

2. Canonical quantization of free fields: After a brief excursion in classical
mechanics [4] we present in this chapter the canonical quantization of free
scalar and Dirac fields with a detailed calculation of the corresponding
propagators [2, 5]. Then we give a thorough discussion of symmetries
starting with discrete symmetries [2], the Poincaré group and its represen-
tation theory [3, 5], symmetries in the quantum theory, internal symmetries
and the role of Noether’s theorem in conservation principles [5, 6].

3. The phi-four theory: A detailed discussion of the S-matrix, the Gell-Mann–
Low formula, the LSZ reduction formulas, Wick’s theorem, Green’s
functions, Feynman diagrams and the corresponding Feynman rules of

A Modern Course in Quantum Field Theory, Volume 1
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quantum Φ4-theory is presented following [5]. This is our first non-trivial
example of an interacting field theory and its canonical quantization.

4. The electromagnetic field and Yang–Mills gauge interactions: In this chapter
we discuss in great detail the canonical quantization of the electromagnetic
gauge field with emphasis on U(1) gauge invariance and the Gupta–Bleuler
method. Then a pedagogical introduction to Yang–Mills gauge interactions
with SU(2) and SU N( ) gauge groups (and even for general gauge groups) is
presented. These gauge fields describe in Nature spin 1 particles (the so-
called vector bosons) which encompass the carriers of the electromagnetic
force (the photon γ), the nuclear strong color force (the gluons g) and the
nuclear weak radioactive force (the W and Z0 vector bosons).

Good pedagogical references for the canonical quantization of the
electromagnetic field are [5, 6].

5. Quantum electrodynamics: The goal in this chapter is to develop canonical
perturbation theory beyond the free field approximation of QED which is
an interacting (local gauge) theory of the Dirac field (electrons and
positrons) and the gauge vector field (photons). The formalism of canonical
quantization of QED is found in [5], whereas radiative corrections and
renormalization are found in [2].

6. Path integral quantization of scalar fields: In this chapter we will present the
path integral method which is a central tool in quantum field theory and
then give a detailed account of the effective action in the case of a scalar
field theory. A brief discussion of spontaneous symmetry breaking is also
given. These are very standard topics and we have benefited here from the
books [2, 7, 8] and the lecture notes [9].

7. Path integral quantization of Dirac and vector fields: We develop the
powerful and elegant path integral method for spinor fields (Grassmann
variables) and gauge fields (gauge fixing, Faddeev–Popov method, ghosts).
Then we give two important applications based on the path integral
formalism. Firstly, we present a detailed derivation of the one-loop beta
function of QCD with SU N( ) gauge theory and matter fields in the
fundamental representation and discuss the resulting phenomena of asymp-
totic freedom. Secondly, we present the one-loop (and in fact exact) axial or
chiral anomaly in QED and the Fujikawa path integral method. We also
discuss briefly the background field method and symmetries within the path
integral method (Schwinger–Dyson equations and Ward identities).

8. The Callan–Symanzik renormalization group equation: All second-order
phase transitions in Nature are described by the Callan–Symanzik renorm-
alization group equations of Euclidean scalar field theory. In this chapter,
after a detailed discussion of renormalizability of quantum field theories, in
particular the scalar ϕ4 theory, we present an explicit construction of the
Callan–Symanzik renormalization group equations. Then, a detailed cal-
culation of the critical exponents of second-order phase transitions starting
from the renormalization properties of scalar ϕ4 field theory at the two-loop
order is carried out explicitly. We follow closely the book [10].

A Modern Course in Quantum Field Theory, Volume 1
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9. Standard model: The standard model of elementary particle physics
describes all known particles and their interactions which are observed in
Nature. It is based on the following grand theoretical principles:

○ Relativistic invariance.
○ It is a local gauge theory based on the gauge group

× ×SU SU U(3) (2) (1)L Y .
○ The gauge group is spontaneously broken down to ×SU U(3) (1)em.

This generates mass in a gauge-invariant way.
○ It consists of a lepton sector, a quark sector, a Higgs term and a gauge

sector. The matter sector (leptons, quarks and Higgs) are coupled
minimally to the gauge sector (which ensures renormalizability). The
mechanism by which the symmetry is spontaneously broken is the
Higgs mechanism. The Higgs field is coupled to the quarks and
leptons via gauge invariant renormalizable Yukawa couplings.

○ It is a chiral gauge theory, i.e. left-handed quarks and leptons couple
to the gauge field differently (in the fundamental representation) than
right-handed quarks and leptons (singlet representation).

○ Renormalizability: The standard model is a renormalizable theory
(interaction terms between the gauge fields and the matter fields are
given by minimal coupling). The requirement of gauge invariance
guarantees renormalizability and unitarity.

○ The standard model is not invariant under parity P (nor under CP
where C is charge conjugation). But it is invariant under CPT where T
is time reversal. This holds in the lepton sector.

○ Anomaly cancellation: This is the second quantum consistency check
(after renormalizability) which states that any local symmetry like
gauge symmetry cannot be allowed to be anomalous. This is satisfied
in the standard model since the number of lepton families is equal to
the lepton of quark families.

Extensions of the standard model include grand unified theories GUT’s
(such as SU(5) or SO(10) or any other group which contains the standard
model gauge group as a subgroup), supersymmetry (minimal supersym-
metric standard model), non-commutative geometry (Connes’ standard
model) and stringy extensions. Unification of the three forces (color strong,
electromagnetic and weak) described by the standard model with gravity is
however only achieved in string theory.

In this chapter, and after a brief excursion into the phenomenology of
particle physics (isospin symmetry, quark model, neutrino oscillations, etc),
we give a detailed construction of the standard model Lagrangian starting
with the Glashow, Weinberg, Salam electroweak theory, then we discuss the
Higgs mechanism and spontaneous symmetry breaking, Majorana fer-
mions, neutrino mass and the seesaw mechanism, and then finally we
provide an extension to the quark sector and quantum chromodynamics as
well as a summary of anomaly cancellation. We will follow the general
presentations of [3, 9, 11, 12].

A Modern Course in Quantum Field Theory, Volume 1
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10. Introduction to lattice field theory: In this chapter a quick excursion into the
world of lattice field theory is taken. Scalar, fermion and gauge fields are
constructed on the lattice explicitly. Then the two most used Monte Carlo
algorithms in numerical simulations on the lattice (the Metropolis and the
hybrid Monte Carlo algorithms) are explained within the context of very
simple lattice models, namely the scalar phi-four in two dimensions and
quenched electrodynamics. The classic textbooks on the subject of lattice
field theory are [13–17].

11. The Wilson and functional renormalization group equations: The renormal-
ization group equation is a central tool of perturbative and non-perturba-
tive quantum field theory which is vital for a proper understanding of the
renormalizability of the theory and its phase diagram. The Wilson
approach [18] to the renormalization group equation is, in our opinion,
the most profound description of the true nature and final goals of quantum
field theory. In this chapter, and after a careful review of the original Wilson
approach, we describe in great detail the functional renormalization group
equation which is an exact non-perturbative formulation of the Wilson
renormalization group equation. The original literature on the functional
renormalization group equation includes Polchinski [19] (Polchinski’s
equation for the effective action) and Wetterich [20] (Wetterich’s equation
for the average action). See also [21].

12. Non-commutative scalar field theory and its renormalizability: In this
chapter, and after an efficient introduction to non-commutative scalar field
theory, we will apply the Wilson–Polchinski renormalization group equa-
tion, discussed in the previous chapter, to the problem of renormalizing
non-commutative phi-four theory in 2 and 4 dimensions with and without
the harmonic oscillator term. Non-commutative field theory is discussed in
great detail in our book [22], whereas we follow closely the original
programme of Grosse and Wulkenhaar [23–25] in the very difficult problem
of renormalization of non-commutative phi-four theory on Moyal–Weyl
spaces.

13. Some exact solutions of quantum field theory: The non-perturbative physics
of a quantum field theory (as we have seen) can only be probed by means of
Monte Carlo methods on lattices (which can become quite intricate
technically and numerically) and/or by means of the exact renormalization
group equation (which is always quite intricate analytically and mathemati-
cally). But sometimes exact solutions of the quantum field theory model
presents themselves (lower dimensions and/or a high degree of symmetries)
which allow us to access the sought-after non-perturbative physics of the
theory directly. In this chapter we present as examples six models in
dimension two which all enjoy exact solutions, allowing us an unprece-
dented look at the true heart, i.e. the non-perturbative reality, of a quantum
field theory.

14. The monopoles and instantons: Monopoles are non-trivial topological gauge
field configurations which appear in spontaneously broken gauge theory via
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the Higgs mechanism. These are particle-like solitonic configurations
characterized by stability and finite energy among other properties. Their
stability is of a topological origin characterized by the so-called winding
numbers or magnetic charges. For this reason monopoles are one of the
best examples in which physics and topology become intertwined. The
existence of the monopole requires the embedding of electromagnetism, i.e.
the group U(1), as a subgroup in a larger non-abelian group G with
compact cover which then becomes broken spontaneously via the usual
Higgs mechanism.

The original literature on the subject consists of ’t Hooft [26] and
Polyakov [27]. Some of the pedagogical (from my perspective) lectures I
can mention here: Lenz [28], ’t Hooft [29], Coleman [30] and Tong [31]. A
comprehensive book is Shnir [32] and a comprehensive review is given by
Weinberg and Yi [33].

Instantons are another fundamental topological gauge configuration,
perhaps more fundamental than monopoles, which are given by events
localized in spacetime and hence the other name given to them is pseudo-
particles (in contrast with particles such as monopoles which are events
localized in space). Instantons are also the gauge field configurations which
dominate the path integral in the semi-classical limit with the trivial
instanton identified precisely with the perturbative vacuum A = 0.

We will discuss here in great detail the theta term, the role of vacuum
degeneracy, the quantization of the topological charge and the role of
topology in instanton physics. More precisely, the instanton is defined as a
solution of the self-duality equation with zero/finite energy which happens
to saturate the Bogomolnyi bound. The BPST instanton solution is then
derived explicitly. The original literature on the BPST instanton is the paper
by Belavin, Polyakov, Schwartz and Tyupkin [34]. We then discuss in some
detail the moduli space, the collective coordinates, the zero modes, the
ADHM construction, the one-loop quantization in the background of
instantons as well as the connection of instantons to quantum tunneling.
We have benefited here greatly from the pedagogical presentations found in
[31, 35, 36].

15. Introducing supersymmetry: In this chapter we introduce supersymmetry
following mostly [37]. In particular, we will emphasize the formal quantum
field theory aspects of the formalism of global N = 1 supersymmetry with a
detailed calculation of the corresponding F- and d-terms following also [38].
A brief description of N = 2 is also given. The classic text on supersymmetry
of Wess and Bagger [39] remains, in our view, one of the best books on
quantum field theory. We have also benefited from [40, 41].

16. The AdS/CFT correspondence: The goal in this chapter is to provide a
pedagogical presentation of the celebrated AdS/CFT correspondence
adhering mostly to the language of quantum field theory (QFT). This is
certainly possible, and perhaps even natural, if we recall that in this
correspondence we are positing that quantum gravity in an anti-de Sitter
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spacetime +AdSd 1 is nothing else but a conformal field theory (CFTd) at the
boundary of AdS spacetime. Some of the reviews of the AdS/CFT
correspondence which emphasize the QFT aspects and language include
Kaplan [42], Zaffaroni [43] and Ramallo [44].

This chapter contains, therefore, a thorough introduction to conformal
symmetries, anti-de Sitter spacetimes, conformal field theories and the AdS/
CFT correspondence. The primary goal however in this chapter is the
holographic entanglement entropy. In other words, how spacetime geom-
etry as encoded in Einstein’s equations in the bulk of AdS spacetime can
emerge from the quantum entanglement entropy of the CFT living on the
boundary of AdS.

A sample of the original literature for the holographic entanglement
entropy is [45–48]. However, a very good, concise and pedagogical review
of the formalism relating spacetime geometry to quantum entanglement due
to Van Raamsdonk and collaborators is found in [47] and [49].

This book also includes five appendices (two on classical physics, one on
representation theory of Lie groups and Lie algebras, one on homotopy theory and
one contains extra exercises given as examination problems throughout the years).

This book (especially the first volume) grew from a course of lectures delivered
(five times) since 2010 at Annaba University (Algeria) to theoretical physics students
at the Master level (first and second years).

All illustrations found in this book were created by Dr Khaled Ramda, Z Salem
and L Bouraiou. The Monte Carlo results included in the chapter ‘Introduction to
lattice field theory’ (chapter 11) are from our original numerical simulations.

References
[1] Griffiths D 1999 Introduction to Electromagnetism 3rd edn (Englewood Cliffs, NJ: Prentice

Hall)
[2] Peskin M E and Schroeder D V 1995 An Introduction to Quantum Field Theory (Avalon

Publishing)
[3] Boyarkin O M 2011 Advanced Particle Physics: Vol I (London: Taylor and Francis)
[4] Goldstein G 1980 Classical Mechanics 2nd edn (Reading, MA: Addison-Wesley)
[5] Strathdee J 1995 Course on Quantum Electrodynamics, ICTP Lecture Notes
[6] Greiner W and Reinhardt J 1996 Field Quantization (Berlin: Springer)
[7] Itzykson C and Drouffe J M 1989 Statistical Field Theory: Volume 1, From Brownian Motion

to Renormalization and Lattice Gauge Theory, Cambridge Monographs on Mathematical
Physics (Cambridge: Cambridge University Press)

[8] Polyakov A M 1987 Fields and Strings Fields and Strings, Contemporary Concepts in Physics
(London: Harwood Academic Publishers)

[9] Randjbar-Daemi S Course on Quantum Field Theory (ICTP preprint of 1993-94 HEP-
QFT (1))

[10] Zinn-Justin J 2002 Quantum Field Theory and Critical Phenomena (International Series of
Monographs on Physics vol 113) (Oxford: Oxford University Press)

A Modern Course in Quantum Field Theory, Volume 1

xxiii



[11] Boyarkin O M 2011 Advanced Particle Physics: Vol II (London: Taylor and Francis)
[12] Dolan B 2004 Particle Physics, author’s own web page
[13] Creutz M 1985 Quarks, Gluons and Lattices Cambridge Monographs on Mathematical

Physics (Cambridge: Cambridge University Press)
[14] Smit J 2002 Introduction to Quantum Fields on a Lattice: A Robust Mate, Cambridge Lecture

Notes in Physics vol 15 (Cambridge: Cambridge University Press)
[15] Rothe H J 1992 Lattice Gauge Theories: An Introduction, World Scientific Lecture Notes in

Physics vol 43 (Singapore: World Scientific)
[16] Montvay I and Munster G 1994 Quantum Fields on a Lattice, Cambridge Monographs on

Mathematical Physics (Cambridge: Cambridge University Press) 491
[17] Gattringer C and Lang C B 2010 Quantum Chromodynamics on the Lattice, Lecture Notes in

Physics vol 788 (Berlin: Springer)
[18] Wilson K G and Kogut J B 1974 The renormalization group and the epsilon expansion Phys.

Rep. 12 75
[19] Polchinski J 1984 Renormalization and effective Lagrangians Nucl. Phys. B 231 269
[20] Wetterich C 1993 Exact evolution equation for the effective potential Phys. Lett. B 301 90
[21] Kopietz P, Bartosch L and Schutz F 2010 Introduction to the Functional Renormalization

Group, Lecture Notes in Physics vol 798 (Berlin: Springer)
[22] Ydri B 2017 Lectures on Matrix Field Theory (Lecture Notes in Physics) vol 929 (Berlin:

Springer)
[23] Grosse H and Wulkenhaar R 2005 Power counting theorem for nonlocal matrix models and

renormalization Commun. Math. Phys. 254 91
[24] Grosse H and Wulkenhaar R 2005 Renormalization of Φ4 theory on noncommutative R4 in

the matrix base Commun. Math. Phys. 256 305
[25] Grosse H and Wulkenhaar R 2003 Renormalization of Φ4 theory on noncommutative R2 in

the matrix base J. High Energy Phys. 0312 019
[26] ’t Hooft G 1974 Magnetic monopoles in unified gauge theories Nucl. Phys. B 79 276
[27] Polyakov A M 1974 Particle spectrum in the quantum field theory JETP Lett. 20 194;

Polyakov A M 1974 Pisma Zh. Eksp. Teor. Fiz. 20 430
[28] Lenz F 2005 Topological Concepts in Gauge Theories, Lecture Notes in Physics 659 7
[29] ’t Hooft G 2000 Monopoles, Instantons and Confinement arXiv:hep-th/0010225
[30] Coleman S R 1975 Classical lumps and their quantum descendents Lectures delivered at Int.

School of Subnuclear Physics (Ettore Majorana, Erice, Sicily, Jul 11-31, 1975)
[31] Tong D 2005 TASI Lectures on Solitons: Instantons, Monopoles, Vortices and Kinks arXiv:

hep-th/0509216
[32] Shnir Y M 2005 Magnetic Monopoles (Berlin: Springer)
[33] Weinberg E J and Yi P 2007 Magnetic monopole dynamics, supersymmetry, and duality

Phys. Rep. 438 65
[34] Belavin A A, Polyakov A M, Schwartz A S and Tyupkin Y S 1975 Pseudoparticle solutions

of the Yang-Mills equations Phys. Lett. B 59 85
[35] Vandoren S and van Nieuwenhuizen P 2008 Lectures on Instantons arXiv:0802.1862
[36] Dorey N, Hollowood T J, Khoze V V and Mattis M P 2002 The calculus of many instantons

Phys. Rep. 371 231
[37] Lykken J D 1997 Introduction to Supersymmetry arXiv:hep-th/9612114
[38] Weinberg S 2005 The Quantum Theory of Fields Volume III: Supersymmetry (Cambridge:

Cambridge University Press)

A Modern Course in Quantum Field Theory, Volume 1

xxiv

https://doi.org/10.1016/0370-1573(74)90023-4
https://doi.org/10.1016/0550-3213(84)90287-6
https://doi.org/10.1016/0370-2693(93)90726-X
https://doi.org/10.1007/s00220-004-1238-9
https://doi.org/10.1007/s00220-004-1285-2
https://doi.org/10.1088/1126-6708/2003/12/019
https://doi.org/10.1016/0550-3213(74)90486-6
https://arxiv.org/abs/hep-th/0010225
https://arxiv.org/abs/hep-th/0509216
https://doi.org/10.1016/j.physrep.2006.11.002
https://doi.org/10.1016/0370-2693(75)90163-X
https://arxiv.org/abs/0802.1862
https://doi.org/10.1016/S0370-1573(02)00301-0
https://arxiv.org/abs/hep-th/9612114


[39] Wess J and Bagger J 1992 Supersymmetry and Supergravity (Princeton, NJ: Princeton
University Press) pp 259

[40] West P C 1990 Introduction to Supersymmetry and Supergravity (Singapore: World Scientific)
pp 425

[41] Bilal A 2001 Introduction to Supersymmetry arXiv:hep-th/0101055
[42] Kaplan J Lectures on AdS/CFT from the Bottom Up, author’s own web page
[43] Zaffaroni A 2000 Introduction to the AdS-CFT correspondence Class. Quant. Grav. 17 3571
[44] Ramallo A V 2015 Introduction to the AdS/CFT correspondence Springer Proc. in Physics

vol 161 (Berlin: Springer) p 411
[45] Lashkari N, McDermott M B and Van Raamsdonk M 2014 Gravitational dynamics from

entanglement ’thermodynamics’ J. High Energy Phys. 1404 195
[46] Faulkner T, Guica M, Hartman T, Myers R C and Van Raamsdonk M 2014 Gravitation

from entanglement in holographic CFTs J. High Energy Phys. 1403 051
[47] Van Raamsdonk M 2017 Lectures on Gravity and Entanglement New Frontiers in Fields and

Strings (Singapore: World Scientific) pp 297–351
[48] Casini H, Huerta M and Myers R C 2011 Towards a derivation of holographic entanglement

entropy J. High Energy Phys. 1105 036
[49] Jaksland R 2017 A Review of the Holographic Relation between Linearized Gravity and the

First Law of Entanglement Entropy arXiv:1711.10854

A Modern Course in Quantum Field Theory, Volume 1

xxv

https://arxiv.org/abs/hep-th/hep-th/0101055
https://doi.org/10.1088/0264-9381/17/17/306
https://doi.org/10.1007/JHEP04(2014)195
https://doi.org/10.1007/JHEP03(2014)051
https://doi.org/10.1007/JHEP05(2011)036
https://arxiv.org/abs/hep-th/1711.10854


IOP Publishing

A Modern Course in Quantum Field Theory, Volume 1
Fundamentals

Badis Ydri

Chapter 1

Relativistic quantum mechanics

This chapter contains standard preparatory material. We will present an overview of
special relativity [2], relativistic Klein–Gordon and Dirac wave equations and the
convention in this book for Dirac spinors [3], and a self-contained discussion of
representation theory of the rotation and Lorentz groups [1].

1.1 The rotation groups SO(3) and SO(n)
1.1.1 The Lie algebra so(3) and so(n)

The line element dl2 in the physical space R3, which measures the distance between
any two points ⃗x and ⃗ + ⃗x dx , is given by the Euclidean formula

= ⃗ = + + = + +dl dx dx dx dx dx dy dz . (1.1)2 2
1
2

2
2

3
2 2 2 2

This is a particular instance of the scalar product on R3 defined by
⃗ ⃗ = + +xy x y x y x y1 1 2 2 3 3. This scalar product (and as a consequence the line element)

is invariant under the linear transformations

⃗⟶ ⃗′ = ⃗x x Rx (1.2)

provided the matrices R are orthogonal, viz

· = · =R R R R 1 . (1.3)T T
3

We can immediately show that either = +Rdet 1, which corresponds to proper
orthogonal transformations which are precisely the rotations in the physical space
R3, or that = −Rdet 1 which corresponds to improper orthogonal transformations
such as space reflection or parity.

The set of all proper orthogonal transformations form the group of rotations
denoted by SO(3) where ‘S’ stands for ‘special’ meaning those transformations R
with determinant equal to +1. The set of all orthogonal transformations form the
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group O(3). Clearly, the group of rotations SO(3) is a subgroup of the orthogonal
group O(3).

This generalizes to n dimensions (rotations and orthogonal transformations
acting in Rn) to obtain the groupsSO n( ) andO n( ) as the set of linear transformations
which are n × n matrices R satisfying the orthogonality condition

· = · =R R R R 1 . (1.4)T T
n

In general, a group is a set G equipped with an operation * (composition law or
matrix multiplication) which satisfy the following four natural axioms:

• Closure: The composition *g g( )1 2 of any two elements g1 and g2 of G is
another element of G.

• Associativity: We must have =* * * *g g g g g g( ) ( )1 2 3 1 2 3 .
• Identity: There exists an element ∈e G such that = =* *e g g e g.
• Invertibility: There exists for every ∈g G an inverse ∈−g G1 such that

=* −g g e1 .

The group can be infinite (the rotation group SO(3)) or finite (the reflection group).
It can also be continuous (the rotation group SO(3)) or discrete (the reflection
group). It can be abelian when the composition law * is commutative otherwise it is
non-abelian. For example, the groups SO(3) and O(3) are called non-abelian since
their elements do not commute, i.e. the order of composition of two orthogonal
transformations is important and thus we have ′ ≠ ′* *R R R R.

The dimension of a group G is the number of independent parameters required to
define or characterize a general element g in this group. In the case of the rotation
group SO(3) it is obvious that a general rotation (about an arbitrary axis with an
arbitrary angle) is the composition · ·R R R1 2 3 of three rotations R1, R2, R3 about
the axes x1, x2, x3 with angles θ1, θ2, θ3 respectively. Thus, in this case the
independent parameters required to characterize a general element (rotation) in
SO(3) are precisely the angles θ1, θ2, θ3 and the dimension of the group is three, viz

=d 3. (1.5)SO(3)

This result can also be shown by solving equations (1.4). There are n2 variables a
priori in the matrix R which are constrained by the +n n( 1)/2 independent equations
contained in equation (1.4) leaving therefore −n n( 1)/2 independent variables.
Hence, the dimension of the rotation group SO n( ) in n dimensions is given by

= −
d

n n( 1)
2

. (1.6)SO n( )

By substituting n = 3 we obtain =d 3SO(3) .
If the group is also a manifold then it is a Lie group. Indeed, continuous groups of

finite dimension are actually Lie groups. The rotation groups SO n( ) are examples of
Lie groups. They are in fact compact Lie groups. The tangent space at the identity e
of the group G is called the Lie algebra of the group which is a vector space. The Lie
algebra of the Lie group SO n( ) is denoted so n( ).
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In general, the Lie algebra L of a Lie group G is the tangent vector space at the
identity which is a set of elements satisfying the following axioms:

• If ∈X L and ∈Y L then + ∈X Y L.
• If ∈X L then α ∈X L for any complex number α.
• If ∈X L and ∈Y L then ∈X Y L[ , ] and = −X Y Y X[ , ] [ , ].
• If ∈X L, ∈Y L and ∈Z L then + = +X Y Z X Y X Z[ , ] [ , ] [ , ].
• If ∈X L, ∈Y L and ∈Z L then + +X Y Z Y Z X[ , [ , ]] [ , [ , ]] =Z X Y[ , [ , ]] 0.
This is called the Jacobi identity.

The Lie algebra so(3) of the three-dimensional rotation group SO(3) can be
constructed as follows. The R1, R2, R3 rotations and their infinitesimal forms can
be written explicitly as

⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

θ θ
θ θ

θ
′
′
′

=
−

⇒ = +

= −
−

x
x
x

x
x
x

R i L

L i

1
1 0 0
0 cos sin
0 sin cos

,

0 0 0
0 0 1
0 1 0

(1.7)

1

2

3

1 1

1 1

1

2

3

1 3 1 1

1

⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

θ θ

θ θ
θ

′
′
′

=
−

⇒ = +

= −
−

x
x
x

x
x
x

R i L

L i

1
cos 0 sin

0 1 0
sin 0 cos

,

0 0 1
0 0 0
1 0 0

(1.8)
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3

2 2

2 2
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2 3 2 2

2

⎛

⎝
⎜⎜⎜

⎞

⎠
⎟⎟⎟

⎛

⎝
⎜⎜

⎞

⎠
⎟⎟
⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

θ θ
θ θ θ
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= − ⇒ = +

= − −

x
x
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x
x
x

R i L

L i

1
cos sin 0
sin cos 0

0 0 1
,

0 1 0
1 0 0

0 0 0
.

(1.9)

1

2

3

3 3

3 3

1

2

3

3 3 3 3

3

The operators L1, L2, L3 are called the generators of the Lie algebra so(3) of the
rotation group. We can easily check that they satisfy the angular momentum algebra

ε
= =
= ⇔ =

L L iL L L iL
L L iL L L i L
[ , ] , [ , ] ,
[ , ] [ , ] .

(1.10)
i j ijk k

1 2 3 3 1 2

2 3 1
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We know from quantum mechanics that the generators Li commute with the
squared angular moment operator ⃗ = + +L L L L

2
1
2

2
2

3
2. We have then

⃗ = ⃗ = + +L L L L L L[ , ] 0, . (1.11)i
2 2

1
2

2
2

3
2

The operators ⃗L
2
and L3 can then be diagonalized simultaneously with eigenvalues

given by

⃗ ∣ 〉 = + ∣ 〉
∣ 〉 = ∣ 〉

L lm l l lm
L lm m lm

( 1)
.

(1.12)
2

3 3

3 3 3 3

The eigenvalues l andm3 take the values l = 1 and = + −m 1, 0, 13 . In other words, ⃗L
is the orbital angular momentum operator.

1.1.2 Representations of SO(3) and so(3)

A representation U of a group G on a vector space V over the field C is a map (a
group homomorphism) from the group G to the general linear group VGL( )
(denoted also as VAut( )) consisting of all bijective linear operators (automorphisms)
acting in V. The group operation, which we will also denote by *, is the functional
composition of linear operations. We write

⟶
⟶

U G V
g U g

: GL( )
( ).

(1.13)

Thus, every element g in G is associated with a linear operatorU g( ) in VGL( ) such
that the composition law is maintained, i.e. if ∈g G1 and ∈g G2 then

=* *U g g U g U g( ) ( ) ( ). (1.14)1 2 1 2

We will also have

= =− −U e U g U g1( ) , ( ) ( ) . (1.15)1 1

The vector space V is called the representation space and its dimension is called the
dimension of the representation U. If V is n-dimensional then =V n CGL( ) GL( , ).
In this case we are dealing with a finite dimensional matrix representation. We may
use the map U or the vector space V to refer to the representation.

A subspace V1 of V is called an invariant subspace with respect to the
representation U if for every v ∈ V1 we have v ∈U g V( ) 1 for every ∈g G. A
representation ⟶g U g( ) is called irreducible if and only if the only invariant
subspace with respect to U is the vector space V itself. Otherwise the representation
is called reducible. For finite groups it can be shown that an arbitrary representation
V will break up into irreducible representations Vi. We write V as a direct sum of the
Vi as follows

= ⊕ = ⊕ ⊕ ⋯V V V V . (1.16)i i 1 2
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This means that the representation operator U g( ), which is usually a matrix, is a
block diagonal matrix where each blockU g( )i corresponds to a vector space Vi.

We are therefore only interested in irreducible representations which are also not
equivalent. Indeed, it is almost obvious that if two representations are related by a
unitary transformation then they are necessarily equivalent.

Furthermore, for Lie groups it can be shown that representations of the Lie
algebra determine the representation of the group uniquely.

A representation T of the Lie algebra L is a map from L to M V( ) which consists
of all linear transformations of a vector space V. Clearly, if =V Rn, then M V( ) is the
set of n × n square matrices and the representation T is a matrix representation.
Again we may use the map T or the vector space V to refer to the representation. We
write

⟶
⟶

T L M V
X T X

: ( )
( ).

(1.17)

Thus, every element X in L is associated with a linear operatorT X( ) in M V( ) such
that if ∈X L and ∈Y L then

α α α+ = + = ∈T X Y T X T Y T X T X C( ) ( ) ( ), ( ) ( ), . (1.18)

More importantly we have

=T X Y T X T Y([ , ]) [ ( ), ( )]. (1.19)

The simplest and most basic irreducible representation is called the fundamental
representation, which for the rotation group SO(3), is a spinor representation. The
adjoint or vector representation is an irreducible representation provided by the
group elements directly.

For the rotation Lie algebra so(3) the adjoint representation (also called the
vector representation) is a three-dimensional irreducible representation given
precisely by the generators L1, L2 and L3. An infinitesimal rotation was found to
be given by

δθ δθ= +R i L1( ) . (1.20)i i3

A finite rotation can then be found by integration to be given by

θ θ=R i L( ) exp( ). (1.21)i i

This adjoint or vector representation is three-dimensional. A general N-dimensional
representation operator of the above infinitesimal rotation should be given by

δθ δθ= +U i J1( ) . (1.22)N i i

Similarly, the general N-dimensional representation of the above finite rotation can
also be found by integration to be given by

θ θ=U i J( ) exp( ). (1.23)i i
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The generators Ji are the N-dimensional representation operators of the Lie algebra
so(3) in the same way that the generators Li are the three-dimensional representation
operators of this Lie algebra. They must therefore be angular momentum operators
satisfying the angular momentum algebra (1.10), viz

ε=J J i J[ , ] . (1.24)i j ijk k

As it turns out, finding all sets J J J{ , , }1 2 3 which solve this condition (1.24) is
equivalent to the problem of finding all irreducible representations of the rotation
group SO(3).

This is in accord with Shur’s lemma which guarantees that a representation U is
irreducible if and only if the only matrices which commute with the representation
operatorsU g( ) for all ∈g G are matrices proportional to the identity matrix. These
matrices are called the Casimir operators (corresponding to conserved quantities).
The number of Casimir operators in a Lie algebra is called the rank of the group and
their eigenvalues characterize the irreducible representations of the Lie algebra.

Hence, by finding the set of all Casimir operators (which by construction
commute among themselves and therefore can be diagonalized simultaneously) we
can obtain irreducible representations by (1) computing their eigenvalues and then
by (2) restricting each time to a given eigenspace with a fixed eigenvalue which by
Shur’s lemma is guaranteed to correspond to an irreducible representation.

From quantum mechanics we know that the angular momentum generators Ji
commute with the squared angular momentum operator ⃗ = + +J J J J

2
1
2

2
2

3
2. This is

precisely the (single) Casimir operator of the rotation group SO(3). We have then

⃗ = ⃗ = + +J J J J J J[ , ] 0, . (1.25)i
2 2

1
2

2
2

3
2

The operators ⃗J
2
and J3 can be then diagonalized simultaneously with eigenvalues

given by

⃗ ∣ 〉 = + ∣
∣ 〉 = ∣ 〉

= − … − + − = …

J jm j j jm
J jm m jm

m j j j j j

( 1)

, 1, , 1, , 0, 1/2, 1, 3/2,

(1.26)

2

3

The spin (integer or half-integer) j characterizes then the irreducible representations
of the Lie algebra so(3) and the rotation group SO(3) which are obviously

+j(2 1)-dimensional (this is the number of independent states ∣ 〉jm for some j since
m varies from −j to +j with step equal 1). Hence, the dimension of these irreducible
representations is = +N j2 1. The representations with integer spin are called tensor
representation (bosons), whereas those with half-integer spin are called spinor
representations (fermions). These are all unitary representations.

The adjoint or vector representation given by the generators Li corresponds
therefore to spin one, i.e. j = 1 and N = 3.

The fundamental representation corresponds to spin one-half, i.e. =j 1/2 and
N = 2, and it is generated by Pauli matrices, viz
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σ=J
2

. (1.27)i
i

A finite rotation about an axis ⃗n with an angle θ is given in the fundamental
representation =j 1/2 by

θ θ σ⃗ = ⃗ ⃗U n i n( , ) exp( /2). (1.28)

This acts on spinor wave functions, or spinors for short, which under a rotation with
a 2π angle acquires an overall minus sign (spin-statistic theorem).

The reducible representations of the rotation group SO(3) are easily obtained by
taking tensor products of the irreducible representations j. The main result is already
known from quantum mechanics and is given by

∑
⊗ = + ⊕ + −

⊕ + − ⊕ ⋯⊕∣ − ∣ =
⊕

j j j j j j

j j j j j

( ) ( 1)

( 2) . (1.29)
1 2 1 2 1 2

1 2 1 2

The Lie algebra o(3) and the orthogonal group O(3) will involve an additional
Casimir operator. Indeed, the generators Li commute also with the reflection
operator, i.e.

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟= =

−
−

−
L R R[ , ] 0,

1 0 0
0 1 0
0 0 1

. (1.30)i 0 0

Similarly, in the N-dimensional representation of the orthogonal Lie algebra o(3)
the generators Ji commute with representation operator U0 of the reflection
operator, i.e.

=J U[ , ] 0. (1.31)i 0

As a consequence, the irreducible representations of o(3) and O(3) are characterized
by the pair l r( , ) where r is the eigenvalue of the reflection operator U0 which can
only take the two values = ±r 1.

1.2 Special relativity
1.2.1 Postulates

Classical mechanics obeys the principle of relativity which states that the laws of
nature take the same form in all inertial frames. An inertial frame is any frame in
which Newton’s first law holds. Therefore, all other frames which move with a
constant velocity with respect to a given inertial frame are also inertial frames.

Any two inertial frames O and ′O can be related by a Galilean transformation
which is of the general form

v
τ′ = +

⃗′ = ⃗ + ⃗ + ⃗
t t

x Rx t d .
(1.32)
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In the above R is a constant orthogonal matrix, ⃗d and v ⃗ are constant vectors and τ is
a constant scalar. Thus the observer ′O sees the coordinates axes of O rotated by R,
moving with a velocity v ⃗, translated by ⃗d and it sees the clock of O running behind
by the amount τ. The set of all transformations of the form (1.32) forms a 10-
parameter group called the Galilean group.

The invariance/covariance of the equations of motion under these transforma-
tions, which is called Galilean invariance/covariance, is the precise statement of the
principle of Galilean relativity.

In contrast to the laws of classical mechanics, the laws of classical electro-
dynamics do not obey the Galilean principle of relativity. Before the advent of the
theory of special relativity the laws of electrodynamics were thought to hold only in
the inertial reference frame which is at rest with respect to an invisible medium filling
all space known as the ether. For example, electromagnetic waves were thought to
propagate through the vacuum at a speed relative to the ether, equal to the speed of
light μ ε= = ×c 1/ 3 100 0

8 m s−1.
The motion of the Earth through the ether creates an ether wind. Thus, only by

measuring the speed of light in the direction of the ether wind can we get the value c,
whereas measuring it in any other direction will give a different result. In other
words we can detect the ether by measuring the speed of light in different directions
which is precisely what Michelson and Morley tried to do in their famous experi-
ments. The outcome of these experiments was always negative in the sense that the
speed of light was found to be exactly the same, equal to c in all directions.

The theory of special relativity was the first to accommodate this empirical
finding by postulating that the speed of light is the same in all inertial reference
frames, i.e. there is no ether. Furthermore, it postulates that classical electro-
dynamics (and physical laws in general) must hold in all inertial reference frames.
This is the principle of relativity, although now its precise statement cannot be given
in terms of the invariance/covariance under Galilean transformations but in terms of
the invariance/covariance under Lorentz transformations which we will discuss
further in the next section.

Einstein’s original motivation behind the principle of relativity comes from the
physics of the electromotive force. The interaction between a conductor and a
magnet in the reference frame where the conductor is moving and the magnet is at
rest is known to result in an motional emf. The charges in the moving conductor will
experience a magnetic force given by the Lorentz force law. As a consequence, a
current will flow in the conductor with an induced motional emf given by the flux
rule E = − Φd dt/ . In the reference frame where the conductor is at rest and the
magnet is moving there is no magnetic force acting on the charges. However, the
moving magnet generates a changing magnetic field which by Faraday’s law induces
an electric field. As a consequence in the rest frame of the conductor the charges
experience an electric force which causes a current to flow with an induced
transformer emf given precisely by the flux rule, viz E = − Φd dt/ .

So, in summary, although the two observers associated with the states of rest of
the conductor and the magnet have different interpretations of the process, their
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predictions are in perfect agreement. This indeed suggests, as pointed out first by
Einstein, that the laws of classical electrodynamics are the same in all inertial
reference frames.

The two fundamental postulates of special relativity are therefore:
• The principle of relativity: The laws of physics take the same form in all
inertial reference frames.

• The constancy of the speed of light: The speed of light in vacuum is the same
in all inertial reference frames.

1.2.2 Relativistic effects

The Gedanken experiments we will discuss here might be called ‘The train-and-
platform thought experiments’.

Relativity of simultaneity
We consider an observer ′O in the middle of a freight car moving at a speed v with
respect to the ground and a second observer O standing on a platform. A light bulb
hanging in the center of the car is switched on just as the two observers pass each
other.

It is clear that with respect to the observer ′O light will reach the front end A and
the back end B of the freight car at the same time. The two events ‘light reaches the
front end’ and ‘light reaches the back end’ are simultaneous.

According to the second postulate light propagates with the same velocity with
respect to the observer O. This observer sees the back end B moving toward the
point at which the flash was given off and the front end Amoving away from it. Thus
light will reach B before it reaches A. In other words with respect to O the event
‘light reaches the back end’ happens before the event ‘light reaches the front end’.

Time dilation
Let us now ask the question: How long does it take a light ray to travel from the bulb
to the floor?

Let us call h the height of the freight car. It is clear that with respect to ′O the time
spent by the light ray between the bulb and the floor is

Δ ′ =t
h
c

. (1.33)

The observer O will measure a time Δt during which the freight car moves a
horizontal distance vΔt. The trajectory of the light ray is not given by the vertical
distance h but by the hypotenuse of the right triangle with h and vdt as the other two
sides. Thus with respect to O the light ray travels a longer distance given by

v+ Δh t2 2 2 and therefore the time spent is

vΔ = + Δ
t

h t
c

. (1.34)
2 2 2
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Solving for Δt we get

γ γΔ = = Δ ′t
h
c

t . (1.35)

The factor γ is known as Lorentz factor and it is given by

v
γ =

−
c

1

1

.
(1.36)2

2

Hence we obtain

vΔ ′ = − Δ ⩽ Δt
c

t t1 . (1.37)
2

2

The time measured on the train is shorter than the time measured on the ground. In
other words moving clocks run slow. This is called time dilation.

Lorentz contraction
We now place a lamp at the back end B of the freight car and a mirror at the front
end A. Then we ask the question: How long does it take a light ray to travel from the
lamp to the mirror and back?

Again with respect to the observer ′O the answer is simple. If Δ ′x is the length of
the freight car measured by ′O then the time spent by the light ray in the round trip
between the lamp and the mirror is

Δ ′ = Δ ′
t

x
c

2 . (1.38)

LetΔx be the length of the freight car measured byO andΔt1 be the time for the light
ray to reach the front end A. Then clearly

vΔ = Δ + Δc t x t . (1.39)1 1

The term vΔt1 is the distance traveled by the train during the time Δt1. Let Δt2 be the
time for the light ray to return to the back end B. Then

vΔ = Δ − Δc t x t . (1.40)2 2

The time spent by the light ray in the round trip between the lamp and the mirror is
therefore

v v
γΔ = Δ + Δ = Δ

−
+ Δ

+
= Δ

t t t
x

c
x

c
x

c
2 . (1.41)1 2

2

The time intervals Δt and Δ ′t are related by time dilation, viz

γΔ = Δ ′t t . (1.42)
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This is equivalent to

γΔ ′ = Δ ⩾ Δx x x. (1.43)

The length measured on the train is longer than the length measured on the ground.
In other words moving objects are shortened. This is called Lorentz contraction.

We point out here that only the length parallel to the direction of motion is
contracted while lengths perpendicular to the direction of the motion remain not
contracted.

1.2.3 Lorentz transformations: boosts

Any physical process consists of a collection of events. Any event takes place at a
given point x y z( , , ) of space at an instant of time t. Lorentz transformations relate
the coordinates x y z t( , , , ) of a given event in an inertial reference frame O to the
coordinates ′ ′ ′ ′x y z t( , , , ) of the same event in another inertial reference frame ′O .

Let x y z t( , , , ) be the coordinates in O of an event E. The projection of E onto the
x-axis is given by the point P which has the coordinates x t( , 0, 0, ). For simplicity
we will assume that the observer ′O moves with respect to the observer O at a
constant speed v along the x-axis. At time t = 0 the two observers O and ′O coincide.
After time t the observer ′O moves a distance vt on the x-axis. Let d be the distance
between ′O and P as measured by O. Then clearly

v= +x d t. (1.44)

Before the theory of special relativity the coordinate ′x of the event E in the reference
frame ′O is taken to be equal to the distance d.We get therefore the transformation laws

v′ = −
′ =
′ =
′ =

x x t
y y
z z
t t.

(1.45)

This is a Galilean transformation. Indeed this is a special case of equation (1.32).
As we have already seen, Einstein’s postulates lead to Lorentz contraction. In

other words the distance between ′O and P measured by the observer ′O , which is
precisely the coordinate ′x , is larger than d. More precisely

γ′ =x d. (1.46)

Hence

vγ′ = −x x t( ). (1.47)

Einstein’s postulates also lead to time dilation and relativity of simultaneity. Thus,
the time of the event E measured by ′O is different from t. Since the observer O
moves with respect to ′O at a speed v in the negative x-direction we must have

vγ= ′ + ′x x t( ). (1.48)
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Thus we get

⎜ ⎟⎛
⎝

⎞
⎠

vγ′ = −t t
c

x . (1.49)
2

In summary we get the transformation laws

⎜ ⎟⎛
⎝

⎞
⎠

v

v

γ

γ

′ = −
′ =
′ =

′ = −

x x t
y y
z z

t t
c

x

( )

.

(1.50)

2

This is a special Lorentz transformation which is a boost along the x-axis.
Let us look at the clock found at the origin of the reference frame ′O . We set

′ =x 0 in the above equations. We then get the time dilation effect, viz

γ
′ =t

t
. (1.51)

At time t = 0 the clocks in ′O read different times depending on their location since

vγ′ = −t
c

x. (1.52)2

Hence, moving clocks cannot be synchronized.
We consider now two events A and B with coordinates x t( , )A A and x t( , )B B in O

and coordinates ′ ′x t( , )A A and ′ ′x t( , )B B in ′O . We can compute

⎜ ⎟⎛
⎝

⎞
⎠

vγΔ ′ = Δ − Δt t
c

x . (1.53)
2

Thus, if the two events are simultaneous with respect to O, i.e. Δ =t 0, they are not
simultaneous with respect to ′O since

vγΔ ′ = − Δt
c

x. (1.54)2

1.2.4 Spacetime

The above Lorentz boost transformation can be rewritten as

γ β
γ β

= −
= −
=
=

′

′

′

′

x x x

x x x

x x
x x

( )

( )

.

(1.55)

0 0 1

1 1 0

2 2

3 3

In the above equation

= = = =x ct x x x y x z, , , (1.56)0 1 2 3

A Modern Course in Quantum Field Theory, Volume 1

1-12



vβ γ β= = −
c

, 1 . (1.57)2

This can also be rewritten as

∑= Λ
ν=

μ
ν
μ ν′x x (1.58)

0

4

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟

γ γβ
γβ γΛ =

−
−

0 0
0 0

0 0 1 0
0 0 0 1

. (1.59)

The matrix Λ is the Lorentz boost transformation matrix. A general Lorentz boost
transformation can be obtained if the relative motion of the two inertial reference
frames O and ′O is along an arbitrary direction in space. The transformation law of
the coordinates μx will still be given by equation (1.58) with a more complicated
matrix Λ. A general Lorentz transformation can be written as a product of a rotation
and a boost along a direction n̂ given by

α α
α α

= − ˆ ⃗
⃗′ = ⃗ + ˆ − ˆ ⃗ −

′x x nx
x x n nx x

cosh sinh
((cosh 1) sinh )

(1.60)
0 0

0

v α⃗ = ˆ
c

ntanh . (1.61)

Indeed, the set of all Lorentz transformations contains rotations as a subset.
The set of coordinates x x x x( , , , )0 1 2 3 which transforms under Lorentz trans-

formations as = Λμ
ν
μ ν′x x will be called a 4-vector in analogy with the set of

coordinates x x x( , , )1 2 3 which is called a vector because it transforms under rotations
as =′x R xa

b
a b. Thus, in general, a 4-vector a is any set of numbers a a a a( , , , )0 1 2 3

which transforms as x x x x( , , , )0 1 2 3 under Lorentz transformations, viz

∑= Λ
ν=

μ
ν
μ ν′a a . (1.62)

0

4

For the particular Lorentz transformation (1.59) we have

γ β
γ β

= −
= −
=
=

′

′

′

′

a a a

a a a

a a
a a

( )

( )

.

(1.63)

0 0 1

1 1 0

2 2

3 3
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The numbers μa are called the contravariant components of the 4-vector a. We
define the covariant components μa by

= = − = − = −a a a a a a a a, , , . (1.64)0
0

1
1

2
2

3
3

By using the Lorentz transformation (1.63) we verify any two 4-vectors a and b the
identity

− − − = − − −′ ′ ′ ′ ′ ′ ′ ′a b a b a b a b a b a b a b a b . (1.65)0 0 1 1 2 2 3 3 0 0 1 1 2 2 3 3

In fact we can show that this identity holds for all Lorentz transformations. We
recall that under rotations the scalar product ⃗ ⃗ab of any two vectors ⃗a and ⃗b is
invariant, i.e.

+ + = + +′ ′ ′ ′ ′ ′a b a b a b a b a b a b . (1.66)1 1 2 2 3 3 1 1 2 2 3 3

The four-dimensional scalar product must therefore be defined by the Lorentz
invariant combination − − −a b a b a b a b0 0 1 1 2 2 3 3, namely

∑

= − − −

=

=
μ=

μ
μ

μ
μ

ab a b a b a b a b

a b

a b .

(1.67)
0

3

0 0 1 1 2 2 3 3

In the last equation we have employed the so-called Einstein summation convention,
i.e. a repeated index is summed over.

We define the separation 4-vector Δx between two events A and B occurring at
the points x x x x( , , , )A A A A

0 1 2 3 and x x x x( , , , )B B B B
0 1 2 3 by the components

Δ = −μ μ μx x x . (1.68)A B

The distance squared between the two events A and B, which is called the interval
between A and B, is defined by

Δ = Δ Δ = Δ − Δ ⃗μ
μs x x c t x . (1.69)2 2 2 2

This is a Lorentz invariant quantity. However, it could be positive, negative or zero.
In the case Δ >s 02 the interval is called timelike. There exists an inertial reference

frame in which the two events occur at the same place and are only separated temporally.
In the case Δ <s 02 the interval is called spacelike. There exists an inertial

reference frame in which the two events occur at the same time and are only
separated in space.

In the caseΔ =s 02 the interval is called lightlike. The two events are connected by
a signal traveling at the speed of light.

1.2.5 Metric

The interval ds2 between two infinitesimally close events A and B in spacetime with
position 4-vectors μxA and = +μ μ μx x dxB A is given by
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∑= − −

= − − −
= − ⃗

μ=
μ

μds x x x x

dx dx dx dx

c dt dx

( ) ( )

( ) ( ) ( ) ( )

( ) ( ) .

(1.70)0

3

A B A B
2

0 2 1 2 2 2 3 2

2 2 2

We can also write this interval as (using also Einstein’s summation convention)

∑

∑

η η

η η

= =

= =

μ ν

μ ν

=

=

μν
μ ν

μν
μ ν

μν
μ ν

μν
μ ν

ds dx dx dx dx

dx dx dx dx .

(1.71)
, 0

3

, 0

3

2

The 4 × 4 matrix η is called the metric tensor and it is given by

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟
η η= = −

−
−

μν
μν

1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1

. (1.72)

Clearly we can also write

∑ η η= =
μ ν=

μ
ν μ

ν μ
ν μ

νds dx dx dx dx . (1.73)
, 0

3
2

In this case

η δ=μ
ν

μ
ν. (1.74)

The metric η is used to lower and raise Lorentz indices, viz

η=μ μν
νx x . (1.75)

The interval ds2 is invariant under Poincaré transformations which combine trans-
lations a with Lorentz transformations Λ:

⟶ = Λ +μ μ
ν
μ ν μ′x x x a . (1.76)

We compute

η η= =μν
μ ν

μν
μ ν′ ′ds dx dx dx dx . (1.77)2

This leads to the condition

η η η ηΛ Λ = ⇔ Λ Λ =μν ρ
μ

σ
ν

ρσ . (1.78)T
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1.3 Klein–Gordon equation
The non-relativistic energy–momentum relation reads

= ⃗ +E
p
m

V
2

. (1.79)
2

The correspondence principle is

⟶ ℏ ∂
∂

⃗⟶ ℏ ∇⃗E i
t

p
i

, . (1.80)

This yields the Schrödinger equation

⎛
⎝⎜

⎞
⎠⎟ψ ψ− ℏ ∇ + = ℏ∂

∂m
V i

t2
. (1.81)

2
2

We will only consider the free case, i.e. V = 0. We have then

ψ ψ− ℏ ∇ = ℏ∂
∂m

i
t2

. (1.82)
2

2

The energy–momentum 4-vector is given by

⎜ ⎟⎛
⎝

⎞
⎠= = ⃗μp p p p p

E
c

p( , , , ) , . (1.83)0 1 2 3

The relativistic momentum and energy are defined by

⃗ = ⃗

−
=

−
p

mu

u
c

E
mc

u
c

1

,

1

.
(1.84)2

2

2

2

2

The energy–momentum 4-vector satisfies

= − ⃗ =μ
μp p

E
c

p m c . (1.85)
2

2
2 2 2

The relativistic energy–momentum relation is therefore given by

⃗ + =p c m c E . (1.86)2 2 2 4 2

Thus the free Schrödinger equation will be replaced by the relativistic wave equation

ϕ ϕ−ℏ ∇ + = −ℏ ∂
∂

c m c
t

( ) . (1.87)2 2 2 2 4 2
2

2

This can also be rewritten as

⎛
⎝⎜

⎞
⎠⎟ϕ− ∂

∂
+ ∇ −

ℏ
=

c t
m c1

0. (1.88)
2

2

2
2

2 2

2
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This is the Klein–Gordon equation. In contrast with the Schrödinger equation the
Klein–Gordon equation is a second-order differential equation. In relativistic
notation we have

⟶ ℏ ∂
∂

⇔ ⟶ ℏ∂ ∂ = ∂
∂

= ∂
∂

E i
t

p i
x c t

,
1

(1.89)0 0 0 0

⃗⟶ ℏ ∇⃗ ⇔ ⟶ ℏ∂ ∂ = ∂
∂

p
i

p i
x

, . (1.90)i i i i

In other words

⟶ ℏ∂ ∂ = ∂
∂μ μ μ μp i
x

, (1.91)

⎛
⎝⎜

⎞
⎠⎟⟶ − ℏ ∂ ∂ = ℏ − ∂

∂
+ ∇μ

μ
μ

μp p
c t
1

. (1.92)2 2
2

2

2
2

The covariant form of the Klein–Gordon equation is

⎛
⎝⎜

⎞
⎠⎟ϕ∂ ∂ +

ℏ
=μ

μ m c
0. (1.93)

2 2

2

Free solutions are of the form

ϕ ⃗ = = = − ⃗ ⃗μ
μ− ℏt x e px p x Et p x( , ) , . (1.94)i px

Indeed we compute

ϕ ϕ∂ ∂ ⃗ = −
ℏ

− ⃗ ⃗μ
μ t x

c
E p c t x( , )

1
( ) ( , ). (1.95)

2 2
2 2 2

Thus we must have

− ⃗ =E p c m c . (1.96)2 2 2 2 4

In other words

= ± ⃗ +E p c m c . (1.97)2 2 2 2 4

There exists therefore negative-energy solutions. The energy gap is mc2 2. As it stands
the existence of negative-energy solutions means that the spectrum is not bounded
from below and as a consequence an arbitrarily large amount of energy can be
extracted. This is a severe problem for a single-particle wave equation. However,
these negative-energy solutions, as we will see shortly, will be related to antiparticles.
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From the two equations

⎛
⎝⎜

⎞
⎠⎟ϕ ϕ∂ ∂ +

ℏ
=μ

μ*
m c

0, (1.98)
2 2

2

⎛
⎝⎜

⎞
⎠⎟ϕ ϕ∂ ∂ +

ℏ
=μ

μ *
m c

0, (1.99)
2 2

2

we get the continuity equation

∂ =μ
μJ 0, (1.100)

where

ϕ ϕ ϕ ϕ= ℏ ∂ − ∂μ μ μ* *J
i
m2

[ ]. (1.101)

We have included the factor ℏi m/2 in order that the zero component J0 has the
dimension of a probability density. The continuity equation can also be put in the
form

ρ∂
∂

+ ∇⃗ ⃗ =
t

J 0, (1.102)

where

⎡
⎣⎢

⎤
⎦⎥ρ ϕ ϕ ϕ ϕ= = ℏ ∂

∂
− ∂

∂
∗

∗J
c

i
mc t t2

(1.103)0
2

ϕ ϕ ϕ ϕ⃗ = − ℏ ∇⃗ − ∇⃗* *J
i
mc2

[ ]. (1.104)

Clearly the zero component J0 is not positive definite and hence it can be a
probability density. This is due to the fact that the Klein–Gordon equation is
second-order.

The Dirac equation is a relativistic wave equation which is a first-order differ-
ential equation. The corresponding probability density will therefore be positive
definite. However negative-energy solutions will still be present.

1.4 Dirac equation
The Dirac equation is a first-order differential equation of the same form as the
Schrödinger equation, viz

ψ ψℏ∂
∂

=i
t

H . (1.105)
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In order to derive the form of the Hamiltonian H we go back to the relativistic
energy–momentum relation

− =μ
μp p m c 0. (1.106)2 2

The only requirement on H is that it must be linear in spatial derivatives since we
want space and time to be on equal footing. We thus factor out the above equation
as follows

γ β

γ β γ β

− = + −

= − − −
μ

μ μ
μ

ν
ν

μ ν
μ ν

μ μ
μ

p p m c p mc p mc

p p mc p m c

( )( )

( ) .
(1.107)

2 2

2 2

We must therefore have β γ=μ μ, i.e.

γ γ=μ
μ μ ν

μ νp p p p . (1.108)

This is equivalent to

γ γ γ γ

γ γ γ γ γ γ γ γ

γ γ γ γ γ γ γ γ

γ γ γ γ γ γ γ γ

− − − = + + +

+ + + +

+ + + +

+ + + +

p p p p p p p p

p p p p

p p p p

p p p p

( ) ( ) ( ) ( )

( ) ( )

( ) ( )

( ) ( ) .

(1.109)

0
2

1
2

2
2

3
2 0 2

0
2 1 2

1
2 2 2

2
2 3 2

3
2

1 2 2 1
1 2

1 3 3 1
1 3

2 3 3 2
2 3

1 0 0 1
1 0

2 0 0 2
2 0

3 0 0 3
3 0

Clearly the objects γ μ cannot be complex numbers since we must have

γ γ γ γ
γ γ γ γ
= = = = −

+ =μ ν ν μ
( ) 1, ( ) ( ) ( ) 1

0.
(1.110)

0 2 1 2 2 2 3 2

These conditions can be rewritten in a compact form as

γ γ γ γ η+ =μ ν ν μ μν2 . (1.111)

This algebra is an example of a Clifford algebra and the solutions are matrices γ μ

which are called Dirac matrices. In four-dimensional Minkowski space the smallest
Dirac matrices must be 4 × 4 matrices. All 4 × 4 representations are unitarily
equivalent. We choose the so-called Weyl or chiral representation given by

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟γ γ σ

σ
= =

−
1

1
0

0
, 0

0
. (1.112)i

i

i
0 2

2

The Pauli matrices are

⎜ ⎟ ⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠σ σ σ= = − =

−
i

i
0 1
1 0

, 0
0

, 1 0
0 1

. (1.113)1 2 3
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Note that

γ γ γ γ γ γ γ γ= = − ⇔ =μ μ+ + +( ) , ( ) ( ) . (1.114)i i0 0 0 0

The relativistic energy–momentum relation becomes

γ γ− = + − =μ
μ μ

μ
ν

νp p m c p mc p mc( )( ) 0. (1.115)2 2

Thus, either γ + =μ
μp mc 0 or γ − =μ

μp mc 0. The convention is to take

γ − =μ
μp mc 0. (1.116)

By applying the correspondence principle ⟶ ℏ∂μ μp i we obtain the relativistic wave
equation

γ ψℏ ∂ − =μ
μi mc( ) 0. (1.117)

This is the Dirac equation in a covariant form. Let us introduce the Feynman ‘slash’
defined by

γ∂ = ∂μ
μ (1.118)

ψℏ∂ − =i mc( ) 0. (1.119)

Since the γ matrices are 4 × 4 the wave function ψ must be a four-component object
which we call a Dirac spinor. Thus we have

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟
ψ

ψ
ψ
ψ
ψ

= . (1.120)

1

2

3

4

The Hermitian conjugate of the Dirac equation (1.131) is

ψ γℏ ∂
←

+ =μ
μ

+ +i mc( ( ) ) 0. (1.121)

In other words

ψ γ γ γℏ ∂
←

+ =μ
μ

+ i mc( ) 0. (1.122)0 0

The Hermitian conjugate of a Dirac spinor is not ψ+ but it is defined by

ψ ψ γ¯ = + . (1.123)0

Thus the Hermitian conjugate of the Dirac equation is

ψ γ¯ ℏ ∂
←

+ =μ
μi mc( ) 0. (1.124)

Equivalently

ψ̄ ℏ ∂
←

+ =i mc( ) 0. (1.125)
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Putting equations (1.119) and (1.125) together we obtain

ψ ψ¯ ℏ ∂
←

+ ℏ∂⃗ =i i( ) 0. (1.126)

We obtain the continuity equation

ψγ ψ∂ = = ¯μ
μ μ μJ J0, . (1.127)

Explicitly we have

ρ∂
∂

+ ∇⃗ ⃗ =
t

J 0 (1.128)

ρ ψγ ψ ψ ψ= = ¯ = +J
c c c

1 1 (1.129)
0

0

ψγψ ψ αψ⃗ = ¯ ⃗ = ⃗+J . (1.130)

The probability density ρ is positive definite as desired.

1.5 Free solutions of the Dirac equation
We seek solutions of the Dirac equation

γ ψℏ ∂ − =μ
μi mc( ) 0. (1.131)

The plane-wave solutions are of the form

ψ = − ℏx a e u p( ) ( ). (1.132)i px

Explicitly

ψ ⃗ = ⃗− ℏ − ⃗ ⃗t x a e u E p( , ) ( , ). (1.133)i Et p x( )

The spinor u p( ) must satisfy

γ − =μ
μp mc u( ) 0. (1.134)

We write

= ( )u
u
u . (1.135)A

B

We compute

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟
γ

σ

σ
− =

− − ⃗ ⃗

+ ⃗ ⃗ −
μ

μp mc
mc

E
c

p

E
c

p mc
. (1.136)
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We then get

σ
=

− ⃗ ⃗
u

E
c

p

mc
u

(1.137)
A B

σ
=

+ ⃗ ⃗
u

E
c

p

mc
u .

(1.138)
B A

A consistency condition is

σ σ σ
=

− ⃗ ⃗ + ⃗ ⃗
=

− ⃗ ⃗
u

E
c

p

mc

E
c

p

mc
u

E
c

p

m c
u

( )
.

(1.139)
A A A

2

2
2

2 2

Thus one must have

σ− ⃗ ⃗ = ⇔ = ⃗ +E
c

p m c E p c m c( ) . (1.140)
2

2
2 2 2 2 2 2 2 4

Therefore we have a single condition

σ
=

+ ⃗ ⃗
u

E
c

p

mc
u .

(1.141)
B A

There are four possible solutions. They are

⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

= ⇔ =
+

+

u u N
E
c

p

mc
p ip

mc

1
0

1
0

(1.142)A
(1) (1)

3

1 2

⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

= ⇔ =
−

−

u u N
p ip

mc
E
c

p

mc

0
1

0
1

(1.143)A
(4) (4)

1 2

3

A Modern Course in Quantum Field Theory, Volume 1

1-22



⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

= ⇔ =

−

− +u u N

E
c

p

mc
p ip

mc

1
0

1
0

(1.144)B
(3) (3)

3

1 2

⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

= ⇔ =

− −

+u u N

p ip
mc

E
c

p

mc

0
1

0
1

. (1.145)B
(2) (2)

1 2

3

The first and the fourth solutions will be normalized such that

γ¯ = = + =+ + +uu u u u u u u mc2 . (1.146)A B B A
0

We obtain

= =
+

N N
m c

E
c

p
. (1.147)

(1) (2)
2 2

3

Clearly one must have ⩾E 0 otherwise the square root will not be well defined. In
other words u(1) and u(2) correspond to positive-energy solutions associated with
particles. The spinors u p( )i( ) can be rewritten as

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

σ ξ

σ ξ
=

¯
μ

μ

μ
μ

u
p

p
. (1.148)i

i

i
( )

The two-dimensional spinors ξi satisfy

ξ ξ δ=+( ) . (1.149)r s rs

The remaining spinors u(3) and u(4) must correspond to negative-energy solutions
which must be reinterpreted as positive-energy antiparticles. Thus we flip the signs of
the energy and the momentum such that the wave function (1.133) becomes

ψ ⃗ = − − ⃗ℏ − ⃗ ⃗t x a e u E p( , ) ( , ). (1.150)i Et p x( )

The solutions u3 and u4 become
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⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟
⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

v

v

⃗ = − − ⃗ =

−
−

+

⃗ = − − ⃗ = − −

−
−

E p u E p N

E
c

p

mc
p ip

mc

E p u E p N
p ip

mc
E
c

p

mc

( , ) ( , )

1
0

( , ) ( , )

0
1

.

(1.151)

(1) (3) (3)

3

1 2

(2) (4) (4)

1 2

3

We impose the normalization condition

vv v v v v v vγ¯ = = + = −+ + + mc2 . (1.152)A B B A
0

We obtain

= =
−

N N
m c

E
c

p
. (1.153)

(3) (4)
2 2

3

The spinors v p( )i( ) can be rewritten as

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟v

σ η

σ η
=

− ¯
μ

μ

μ
μ

p

p
. (1.154)i

i

i
( )

Again the two-dimensional spinors ηi satisfy

η η δ=+( ) . (1.155)r s rs

1.6 Lorentz covariance: first look
In this section we will refer to the Klein–Gordon wave function ϕ as a scalar field
and to the Dirac wave function ψ as a Dirac spinor field although we are still
thinking of them as quantum wave functions and not classical fields.

1.6.1 Scalar fields

Let us recall that the set of all Lorentz transformations form a group called the
Lorentz group. An arbitrary Lorentz transformation acts as
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⟶ = Λμ μ μ
ν

ν′x x x . (1.156)

In the inertial reference frame O the Klein–Gordon wave function is ϕ ϕ= x( ). It is a
scalar field. Thus in the transformed reference frame ′O the wave function must be
ϕ ϕ′ = ′ ′x( ) where

ϕ ϕ′ ′ =x x( ) ( ). (1.157)

For a one-component field this is the only possible linear transformation law. The
Klein–Gordon equation in the reference frame ′O if it holds is of the form

⎛
⎝⎜

⎞
⎠⎟ϕ∂′∂ +

ℏ
′ ′ =μ

μ′ m c
x( ) 0. (1.158)

2 2

2

It is not difficult to show that

∂′∂ = ∂ ∂μ
μ

μ
μ′ . (1.159)

The Klein–Gordon equation (1.158) becomes

⎛
⎝⎜

⎞
⎠⎟ϕ∂ ∂ +

ℏ
=μ

μ m c
x( ) 0. (1.160)

2 2

2

1.6.2 Vector fields

Let =μ μV V x( ) be an arbitrary vector field (for example ϕ∂μ and the electromagnetic
vector potential μA ). Under Lorentz transformations it must transform as a 4-vector,
i.e. as in equation (1.156) and hence

′ = Λμ
ν
μ ν′V x V x( ) ( ). (1.161)

This should be contrasted with the transformation law of an ordinary vector field
V x( )i under rotations in three-dimensional space given by

′ =′V x R V x( ) ( ). (1.162)i ij j

The group of rotations in three-dimensional space is a continuous group. The set of
infinitesimal transformations (the transformations near the identity) form a vector
space which we call the Lie algebra of the group. The basis vectors of this vector
space are called the generators of the Lie algebra and they are given by the angular
momentum operators Li which satisfy the commutation relations

ε= ℏL L i L[ , ] . (1.163)i j ijk k

A rotation with an angle θ∣ ∣ about the axis θ̂ is obtained by exponentiation from the
Lie algebra, viz

θ= −R i Lexp( ). (1.164)i i
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The angular momentum operators J i are given by (our convention is ε = +1123 )

ε= − ℏ ∂L i x . (1.165)i ijk j k

This is equivalent to

ε= = − ℏ ∂ − ∂L L i x x( ). (1.166)ij ijk k i j j i

Generalization of this result to four-dimensional Minkowski space yields the six
generators of the Lorentz group given by

= − ℏ ∂ − ∂μν μ ν ν μL i x x( ). (1.167)

We compute the commutation relations

η η η η= ℏ − − +μν ρσ νρ μσ μρ νσ νσ μρ μσ νρL L i L L L L[ , ] ( ). (1.168)

A solution of equation (1.168) is given by the 4 × 4 matrices

δ δ δ δ= ℏ −μν
αβ α

μ
β
ν

β
μ

α
ν( )L i( ) . (1.169)

Equivalently we can write this solution as

η δ δ η= ℏ −μν α
β

μα
β
ν

β
μ να( )L i( ) . (1.170)

This representation is the four-dimensional vector representation of the Lorentz
group which is denoted by (1/2, 1/2). It is an irreducible representation of the
Lorentz group. A scalar field transforms in the trivial representation of the Lorentz
group denoted by (0, 0). It remains to determine the transformation properties of
spinor fields.

1.6.3 Spinor fields

We go back to the Dirac equation in the form

γ ψℏ ∂ − =μ
μi mc( ) 0. (1.171)

This equation is assumed to be covariant under Lorentz transformations and hence
one must have the transformed equation

γ ψℏ ∂′ − ′ =μ
μ′i mc( ) 0. (1.172)

The Dirac γ matrices are assumed to be invariant under Lorentz transformations
and thus

γ γ′ =μ μ. (1.173)

The spinor ψ will be assumed to transform under Lorentz transformations linearly,
namely

ψ ψ ψ⟶ ′ ′ = Λx x S x( ) ( ) ( ) ( ). (1.174)
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Furthermore we have

∂′ = Λ ∂ν
μ

ν μ
−( ) . (1.175)1

Thus, equation (1.172) is of the form

γ ψℏ Λ Λ Λ ∂ − =ν
μ

μ
ν

− − ′i S S mc( ( ) ( ) ( ) ) 0. (1.176)1 1

We can get immediately

γ γΛ Λ Λ =ν
μ

μ ν− − ′S S( ) ( ) ( ) . (1.177)1 1

Equivalently

γ γΛ Λ Λ =ν
μ

μ ν− −S S( ) ( ) ( ) . (1.178)1 1

This is the transformation law of the γ matrices under Lorentz transformations.
Thus the γ matrices are invariant under the simultaneous rotations of the vector and
spinor indices under Lorentz transformations. This is analogous to the fact that
Pauli matrices σ i are invariant under the simultaneous rotations of the vector and
spinor indices under spatial rotations.

The matrix ΛS( ) form a four-dimensional representation of the Lorentz group
which is called the spinor representation. This representation is reducible and it is
denoted by ⊕(1/2, 0) (0, 1/2). It remains to find the matrix ΛS( ). We consider an
infinitesimal Lorentz transformation

ω ωΛ = −
ℏ

Λ = +
ℏαβ

αβ
αβ

αβ−i
L

i
L1

2
, 1

2
. (1.179)1

We can write ΛS( ) as

ω ωΛ = −
ℏ

Γ Λ = +
ℏ

Γαβ
αβ

αβ
αβ−S

i
S

i
( ) 1

2
, ( ) 1

2
. (1.180)1

The infinitesimal form of equation (1.178) is

γ γ− = Γαβ μ
ν μ ν

αβL( ) [ , ]. (1.181)

The fact that the index μ is rotated with αβL means that it is a vector index. The
spinor indices are the matrix components of the γmatrices which are rotated with the
generators Γαβ. A solution is given by

γ γΓ = ℏμν μ νi
4

[ , ]. (1.182)

Explicitly

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

γ γ σ
σ

γ γ
σ σ

σ σ
ε σ

σ

Γ = ℏ = − ℏ
−

Γ = ℏ = − ℏ = ℏ

i i

i i

4
[ , ]

2
0

0

4
[ , ]

4

[ , ] 0

0 [ , ] 2
0

0
.

(1.183)

i i
i

i

ij i j
i j

i j
ijk

k

k

0 0
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Clearly Γij are the generators of rotations. They are the direct sum of two copies of
the generators of rotation in three-dimensional space. Thus, we conclude that Γ i0 are
the generators of boosts.

1.7 Representations of the Lorentz group
1.7.1 The Lorentz group SO(1, 3) and its Lie algebra so(1, 3)

We start by recalling that the spacetime points x, the spacetime metric ημν and the

spacetime interval ds2 are given respectively by

η≡ = ⃗ =μ
μ μν

νx x ct x x x( , ), (1.184)

η = + − − −μν diag( 1, 1, 1, 1) (1.185)

η= = − ⃗μν
μ νds dx dx c dt dx . (1.186)2 2 2 2

First we note that Lorentz transformations act on x in Minkowski spacetime M4 in
the same way that rotations act on ⃗x in Euclidean space R3. Indeed, the interval ds2 is
invariant under the linear Lorentz transformations

⟶ = Λμ μ μ
ν

ν′x x x (1.187)

if and only if the transformations Λ satisfy

η η η ηΛ Λ = ⇔ Λ Λ =μν
μ

ρ
ν

σ ρσ . (1.188)T

This is the analog of the orthogonality condition =R R 1T found in the case of the
rotation group SO(3) in Euclidean space R3. Similarly, equation (1.188) defines the
Lorentz group, which is denoted by SO(1, 3), in Minkowski spacetime M4. The
condition (1.188) leads immediately to the determinant

Λ = ±det 1. (1.189)

Again, this is the analog of = ±Rdet 1 in Euclidean space R3.
The Lorentz group contains (1) rotations, (2) boosts (these are the purely Lorentz

transformations), (3) space reflection P and (4) time reflection T.
Furthermore, we note that by setting ρ σ= = 0 in equation (1.188) we obtain

∑Λ = + Λ ⩾ ⇒ ∣Λ ∣ ⩾( ) 1 ( ) 1 1. (1.190)
i

i0
0

2
0

2 0
0

We can then characterize the various Lorentz transformations as follows:
• The proper orthochronous transformations +

↑L : Λ =det 1, Λ > 00
0 .

• The improper orthochronous transformations −
↑L : Λ = −det 1, Λ > 00

0 . This
involves space reflection P.

• The proper non-orthochronous transformations +
↓L : Λ =det 1, Λ < 00

0 . This
involves time reflection T.
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• The improper non-orthochronous transformations −
↓L : Λ = −det 1, Λ < 00

0 .
This involves time and space reflections T and P.

The set +
↑L of all proper orthochronous transformations is the proper Lorentz group

which is the basic object. Everything else can be derived from +
↑L by the action of P

( −
↑L ), T ( +

↓L ) or P and T ( −
↓L ).

The proper Lorentz group contains three basic rotations in the planes 12, 13 and 23
and three basic boosts (rotations with an imaginary angle) along the axes 1, 2 and 3.

The generators of the infinitesimal rotations (generators of the Lie algebra so(3) of
the rotation group SO(3) in three dimensions) acting in R3 were found to be given by
the orbital angular momentum = −L iAi i given by

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟=

−
=

−
= −A A A

0 0 0
0 0 1
0 1 0

,
0 0 1
0 0 0
1 0 0

,
0 1 0
1 0 0

0 0 0
. (1.191)1 2 3

When these generators act in spacetime M4 they are naturally embedded in the 4 × 4
matrices (using the same symbols)

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟
⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟

=

−

≡ =

−

≡

=
−

≡

A A A A

A A

0 0 0 0
0 0 0 0
0 0 0 1
0 0 1 0

,

0 0 0 0
0 0 0 1
0 0 0 0
0 1 0 0

0 0 0 0
0 0 1 0
0 1 0 0
0 0 0 0

.

(1.192)

1
23

2
31

3
12

The generators Li were determined to be the orbital angular momentum with
standard commutation relations. Equivalently, the generators Aij satisfy the com-
mutation relations

η η η η= − − +A A A A A A[ , ] . (1.193)ij kl ik jl il jk jk il jl ik

This is a four-dimensional representation of the rotation group since spacetime is
four-dimensional. An infinitesimal rotation is then given by (with ω θ=12 3, ω θ=31 2

and ω θ=23 1)

δω δωΛ = + A( ) 1
1
2

. (1.194)ij
ij

The finite rotation is obtained by exponentiation (the group is obtained from the Lie
algebra by exponentiation), viz

⎛
⎝⎜

⎞
⎠⎟ω ωΛ = A( ) exp

1
2

. (1.195)ij
ij
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This is equivalent to viewing the finite rotation as a succession of infinite number of
identical infinitesimal rotations.

Similarly, we have found that the boost along the axis x1 is given explicitly by

γ β
γ β

= −
= −
=
=

′

′

′

′

x x x

x x x

x x
x x

( )

( )

.

(1.196)

0 0 1

1 1 0

2 2

3 3

The corresponding Lorentz transformation is then given by

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟

γ γβ
γβ γΛ =

−
− =

−
−

u u
u u

0 0
0 0

0 0 1 0
0 0 0 1

cosh sinh 0 0
sinh cosh 0 0

0 0 1 0
0 0 0 1

(1.197)

where γ=ucosh . Hence, this boost can be understood as a (non-compact) rotation
in the plane 01 with an imaginary angle iu. The Lie algebra is the tangent vector
space to the group manifold at the identity. Thus, we need to consider an
infinitesimal boost by taking a small velocity v (compared to the speed light c)
which corresponds to a small angle u. We get then the generator

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟
=

−
−A

0 1 0 0
1 0 0 0

0 0 0 0
0 0 0 0

. (1.198)10

By the same token the generators corresponding to the boosts along the x2 and x3
are found to be given by

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟
=

−

−
=

−

−

A A

0 0 1 0
0 0 0 0
1 0 0 0

0 0 0 0

,

0 0 0 1
0 0 0 0
0 0 0 0
1 0 0 0

. (1.199)20 30

The boost generators Ai0 are also four-dimensional. In fact Ai0 and Aij (written
collectively as μνA ) provide the four-dimensional representation of the Lie algebra
so(1, 3) of the Lorentz group SO(1, 3). The defining algebra is given by a
straightforward generalization of equation (1.193) which reads

η η η η= − − +μν ρσ μρ νσ μσ νρ νρ μσ νσ μρA A A A A A[ , ] . (1.200)

The most general infinitesimal and finite Lorentz transformations in this represen-
tation will then be given by

⎛
⎝⎜

⎞
⎠⎟δω δω ω ωΛ = + Λ =μν

μν
μν

μνA A( ) 1
1
2

, ( ) exp
1
2

. (1.201)
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The most general representation of the Lorentz Lie algebra so(1, 3) will be given by
some N-dimensional generators μνB satisfying exactly the algebra

η η η η= − − +μν ρσ μρ νσ μσ νρ νρ μσ νσ μρB B B B B B[ , ] . (1.202)

The most general infinitesimal and finite Lorentz transformations in this represen-
tation will be given by

⎛
⎝⎜

⎞
⎠⎟δω ωΛ = + Λ =μν

μν
μν

μνU B U B( ) 1
1
2

, ( ) exp
1
2

. (1.203)

1.7.2 Representations of the Lorentz group

What is the most general solution μνB of equation (1.202)?
As we have seen, from Shur’s lemma, the problem of finding the most general

solution of equation (1.202) is equivalent to the problem of finding the most general
irreducible representation of the Lorentz group SO(1, 3) and this requires us to find
the Casimir operators of the group.

This is easy in this case. We introduce the new generators

= − + = − −X iM N Y iM N
1
2

( ),
1
2

( ). (1.204)i i i i i i

The M ’s and N ’s are defined by

ε= =M B N B
1
2

, . (1.205)i ijk jk i i0

They satisfy

ε ε ε= − = = −M M M N N M M N N[ , ] , [ , ] , [ , ] . (1.206)i j ijk k i j ijk k i j ijk k

We can verify immediately that the commutation relations (1.202) are equivalent to

ε ε= = =X X i X Y Y i Y X Y[ , ] , [ , ] , [ , ] 0. (1.207)i j ijk k i j ijk k i j

Thus, the X ’s and Y ’s generate two commuting copies of the so(3) Lie algebra.
Hence, the Lie algebra so(1, 3) of the Lorentz group is the direct sum of two copies
of the Lie algebras so(3) of the rotation group. We can then write the Casimir
operators of the Lie algebra so(1, 3) of the Lorentz group. They are

⃗ = + + ⃗ = + +X X X X Y Y Y Y, . (1.208)2
1
2

2
2

3
2 2

1
2

2
2

3
2

The irreducible representations of the Lie algebra so(1, 3) are characterized by two
integers j and k which are the spin quantum numbers of the two angular momentum
operators ⃗X and ⃗Y . These representations are + +j k(2 1)(2 1)-dimensional given
explicitly by
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⃗ ∣ 〉∣ 〉 = + ∣ 〉∣ 〉
∣ 〉∣ 〉 = ∣ 〉∣ 〉

⃗ ∣ 〉∣ 〉 = + ∣ 〉∣ 〉
∣ 〉∣ 〉 = ∣ 〉∣ 〉

X jm kn j j jm kn
X jm kn m jm kn

Y jm kn k k jm kn
Y jm kn n jm kn

( 1)

( 1)
.

(1.209)

2

3

2

3

As in the case of the rotation group we have here tensor representations (for integer
values of j + k) and spinor representations for half-integer values of j + k. Under
space or time reflections the representations j k( , ) and k j( , ) get interchanged. Also,
the tensor product of two representations j k( , )1 1 and j k( , )2 2 are given by the
quantum mechanical rule

∑⊗ = ∣ − ∣ ⩽ ⩽ +

× ∣ − ∣ ⩽ ⩽ +
⊕

j k j k j k j j j j j

k k k k k

( , ) ( , ) ( , ), ,

.
(1.210)

1 1 2 2 1 2 1 2

1 2 1 2

Some examples of the irreducible representations j k( , ) were given in the previous
section. The scalar field corresponds to (0, 0) and =μνJ 0. The vector field
corresponds to (1/2, 1/2) and J=μν μνJ . The Dirac spinor field corresponds to the
reducible representation ⊕(1/2, 0) (0, 1/2) and = Γμν μνJ . The Weyl spinor fields
(left-handed or right-handed Dirac fields) correspond to the irreducible representa-
tions (1/2, 0) and (0, 1/2). As a final example we consider the reducible representa-
tion given by the direct sum ⊕(1, 0) (0, 1) which corresponds to an antisymmetric
tensor field such as the electromagnetic field strength μνF (the irreducible components
correspond to the self-dual and anti-self-dual fields).

1.8 Exercises
Exercise 1:

Show explicitly that the scalar product of two 4-vectors in spacetime is invariant under
boosts. Show that the scalar product is then invariant under all Lorentz transformations.

Exercise 2:

• By using Lorentz transformations show that moving clocks cannot be
synchronized and derive an explicit formula for the relativity of simultaneity.

• Show that the proper time of a point particle—the proper time is the time
measured by an inertial observer flying with the particle—is invariant under
Lorentz transformations. We assume that the particle is moving with a
velocity ⃗u with respect to an inertial observer O.

• Define the 4-vector velocity of the particle in spacetime. What is the spatial
component.

• Define the energy–momentum 4-vector in spacetime and deduce the relativ-
istic energy.

• Express the energy in terms of the momentum.
• Define the 4-vector force.
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Exercise 3:

Derive the velocity addition rule in special relativity.

Exercise 4:

• Show that the Weyl representation of Dirac matrices given by

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟γ γ σ

σ
= =

−
1

1
0

0
, 0

0
, (1.211)i

i

i
0 2

2

solves Dirac–Clifford algebra.
• Show that

γ γ γ γ=μ μ+( ) . (1.212)0 0

• Show that the Dirac equation can be put in the form of a Schrödinger
equation

ψ ψℏ ∂
∂

=i
t

H , (1.213)

with some Hamiltonian H.

Exercise 5:

From the invariance of the interval ds2 under Poincaré transformations show that
the condition which must be satisfied by Lorentz transformations is given by

η η= Λ Λ. (1.214)T

Show also that

Λ = Λρ
μ μ

ρ
−( ) (1.215)1

∂′ = Λ ∂ν
μ

ν μ
−( ) (1.216)1

∂′∂ = ∂ ∂μ
μ

μ
μ′ . (1.217)

Exercise 6:

Show that the Klein–Gordon equation is covariant under Lorentz transformations.

Exercise 7:

• Write down the transformation property under ordinary rotations of a vector
in three dimensions. What are the generators J i? What are the dimensions of
the irreducible representations and the corresponding quantum numbers?

A Modern Course in Quantum Field Theory, Volume 1

1-33



• The generators of rotation can be alternatively given by

ε=J J . (1.218)ij ijk k

Calculate the commutators J J[ , ]ij kl .
• Write down the generators of the Lorentz group μνJ by simply generalizing J ij

and show that

η η η η= ℏ − − +μν ρσ νρ μσ μρ νσ νσ μρ μσ νρJ J i J J J J[ , ] ( ). (1.219)

• Verify that

J δ δ δ δ= ℏ −μν
αβ α

μ
β
ν

β
μ

α
ν( )i( ) , (1.220)

is a solution. This is called the vector representation of the Lorentz group.
• Write down a finite Lorentz transformation matrix in the vector representa-
tion. Write down an infinitesimal rotation in the xy-plane and an infinitesimal
boost along the x-axis.

Exercise 8:

• Introduce σ σ=μ (1, )i and σ σ¯ = −μ (1, )i . Show that

σ σ̄ =μ
μ

μ
μp p m c( )( ) . (1.221)2 2

• Show that the normalization condition ¯ =uu mc2 for u(1) and u(2) yields

= =
+

N N
m c

E
c

p
. (1.222)

(1) (2)
2 2

3

• Show that the normalization condition vv¯ = − mc2 for v = −p u p( ) ( )(1) (3) and
v = −p u p( ) ( )(2) (4) yields

= =
−

N N
m c

E
c

p
. (1.223)

(3) (4)
2 2

3

• Show that we can rewrite the spinors u and v as

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

σ ξ

σ ξ
=

¯
μ

μ

μ
μ

u
p

p
(1.224)i

i

i
( )
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⎛
⎝
⎜⎜

⎞
⎠
⎟⎟v

σ η

σ η
=

− ¯
μ

μ

μ
μ

p

p
. (1.225)i

i

i
( )

Determine ξi and ηi.

Exercise 9:

Let u p( )r( ) and v p( )r( ) be the positive-energy and negative-energy solutions of the free
Dirac equation. Show that

v v v vδ δ¯ = ¯ = − ¯ = ¯ =u u mc mc u u2 , 2 , 0, 0 (1.226)r s rs r s rs r s r s( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )

v vδ δ= =+ +u u
E
c

E
c

2
,

2
(1.227)r s rs r s rs( ) ( ) ( ) ( )

v v⃗ − ⃗ = − ⃗ ⃗ =+ +u E p E p E p u E p( , ) ( , ) 0, ( , ) ( , ) 0 (1.228)r s r s( ) ( ) ( ) ( )

v v∑ ∑γ γ⃗ ¯ ⃗ = + ⃗ ¯ ⃗ = −
= =

μ
μ

μ
μu E p u E p p mc E p E p p mc( , ) ( , ) , ( , ) ( , ) . (1.229)

s s1

2

1

2
s s s s( ) ( ) ( ) ( )

Exercise 10:

Determine the transformation property of the spinor ψ under Lorentz transforma-
tions in order that the Dirac equation is covariant.

Exercise 11:

Determine the transformation rule under Lorentz transformations of ψ̄ , ψψ¯ , ψγ ψ¯ 5 ,
ψγ ψ¯ μ , ψγ γ ψ¯ μ 5 and ψ ψ¯ Γμν .

Exercise 12:

• Write down the solution of the Clifford algebra in three Euclidean dimen-
sions. Construct a basis for 2 × 2 matrices in terms of Pauli matrices.

• Construct a basis for 4 × 4 matrices in terms of Dirac matrices. Hint: Show
that there are 16 antisymmetric combinations of the Dirac gamma matrices in
1 + 3 dimensions.

Exercise 13:

• We define the gamma five matrix (chirality operator) by
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γ γ γ γ γ= i . (1.230)5 0 1 2 3

Show that

γ ε γ γ γ γ= −
! μνρσ

μ ν ρ σi
4

(1.231)5

γ =( ) 1 (1.232)5 2

γ γ=+( ) (1.233)5 5

γ γ =μ{ , } 0 (1.234)5

γ Γ =μν[ , ] 0. (1.235)5

• We write the Dirac spinor as

⎜ ⎟⎛
⎝

⎞
⎠ψ

ψ
ψ= . (1.236)L

R

By working in the Weyl representation show that the Dirac representation is
reducible.

Hint: Compute the eigenvalues of γ5 and show that they do not mix under
Lorentz transformations.

• Rewrite the Dirac equation in terms of ψL and ψR. What is their physical
interpretation?

1.9 Solutions
Exercise 14:

(1) Let us look at the clock found at the origin of the reference frame ′O . We set
then ′ =x 0 in Lorentz transformations. We get the time dilation effect, viz

γ
′ =t

t
. (1.237)

At time t = 0 the clocks in ′O read different times depending on their
location since

vγ′ = −t
c

x. (1.238)2

Hence moving clocks cannot be synchronized.
We consider now two events A and B with coordinates x t( , )A A and

x t( , )B B in O and coordinates ′ ′x t( , )A A and ′ ′x t( , )B B in ′O . We can then
compute
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⎜ ⎟⎛
⎝

⎞
⎠

vγΔ ′ = Δ − Δt t
c

x . (1.239)
2

Thus, if the two events are simultaneous with respect to O, i.e. Δ =t 0 they
are not simultaneous with respect to ′O since

vγΔ ′ = − Δt
c

x. (1.240)2

(2) The trajectory of a particle in spacetime is called a world line. We take two
infinitesimally close points on the world line given by x x x x( , , , )0 1 2 3 and

+ + + +x dx x dx x dx x dx( , , , )0 0 1 1 2 2 3 3 . Clearly =dx u dt1 1 , =dx u dt2 2 and
=dx u dt3 3 where ⃗u is the velocity of the particle measured with respect to

the observer O, viz

⃗ = ⃗
u

dx
dt

. (1.241)

The interval with respect to O is given by

= − + ⃗ = − +ds c dt dx c u dt( ) . (1.242)2 2 2 2 2 2 2

Let ′O be the observer or inertial reference frame moving with respect to O
with the velocity ⃗u . We stress here that ⃗u is thought of as a constant velocity
only during the infinitesimal time interval dt. The interval with respect to ′O
is given by

τ= −ds c d . (1.243)2 2 2

Hence

τ = −d
u
c

dt1 . (1.244)
2

2

The time interval τd measured with respect to ′O , which is the observer
moving with the particle, is the proper time of the particle.

(3) The 4-vector velocity η is naturally defined by the components

η
τ

=μ
μdx

d
. (1.245)

The spatial part of η is precisely the proper velocity η ⃗ defined by

η
τ

⃗ = ⃗ =
−

⃗dx
d u c

u
1

1 /
. (1.246)

2 2

The temporal part is

η
τ

= =
−

dx
d

c

u c1 /
. (1.247)0

0

2 2
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(4) The law of conservation of momentum and the principle of relativity put
together forces us to define the momentum in relativity as mass times the
proper velocity and not the mass time of the ordinary velocity, viz

η
τ

⃗ = ⃗ = ⃗ =
−

⃗p m m
dx
d

m

u c
u

1 /
. (1.248)

2 2

This is the spatial part of the 4-vector momentum

η
τ

= =μ μ
μ

p m m
dx
d

. (1.249)

The temporal part is

η
τ

= = =
−

=p m m
dx
d

mc

u c

E
c1 /

. (1.250)0 0
0

2 2

The relativistic energy is defined by

=
−

E
mc

u c1 /
. (1.251)

2

2 2

The 4-vector μp is called the energy–momentum 4-vector.
(5) We note the identity

= − + ⃗ = −μ
μp p

E
c

p m c . (1.252)
2

2
2 2 2

Thus

= ⃗ +E p c m c . (1.253)2 2 2 4

The rest mass is m and the rest energy is clearly defined by

=E mc . (1.254)0
2

(6) Newton’s first law is automatically satisfied because of the principle of
relativity. The second law takes in the theory of special relativity the usual
form provided we use the relativistic momentum, viz

⃗ = ⃗
F

dp
dt

. (1.255)

Newton’s third law does not in general hold in the theory of special
relativity. We can define a 4-vector proper force which is called the
Minkowski force by the following equation

τ
=μ

μ
K

dp
d

. (1.256)
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The spatial part is

τ
⃗ = ⃗ =

−
⃗K

dp
d u c

F
1

1 /
. (1.257)

2 2

Exercise 15:

We consider a particle in the reference frame O moving a distance dx in the
x-direction during a time interval dt. The velocity with respect to O is

=u
dx
dt

. (1.258)

In the reference frame ′O the particle moves a distance ′dx in a time interval ′dt given
by

vγ′ = −dx dx dt( ) (1.259)

⎜ ⎟⎛
⎝

⎞
⎠

vγ′ = −dt dt
c

dx . (1.260)
2

The velocity with respect to ′O is therefore

v
v

′ = ′
′

= −
−

u
dx
dt

u
u c1 /

. (1.261)
2

In general if ⃗V and ⃗ ′V are the velocities of the particle with respect to O and ′O
respectively and v ⃗ is the velocity of ′O with respect to O. Then

v
v

⃗ ′ =
⃗ − ⃗

− ⃗ ⃗
V

V

V c1 /
. (1.262)

2

Exercise 16:

The Dirac equation can trivially be put in the form

⎜ ⎟⎛
⎝

⎞
⎠

ψ γ γ γ ψℏ∂
∂

= ℏ ∂ +i
t

c
i

mc . (1.263)i
i

0 2 0

The Dirac Hamiltonian is

α β α γ γ β γ= ℏ
⃗∇⃗ + = =H

c
i

mc , , . (1.264)i i2 0 0

This is a Hermitian operator as it should be.
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Exercise 17:

APoincaré transformation combines a translation awith aLorentz transformationΛ:

⟶ = Λ +μ μ
ν
μ ν μ′x x x a . (1.265)

The invariance of the interval ds2 under Poincaré transformations means that

η η= =μν
μ ν

μν
μ ν′ ′ds dx dx dx dx . (1.266)2

This leads to the condition

η η η ηΛ Λ = ⇔ Λ Λ =μν ρ
μ

σ
ν

ρσ . (1.267)T

Explicitly we write this as

η η= Λ Λ
= Λ Λ

ν
μ

ρ
μ

β
ρ β

ν

ρ
μ ρ

ν.
(1.268)

But we also have

δ = Λ Λν
μ μ

ρ
ρ

ν
−( ) . (1.269)1

In other words, we have

Λ = Λρ
μ μ

ρ
−( ) . (1.270)1

Since = Λμ μ
ν

ν− ′x x( )1 we have

∂
∂

= Λ
μ

ν
μ

ν
′

−x

x
( ) . (1.271)1

Hence

∂′ = Λ ∂ν
μ

ν μ
−( ) . (1.272)1

Thus

η
η
η

η

∂′∂ = ∂′∂′

= Λ Λ ∂ ∂
= Λ Λ ∂ ∂
= Λ Λ ∂ ∂
= ∂ ∂

μ
μ μν

μ ν

μν ρ
μ

λ
ν ρ λ

μν
μ

ρ
ν

λ
ρ λ

ρλ
ρ λ

μ
μ

′

− −( ) ( )

( )
.

(1.273)
T

1 1

Exercise 18:

(1) We have

′ =′V x R V x( ) ( ). (1.274)i ij j
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The generators are given by the angular momentum operators J i which
satisfy the commutation relations

ε= ℏJ J i J[ , ] . (1.275)i j ijk k

Thus, a rotation with an angle θ∣ ∣ about the axis θ̂ is obtained by
exponentiation, viz

= θ−R e . (1.276)i Ji i

The matrices R form an n-dimensional representation with = +n j2 1where
j is the spin quantum number. The quantum numbers are therefore given by
j and m.

(2) The angular momentum operators J i are given by

ε= − ℏ ∂J i x . (1.277)i ijk j k

Thus

ε=
= − ℏ ∂ − ∂

J J
i x x( ).

(1.278)
ij ijk k

i j j i

We compute

η η η η= ℏ − − +J J i J J J J[ , ] ( ). (1.279)ij kl jk il ik jl jl ik il jk

(3) Generalization to four-dimensional Minkowski space yields

= − ℏ ∂ − ∂μν μ ν ν μJ i x x( ). (1.280)

Now we compute the commutation relations

η η η η= ℏ − − +μν ρσ νρ μσ μρ νσ νσ μρ μσ νρJ J i J J J J[ , ] ( ). (1.281)

(4) A solution of is given by the 4 × 4 matrices

J δ δ δ δ= ℏ −μν
αβ α

μ
β
ν

β
μ

α
ν( )i( ) . (1.282)

Equivalently

J η δ δ η= ℏ −μν α
β

μα
β
ν

β
μ να( )i( ) . (1.283)

We compute

J J η η δ η η δ η η δ η η δ= ℏ − − +μν α
β

ρσ β
λ

μα ρν
λ
σ μα σν

λ
ρ να ρμ

λ
σ να σμ

λ
ρ( )i( ) ( ) ( ) (1.284)2

J J η η δ η η δ η η δ η η δ= ℏ − − +ρσ α
β

μν β
λ

ρα μσ
λ
ν ρα σν

λ
μ σα ρμ

λ
ν σα νρ

λ
μ( )i( ) ( ) ( ) . (1.285)2
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Hence

⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦
⎡⎣ ⎤⎦ ⎡⎣ ⎤⎦

J J

J J J J

η η δ η δ η η δ η δ

η η δ η δ η η δ η δ

η η η η

= ℏ − − −

− − + −

= ℏ − − +

μν ρσ α
λ

μσ να
λ
ρ ρα

λ
ν νσ μα

λ
ρ ρα

λ
μ

μρ να
λ
σ σα

λ
ν νρ μα

λ
σ σα

λ
μ

μσ νρ α
λ

νσ μρ α
λ

μρ νσ α
λ

νρ μσ α
λ

(
)

i

i

[ , ] ( )

[ ( ) ( ) ( ) ( ) ].

(1.286)

2

(5) A finite Lorentz transformation in the vector representation is

JΛ = ω− ℏ μν
μν

e . (1.287)i
2

ωμν is an antisymmetric tensor. An infinitesimal transformation is given by

JωΛ = −
ℏ μν

μνi
1

2
. (1.288)

A rotation in the xy-plane corresponds to ω ω θ= − = −12 21 while the rest of
the components are zero, viz

⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟
Jθ θ

θ
Λ = +

ℏ
=

−
α

β

α

β
i

1

1 0 0 0
0 1 0
0 1 0
0 0 0 1

. (1.289)12

A boost in the x-direction corresponds to ω ω β= − = −01 10 while the rest of
the components are zero, viz

⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟
Jβ

β
βΛ = +

ℏ
=

−
−α

β

α

β
i

1

1 0 0
1 0 0

0 0 1 0
0 0 0 1

. (1.290)01

Exercise 19:

(1) We compute

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟
σ σ= − ⃗ ⃗ =

− − −

− + +
μ

μp
E
c

p

E
c

p p ip

p ip
E
c

p

( )

( )
(1.291)

3 1 2

1 2 3

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟
σ σ¯ = + ⃗ ⃗ =

+ −

+ −
μ

μp
E
c

p

E
c

p p ip

p ip
E
c

p
. (1.292)

3 1 2

1 2 3
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Thus

σ σ̄ =μ
μ

μ
μp p m c( )( ) . (1.293)2 2

(2) Recall the four possible solutions:

⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

= ⇔ =
+

+

u u N
E
c

p

mc
p ip

mc

1
0

1
0

(1.294)A
(1) (1)

3

1 2

⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

= ⇔ =
−

−

u u N
p ip

mc
E
c

p

mc

0
1

0
1

(1.295)A
(4) (4)

1 2

3

⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

= ⇔ =

−

− +u u N

E
c

p

mc
p ip

mc

1
0

1
0

(1.296)B
(3) (3)

3

1 2

⎜ ⎟⎛
⎝

⎞
⎠

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

= ⇔ =

− −

+u u N

p ip
mc

E
c

p

mc

0
1

0
1

. (1.297)B
(2) (2)

1 2

3

The normalization condition is

γ¯ = = + =+ + +uu u u u u u u mc2 . (1.298)A B B A
0
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We obtain

= =
+

N N
m c

E
c

p
. (1.299)

(1) (2)
2 2

3

(3) Recall that

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

v ⃗ = − − ⃗ =

−
−

+E p u E p N

E
c

p

mc
p ip

mc

( , ) ( , )

1
0

, (1.300)(1) (3) (3)

3

1 2

⎛

⎝

⎜⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟⎟

v ⃗ = − − ⃗ = − −

−
−

E p u E p N
p ip

mc
E
c

p

mc

( , ) ( , )

0
1

. (1.301)(2) (4) (4)

1 2

3

The normalization condition in this case is

vv v v v v v vγ¯ = = + = −+ + + mc2 . (1.302)A B B A
0

We obtain now

= =
−

N N
m c

E
c

p
. (1.303)

(3) (4)
2 2

3

(4) Let us define

⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠ξ ξ= =1

0
, 0

1
. (1.304)0

1
0
2

We have

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

ξ

σ
ξ σ

σ ξ

σ ξ

σ ξ

σ ξ
= + ⃗ ⃗ =

¯
=

¯μ
μ

μ
μ

μ
μ

μ
μ

μ
μ

u N E
c

p

mc

N
p

p

p

p

p

1
(1.305)(1) (1)

0
1

0
1

(1) 0
1

0
1

1

1
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⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

σ
ξ

ξ
σ

σ ξ

σ ξ

σ ξ

σ ξ
=

− ⃗ ⃗
=

¯ ¯
=

¯μ
μ

μ
μ

μ
μ

μ
μ

μ
μ

u N

E
c

p

mc
N

p

p

p

p

p

1
. (1.306)(2) (2) 0

2

0
2

(2) 0
2

0
2

2

2

The spinors ξ1 and ξ2 are defined by

ξ
σ

ξ
σ

ξ= = ¯

+μ
μ

μ
μ

N
p

p
E
c

p

1
(1.307)

1 (1)
0
1

3
0
1

ξ
σ

ξ
σ

ξ=
¯

=
+μ

μ
μ

μ
N

p

p
E
c

p

1
. (1.308)

2 (2)
0
2

3
0
2

They satisfy

ξ ξ δ=+( ) . (1.309)r s rs

Similarly, let us define

⎜ ⎟ ⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠η η= =1

0
, 0

1
. (1.310)0

1
0
2

Then we have

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟v

σ
η

η
σ

σ η

σ η

σ η

σ η
= −

− ⃗ ⃗
= −

¯ − ¯
=

− ¯μ
μ

μ
μ

μ
μ

μ
μ

μ
μ

N

E
c

p

mc N
p

p

p

p

p

1
(1.311)(1) (3)

0
1

0
1

(3) 0
1

0
1

1

1

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟v

η

σ
η

σ

σ η

σ η

σ η

σ η
=

−
+ ⃗ ⃗ =

− ¯
=

− ¯μ
μ

μ
μ

μ
μ

μ
μ

μ
μ

N E
c

p

mc

N
p

p

p

p

p

1
(1.312)(2) (4)

0
2

0
2

(4) 0
2

0
2

2

2

η
σ

η
σ

η= −
¯

= −
−μ

μ
μ

μ
N

p

p
E
c

p

1
(1.313)

1 (3)
0
1

3
0
1
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η
σ

η
σ

η= = ¯

−μ
μ

μ
μ

N
p

p
E
c

p

1
. (1.314)

2 (4)
0
2

3
0
2

Again they satisfy

η η δ=+( ) . (1.315)r s rs

Exercise 20:

(1) We have

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟v

σ ξ

σ ξ

σ η

σ η
⃗ =

¯
⃗ =

− ¯
μ

μ

μ
μ

μ
μ

μ
μ

u E p
p

p
E p

p

p
( , ) , ( , ) . (1.316)r

r

r
r

r

r
( ) ( )

We compute

γ ξ σ σ ξ ξ ξ δ¯ = = ¯ = =μ
μ

ν
ν+ + +u u u u p p mc mc2 ( )( ) 2 2 (1.317)r s r s r s r s rs( ) ( ) ( ) 0 ( )

v v v vγ η σ σ η η η δ¯ = = − ¯ = − = −μ
μ

ν
ν+ + +p p mc mc2 ( )( ) 2 2 . (1.318)r s r s r s r s rs( ) ( ) ( ) 0 ( )

We have used

σ σ̄ =μ
μ

ν
νp p m c( )( ) (1.319)2 2

ξ ξ δ η η δ= =+ +, . (1.320)r s rs r s rs

We also compute

v vγ ξ σ σ η ξ σ σ η¯ = = − ¯ + ¯ =μ
μ

ν
ν

μ
μ

ν
ν+ + +u u p p p p( )( ) ( )( ) 0. (1.321)r s r s r s r s( ) ( ) ( ) 0 ( )

A similar calculation yields

v vγ¯ = =+u u 0. (1.322)r s r s( ) ( ) ( ) 0 ( )

(2) Next we compute

ξ σ σ ξ ξ ξ δ= + ¯ = =μ
μ

μ
μ+ + +u u p p

E
c

E
c

( )
2 2

(1.323)r s r s r s rs( ) ( )

v v η σ σ η η η δ= + ¯ = =μ
μ

μ
μ+ + +p p

E
c

E
c

( )
2 2

. (1.324)r s r s r s rs( ) ( )

We have used

σ σ σ σ= = −μ μ(1, ), (1, ). (1.325)i i
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We also compute

v ξ σ σ σ σ ξ⃗ − ⃗ = ¯ − ¯ =μ
μ

ν
ν

μ
μ

ν
ν+ +( )u E p E p p p p p( , ) ( , ) ( )( ) ( )( ) 0. (1.326)r s r s( ) ( )

Similarly, we compute that

v − ⃗ ⃗ =+ E p u E p( , ) ( , ) 0. (1.327)r s( ) ( )

In the above two equation we have used the fact that

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟v

σ η

σ η
− ⃗ =

¯

−
μ

μ

μ
μ

E p
p

p
( , ) . (1.328)r

r

r
( )

(3) Next we compute

⎜ ⎟

⎛
⎝
⎜⎜

⎞
⎠
⎟⎟

⎛
⎝

⎞
⎠

∑ ∑

∑

γ

σ ξ ξ σ σ ξ ξ σ

σ ξ ξ σ σ ξ ξ σ

⃗ ¯ ⃗ = ⃗ ⃗

=
¯

¯ ¯ ¯
μ

μ
μ

μ
μ

μ
μ

μ

μ
μ

μ
μ

μ
μ

μ
μ

+

+ +

+ +

u E p u E p u E p u E p

p p p p

p p p p

( , ) ( , ) ( , ) ( , )

0 1
1 0

.

(1.329)

s s

s

s s s s

s s s s

s s s s

( ) ( ) ( ) ( ) 0

We use

∑ ξ ξ =+ 1. (1.330)
s

s s

We obtain

⎛
⎝⎜

⎞
⎠⎟∑ σ

σ γ⃗ ¯ ⃗ = ¯ = +μ
μ

μ
μ

μ
μu E p u E p

mc p
p mc

p mc( , ) ( , ) . (1.331)
s

s s( ) ( )

Similarly we use

∑ η η =+ 1 (1.332)
s

s s

to calculate

⎛
⎝⎜

⎞
⎠⎟v v∑ σ

σ γ⃗ ¯ ⃗ =
−
¯ − = −μ

μ

μ
μ

μ
μE p E p

mc p
p mc

p mc( , ) ( , ) . (1.333)
s

s s( ) ( )

Exercise 21:

Under Lorentz transformations we have the following transformation laws

ψ ψ ψ⟶ ′ ′ = Λx x S x( ) ( ) ( ) ( ) (1.334)
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γ γ γ⟶ ′ =μ μ μ (1.335)

∂ ⟶∂′ = Λ ∂μ ν
μ

ν μ
−( ) . (1.336)1

Thus the Dirac equation γ ψℏ ∂ − =μ
μi mc( ) 0 becomes

γ ψℏ ∂′ − ′ =μ
μ′i mc( ) 0, (1.337)

or equivalently

γ ψℏ Λ Λ Λ ∂ − =ν
μ

μ
ν

− − ′i S S mc( ( ) ( ) ( ) ) 0. (1.338)1 1

We must therefore have

γ γΛ Λ Λ =ν
μ

μ ν− −S S( ) ( ) ( ) , (1.339)1 1

or equivalently

γ γΛ Λ Λ =ν
μ

μ ν− −S S( ) ( ) ( ) . (1.340)1 1

We consider an infinitesimal Lorentz transformation

J Jω ωΛ = −
ℏ

Λ = +
ℏαβ

αβ
αβ

αβ−i i
1

2
, 1

2
. (1.341)1

The corresponding ΛS( ) must also be infinitesimal of the form

ω ωΛ = −
ℏ

Γ Λ = +
ℏ

Γαβ
αβ

αβ
αβ−S

i
S

i
( ) 1

2
, ( ) 1

2
. (1.342)1

By substitution we get

J γ γ− = Γαβ μ
ν μ ν

αβ( ) [ , ]. (1.343)

Explicitly this reads

⎡⎣ ⎤⎦δ γ δ γ γ− ℏ − = Γν
β α

ν
α β

ν
αβ( )i , , (1.344)

or equivalently

γ γ
γ δ γ

γ

γ δ γ δ γ

Γ = ℏ
Γ = − ℏ
Γ =

Γ = − ℏ −( )

i

i

i

[ , ]

[ , ]

[ , ] 0

[ , ] .

(1.345)

i i

j
i

j
i

ij

k
ij

k
j i

k
i j

0
0

0 0

0

A solution is given by

γ γΓ = ℏμν μ νi
4

[ , ]. (1.346)
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Exercise 22:

The Dirac spinor ψ changes under Lorentz transformations as

ψ ψ ψ⟶ ′ ′ = Λx x S x( ) ( ) ( ) ( ) (1.347)

Λ = ω− ℏ Γαβ
αβ

S e( ) . (1.348)i
2

Since γ γ γ γ=μ μ+( ) 0 0 we get γ γΓ = Γμν μν+( ) 0 0. Therefore

γ γΛ = Λ+ −S S( ) ( ) . (1.349)0 1 0

In other words

ψ ψ ψ¯ ⟶ ¯ ′ ′ = ¯ Λ −x x x S( ) ( ) ( ) ( ) . (1.350)1

As a consequence

ψψ ψ ψ ψψ¯ ⟶ ¯ ′ ′ = ¯ (1.351)

ψγ ψ ψ γ ψ ψψ¯ ⟶ ¯ ′ ′ = ¯ (1.352)5 5

ψγ ψ ψ γ ψ ψγ ψ¯ ⟶ ¯ ′ ′ = Λ ¯μ μ μ
ν

ν (1.353)

ψγ γ ψ ψ γ γ ψ ψγ γ ψ¯ ⟶ ¯ ′ ′ = Λ ¯μ μ μ
ν

ν . (1.354)5 5 5

We have used γ Γ =μν[ , ] 05 and γ γ= Λμ μ
ν

ν−S S1 . Finally we compute

ψ ψ ψ ψ ψ ψ

ψ γ γ ψ

ψ ψ

¯ Γ ⟶ ¯ ′Γ ′ = ¯ Γ

= ¯
ℏ

= Λ Λ ¯ Γ

μν μν μν

μ ν

μ
α

ν
β

αβ

−

− −

S S
i

S S S S
4

[ , ]

.

(1.355)

1

1 1

Exercise 23:

(1) The Clifford algebra in three Euclidean dimensions is solved by Pauli
matrices, viz

γ γ δ γ σ= ≡{ , } 2 , . (1.356)i j ij i i

Any 2 × 2 matrix can be expanded in terms of the Pauli matrices and the
identity. In other words

σ= +×M M M1 . (1.357)i i2 2 0

(2) Any 4 × 4 matrix can be expanded in terms of a 16 antisymmetric
combination of the Dirac gamma matrices. The four-dimensional identity
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and the Dirac matrices provide the first five independent 4 × 4 matrices. The
product of two Dirac gamma matrices yield six different matrices which,
because of γ γ η=μ ν μν{ , } 2 , can be encoded in the six matrices Γμν defined by

γ γΓ = ℏμν μ νi
4

[ , ]. (1.358)

There are four independent 4 × 4 matrices formed by the product of three
Dirac gamma matrices. They are

γ γ γ γ γ γ γ γ γ γ γ γ, , , . (1.359)0 1 2 0 1 3 0 2 3 1 2 3

These can be rewritten as

ε γ γμναβ
βi . (1.360)5

The product of four Dirac gamma matrices leads to an extra independent
4 × 4 matrix which is precisely the gamma five matrix. In total there are

+ + + + =1 4 6 4 1 16 antisymmetric combinations of Dirac gamma
matrices. Hence, any 4 × 4 matrix can be expanded as

γ ε γ γ γ= + + Γ + +μ
μ

μν
μν

μνα
μναβ

β×M M M M M i M1 . (1.361)4 4 0
5

5
5

Exercise 24:

(1) We have

γ γ γ γ γ= i . (1.362)5 0 1 2 3

Thus

ε γ γ γ γ ε γ γ γ γ

ε γ γ γ γ

ε γ γ γ γ

γ γ γ γ
γ

−
!

= −
!

= −
!

= −
!

=
=

μνρσ
μ ν ρ σi i

i

i

i

4 4
(4)

4
(4.3)

4
(4.3.2)

.

(1.363)

abc
a b c

ij
i j

0
0

0 3
0 3

0123
0 1 2 3

0 1 2 3

5

We have used

ε ε= − = −1. (1.364)0123
0123
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We also verify

γ γ γ γ γ γ γ γ γ
γ γ γ γ γ γ

γ γ γ γ

= −
=
= −
=

( ) .

.

.
1

(1.365)

5 2 0 1 2 3 0 1 2 3

1 2 3 1 2 3

2 3 2 3

γ γ γ γ γ
γ γ γ γ

γ γ γ γ
γ γ γ γ

γ γ γ γ
γ

= −
=
= −
= −
=
=

+ + + + +i

i

i

i

i

( ) ( ) ( ) ( ) ( )

(1.366)

5 3 2 1 0

3 2 1 0

0 3 2 1

0 1 3 2

0 1 2 3

5

γ γ γ γ γ γ γ γ= = = ={ , } { , } { , } { , } 0. (1.367)5 0 5 1 5 2 5 3

From this last property we conclude directly that

γ Γ =μν[ , ] 0. (1.368)5

(2) Hence the Dirac representation is reducible. To see this more clearly we
work in the Weyl or chiral representation given by

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟γ γ σ

σ
= =

−
1

1
0

0
, 0

0
. (1.369)i

i

i
0 2

2

In this representation we compute

⎜ ⎟
⎛
⎝⎜

⎞
⎠⎟

⎛
⎝

⎞
⎠γ σ σ σ

σ σ σ
= = −i 0

0
1 0

0 1
. (1.370)5

1 2 3

1 2 3

Hence by writing the Dirac spinor as

⎜ ⎟⎛
⎝

⎞
⎠ψ

ψ
ψ= , (1.371)L

R

we get

⎜ ⎟⎛
⎝

⎞
⎠

γ ψ ψΨ = + =1
2

0 , (1.372)R
R

5

and

⎜ ⎟⎛
⎝

⎞
⎠

γ ψ
ψ

Ψ = − =1
2 0

. (1.373)L
L

5
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In other words

γ γΨ = −Ψ Ψ = Ψ, . (1.374)L L R R
5 5

The spinors ΨL and ΨR do not mix under Lorentz transformations since they
are eigenspinors of γ5 which commutes with Γab. In other words

Ψ ⟶Ψ′ ′ = Λ Ψx x S x( ) ( ) ( ) ( ) (1.375)L L L

Ψ ⟶Ψ′ ′ = Λ Ψx x S x( ) ( ) ( ) ( ). (1.376)R R R

(3) The Dirac equation is

γ ψℏ ∂ − =μ
μi mc( ) 0. (1.377)

In terms of ψL and ψR this becomes

σ ψ ψ σ ψ ψℏ ∂ + ∂ = ℏ ∂ − ∂ =i mc i mc( ) , ( ) . (1.378)i
i R L

i
i L R0 0

For a massless theory we get two fully decoupled equations

σ ψ σ ψℏ ∂ + ∂ = ℏ ∂ − ∂ =i i( ) 0, ( ) 0. (1.379)i
i R

i
i L0 0

These are known as the Weyl equations. They are relevant in describing
neutrinos. It is clear that ψL describes a left-moving particle and ψR describes
a right-moving particle.
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