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2.1 Introduction 2-1

2.2 Related works 2-2

2.3 Methods 2-3

2.3.1 Image acquisition 2-3

2.3.2 Surface analysis to determine workpiece quality 2-5

2.3.3 Burr detection 2-8

2.3.4 Classification 2-11

2.4 Experimental set-up 2-12

2.5 Experimental results 2-14

2.5.1 Workpiece quality 2-14

2.5.2 Burrs 2-16



2.6 Conclusions and future work 2-17

References 2-18

3 Machine learning for vision based crowd management 3-1
K S Kavitha and Megha P Arakeri

3.1 Introduction 3-1

3.2 Related work 3-2

3.2.1 A review of people count detection techniques 3-2

3.3 Proposed methodology 3-4

3.3.1 The architecture of the proposed system 3-4

3.3.2 An objective technique for counting people 3-5

3.3.3 The architecture of YOLOV3 3-8

3.4 Experimental results 3-11

3.4.1 Dataset 3-11

3.4.2 Performance analysis 3-11

3.5 Conclusion 3-14

References 3-15

4 Skin cancer classification model based on hybrid deep feature
generation and iterative mRMR

4-1

Orhan Yaman, Sengul Dogan, Turker Tuncer and Abdulhamit Subasi

4.1 Introduction 4-1

4.1.1 Background 4-1

4.1.2 Motivation 4-2

4.1.3 Literature review 4-2

4.1.4 Our model 4-4

4.1.5 Contributions 4-4

4.1.6 Study outline 4-4

4.2 Material 4-4

4.3 Preliminary 4-5

4.3.1 Residual networks 4-7

4.3.2 DenseNet201 model 4-7

4.3.3 MobileNetV2 model 4-8

4.3.4 ShuffleNet model 4-8

4.4 The proposed framework 4-9

4.4.1 Feature generation 4-9

4.4.2 Iterative mRMR feature selector 4-11

4.4.3 Classification 4-12

Computational Intelligence Based Solutions for Vision Systems

viii



4.5 Results and discussion 4-13

4.5.1 Experimental set-up 4-13

4.5.2 Results 4-13

4.5.3 Discussion 4-15

4.6 Conclusions and future works 4-21

References 4-21

5 An analysis of human activity recognition systems and their
importance in the current era

5-1

Chaitanya Krishna Pasula and V M Manikandan

5.1 Introduction 5-1

5.2 Stages in human activity recognition 5-3

5.3 Applications of human activity recognition 5-3

5.3.1 Security video surveillance and home monitoring 5-3

5.3.2 Retail 5-4

5.3.3 Healthcare 5-4

5.3.4 Smart homes 5-5

5.3.5 Workplace monitoring 5-5

5.3.6 Entertainment 5-5

5.4 Approaches for human activity recognition 5-5

5.4.1 The HAR process using 3D posture data 5-5

5.4.2 Human action recognition using DFT 5-6

5.4.3 The local SVM approach 5-6

5.4.4 A robust approach for action recognition based on
spatio-temporal features in RGB-D sequences

5-7

5.4.5 SlowFast networks for video recognition 5-7

5.4.6 Long-term recurrent convolutional networks for visual
recognition and description

5-8

5.4.7 3D convolutional neural networks for human action
recognition

5-9

5.4.8 Human activity recognition using an optical flow based
feature set

5-9

5.4.9 Learning a hierarchical spatio-temporal model 5-9

5.4.10 Human action recognition using trajectory-based
representation

5-10

5.4.11 Human activity recognition using a deep neural network
with contextual information

5-10

Computational Intelligence Based Solutions for Vision Systems

ix



5.5 Challenges in human activity recognition 5-11

5.5.1 Dataset 5-11

5.5.2 Sensors 5-12

5.5.3 Experimentation environment 5-12

5.5.4 Intraclass variation and interclass similarity 5-12

5.5.5 Multi-subject interactions and group activities 5-12

5.5.6 Training 5-13

5.5.7 Challenges in HAR applications 5-13

5.6 Datasets available for activity detection research 5-13

5.6.1 Action-level dataset 5-14

5.6.2 Interaction-level dataset 5-14

5.6.3 Group activities level dataset 5-15

5.6.4 Behavior-level dataset 5-16

5.7 Scope for further research in this domain 5-17

5.8 Conclusion 5-17

References 5-18

6 A deep learning-based food detection and
classification system

6-1

Bhan Singh, Divyanshu, Mayur Kashyap,

Himanshu Gupta and Om Prakash Verma

6.1 Introduction 6-2

6.2 Literature review 6-3

6.3 Theory 6-4

6.3.1 YOLOv3 6-5

6.3.2 YOLOv4 6-5

6.3.3 SSD 6-7

6.4 Methodology/experiments 6-8

6.4.1 Dataset 6-8

6.4.2 Data augmentation 6-9

6.4.3 Implementation 6-9

6.4.4 Software and hardware 6-10

6.4.5 Performance parameters 6-10

6.5 Results 6-11

6.6 Conclusion and future scope 6-12

References 6-16

Computational Intelligence Based Solutions for Vision Systems

x



7 The detection of images recaptured through screenshots
based on spatial rich model analysis

7-1

Areesha Anjum and Saiful Islam

7.1 Introduction 7-1

7.2 Literature review 7-3

7.3 Spatial rich model 7-7

7.3.1 Computing noise residuals 7-8

7.3.2 Residual truncation and quantization 7-8

7.3.3 Formation of a sub-model with co-occurrence matrices 7-9

7.4 Proposed work 7-9

7.4.1 Selection of the neighborhood descriptor 7-10

7.5 Experimental results 7-10

7.5.1 Screenshot dataset 7-10

7.5.2 Detection performance of the neighborhood descriptors 7-15

7.5.3 The detection performance of neighborhood descriptors
with an ensemble classifier

7-15

7.5.4 Detection performance of neighborhood descriptors
with an SVM

7-16

7.5.5 Performance comparison of the neighborhood descriptors 7-17

7.6 Conclusion 7-18

7.7 Future work 7-18

References 7-19

8 Data augmentation for deep ensembles in polyp segmentation 8-1
Loris Nanni, Daniela Cuza, Alessandra Lumini and Sheryl Brahnam

8.1 Introduction 8-1

8.2 Deep learning for semantic image segmentation 8-3

8.3 Stochastic activation selection 8-4

8.4 Data augmentation 8-5

8.4.1 Spatial stretch 8-5

8.4.2 Shadows 8-6

8.4.3 Contrast and motion blur 8-6

8.4.4 Color change and rotation 8-7

8.4.5 Segmentation 8-8

8.4.6 Rand augment 8-8

8.4.7 RICAP 8-9

8.4.8 Color and shape change 8-10

8.4.9 Occlusion 1 8-10

Computational Intelligence Based Solutions for Vision Systems

xi



8.4.10 Occlusion 2 8-11

8.4.11 GridMask 8-11

8.4.12 AttentiveCutMix 8-11

8.4.13 Modified ResizeMix 8-12

8.4.14 Color mapping 8-12

8.5 Results on colorectal cancer segmentation 8-13

8.5.1 Datasets, testing protocol and metrics 8-13

8.5.2 Experiments 8-14

8.6 Conclusion 8-19

References 8-20

9 Identification of the onset of Parkinson’s disease through a
multiscale classification deep learning model utilizing a
fusion of multiple conventional features with an nDS
spatially exploited symmetrical convolutional pattern

9-1

Ranita Khumukcham and Gaurav Saxena

9.1 Introduction 9-2

9.1.1 A comprehensive literature review 9-4

9.1.2 Contributions 9-8

9.2 Proposed methodology 9-9

9.2.1 Retrieval of voice samples 9-9

9.2.2 Pre-processing 9-10

9.2.3 Proposed multiscale multiple feature convolution with
hybrid n-dilations (MMFCHnD) architecture

9-11

9.3 Experimental results and discussion 9-15

9.3.1 Evaluation metrics 9-15

9.3.2 Development of the training and testing images 9-17

9.3.3 Deep learning training details 9-17

9.3.4 Implementation results 9-18

9.4 Conclusion 9-21

References 9-22

10 Computer vision approach with deep learning for a medical
intelligence system

10-1

Monali Gulhane

10.1 Introduction 10-1

10.2 Defining computer vision 10-3

Computational Intelligence Based Solutions for Vision Systems

xii



10.3 Computer vision in practice 10-4

10.3.1 Medical imaging 10-5

10.3.2 Cardiology 10-6

10.3.3 Pathology 10-7

10.3.4 Dermatology 10-8

10.3.5 Ophthalmology 10-8

10.3.6 Video for medical purposes 10-9

10.3.7 The presence of humans 10-10

10.3.8 Implementation in the clinic 10-11

10.4 A case study of vision based machine learning 10-14

10.4.1 Networks of neurons 10-14

10.5 Data preparation overview 10-16

10.5.1 Data access and querying 10-17

10.5.2 De-identification 10-18

10.5.3 Data retention 10-18

10.5.4 Medical image resembling 10-19

10.5.5 Choosing an appropriate label and a definition
of ground truth

10-19

10.5.6 The truth or the label’s quality 10-19

10.6 The future of computer vision and natural language
processing in healthcare

10-19

10.7 Research related problems in computer vision 10-20

10.7.1 View of CNN through computer vision 10-20

10.7.2 Visualizations based on gradients 10-20

References 10-21

11 Machine learning in medicine: diagnosis of skin cancer
using a support vector machine (SVM) classifier

11-1

Siddarth Shah, Dipen Gohil, Rutvik Shah and Manan Shah

11.1 Introduction 11-1

11.2 Technologies used in skin cancer detection 11-2

11.3 Support vector machines (SVMs) 11-3

11.4 The SVM in skin cancer detection 11-5

11.4.1 Image acquisition 11-5

11.4.2 Feature extraction 11-7

11.4.3 SVM classification 11-8

Computational Intelligence Based Solutions for Vision Systems

xiii



11.5 Brief description of skin cancer detection 11-9

11.6 Challenges faced by SVMs 11-13

11.7 Future aspects in skin cancer detection 11-13

11.8 Conclusion 11-14

References 11-14

Computational Intelligence Based Solutions for Vision Systems

xiv



Preface

Currently, computational intelligence (CI) is being used in a variety of applications
and is thus influencing people’s lives in various ways. The growth in research in
advanced computing and respective fields such as intelligent vision systems (IVSs) is
assisting people by allowing rapid response and ease of use. The advancement of
IVSs depends jointly on the development of advanced computing and knowledge of
vision systems. IVSs help to achieve highly efficient performance (comparable to
human vision) to allow a profound understanding of different scenarios and
applications. IVSs provide the ability to handle and examine the big data generated
by vision sensors and make decisions based on specific requirements. CI enables the
different issues that influence IVSs and their practical use to be addresssed.
Therefore, the merger of CI with IVSs can do wonders for the wellbeing of humans.

In recent times high performance computing has seen continued growth, affecting
various fields and changing the computational domain altogether for the betterment
of human life. Computer vision can be deemed as one of the most important fields
which affects human life in a significant way. CI based computing can be very
helpful in determining solutions for advanced vision systems as they required high-
end processing capabilities. The in-depth analysis of large datasets is the basis for the
development of IVSs and the same can be very helpful in vision and surveillance
applications. Deep computational architecture and low level feature extraction,
generation and understanding can provide new directions for the current research of
vision systems.

Computer vision is a significant technology covering diverse fields. It plays an
important role in the fields of information technology and intelligence. The
combination of vision systems with CI is giving rise to IVSs. Computer vision is
affecting different areas of human life such as surveillance, medical assistance,
remote sensing, target detection, tracking, etc.

Computer vision plays a significant role in industry as well. Intelligent systems
and computer vision find applications in various industrial phases such as the pre-
processing, production and testing phases. Computer vision techniques are an
important component of security and surveillance systems. An intelligent vision
system using visible and infra-red sensors can track illegal activities and alert the
user in the case of any incidents.

Considering the future issues of high performance computing and the need for
IVSs, this book focuses on the advancements of this domain. This book is made up
of contributions by invited research scholars, academic researchers and industry
professional related to high performance computing for IVSs and related
applications.

The chapters of this book are as follows. Chapter 1 provides insight into a drone
based vision system, and its implementation and application for surveillance. Details
of the system components, implementation steps and analysis of obtained result are
provided. Chapter 2 highlights an important application of computer vision to
automatically detect surface imperfections using a grey-level co-occurrence matrix

xv



and a supervised classification technique. Chapter 3 demonstrates the use of machine
learning for vision-based crowd management systems. This work utilizes a deep
neural network based YOLOV3 model which is trained using the COCO dataset to
detect the people in the frame. Chapter 4 develops a hybrid deep feature extraction
model based on five pre-trained deep learning models and an ImRMR based feature
selection model for skin cancer classification. Chapter 5 presents an analysis of
human activity recognition systems and their importance in the current era. The
author discusses the various applications of human activity recognition and the
different methods available for automatic activity detection from videos. Chapter 6
explores three deep learning based object detection models, namely YOLOv3,
YOLOv4 and SSD, based on mAP. A detailed description of data augmentation
is also presented.

Chapter 7 introduces a forensic method to identify recaptured images by means of
rich feature extraction from different noise residuals on multiple quantization
values. The work focuses on a prominent feature in the spatial domain to classify
the original images and screenshots taken from LED monitors. Chapter 8 offers
multiple data augmentation approaches for boosting segmentation performance by
utilizing DeepLabv3+ as the architecture and ResNet18/ResNet50 as the backbone.
Chapter 9 proposes a novel multiscale object detection and location architecture for
the classification of Parkinson’s disease. The developed model utilizes 540 deep
learning layers to learn from a wide range of features by using two unique attributes.
Chapter 10 deals with the various AI-powered techniques that address several of the
most critical societal health problems, including cardiovascular disease, cancer,
dermatological conditions, neurological illnesses, breathing illnesses and gastro-
intestinal issues. In addition, various imaging techniques, such as computerized
tomography, magnetic resonance, radiographiy ultrasonography, dermoscopy, etc,
are also discussed. Chapter 11 discusses the application of machine learning
techniques in medicine. This chapter focuses on the diagnosis of skin cancer using
a support vector machine (SVM) classifier.
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