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Abstract

Several massive (M* > 108Me), high-redshift (z= 8–10) galaxies have recently been discovered to contain stars
with ages of several hundred million years, pushing the onset of star formation in these galaxies back to z∼ 15.
The very existence of stars formed so early may serve as a test for cosmological models with suppressed small-
scale power (and, hence, late formation of cosmic structure). We explore the ages of the oldest stars in numerical
simulations from the Cosmic Reionization On Computers project with cold dark matter (CDM) and two warm dark
matter (WDM) cosmologies with 3 and 6 keV particles. There are statistically significant differences of ∼5Myr
between average stellar ages of massive galaxies in CDM and 3 keV WDM, while CDM and 6 keV WDM are
statistically indistinguishable. Even this 5 Myr difference, however, is much less than current observational
uncertainties on the stellar population properties of high-redshift galaxies. The age distributions of all galaxies in
all cosmologies fail to produce a substantial Balmer break, although uncertainties in dust attenuation are a
potentially significant factor. Finally, we assess the convergence of our simulation predictions and find that the
systematic uncertainties on individual galaxy properties are comparable to the differences between cosmologies,
suggesting these differences may not be numerically robust.

Unified Astronomy Thesaurus concepts: Cosmology (343); Dark matter (353); Galaxies (573)

1. Introduction

Indirect observational evidence for dark matter is incon-
trovertible. The standard cosmological model has been extre-
mely successful in explaining observational data on the cosmic
microwave background (e.g., Planck Collaboration et al. 2020),
large-scale structure (e.g., Alam et al. 2017), and galaxy
formation (see, e.g., Naab & Ostriker 2017), invariably requiring
that ∼25% of the universal mass-energy density behaves like a
collisionless, nonrelativistic, electrically neutral, and massive
particle, at least on scales kpc. Decades of cosmological,
astrophysical, and direct-detection probes have failed to present
compelling evidence for any modification to this picture.

During the cosmic expansion dark matter particles diffused on
the free-streaming scale defined by their characteristic velocity,
smoothing density perturbations and consequently suppressing
power on small scales. The resulting cutoff in the power
spectrum of density fluctuations can be directly related to the
minimum mass that collapsed to form gravitationally bound dark
matter halos. A broad class of physically well-motivated, viable
candidates termed warm dark matter (WDM) decoupled with
sufficiently large velocities that this minimum dark matter halo
mass was comparable to the masses of the first galaxies. The
average dark matter particle velocity is inversely related to the
dark matter particle mass mx, implying a direct relation between
this mass and the scale of suppressed power in these models.

Current constraints on the small-scale dark matter power
spectrum, translated to a 2σ lower bound on the WDM particle
mass, give mx 2.4 keV from the high-z galaxy luminosity
function (Menci et al. 2016), mx 3 keV from the Lyα forest
(Iršič et al. 2017; Yèche et al. 2017), and mx 5.2 keV from
strong gravitational lensing (Gilman et al. 2020). Future
observations of the stellar mass–halo mass relation (Kang
et al. 2013), halo bias (Carucci et al. 2015), and Milky Way

satellite galaxy population (Kennedy et al. 2014; Kang 2020)
may provide additional constraints. However, each of these
methods is subject to substantial astrophysical systematic
uncertainties and a thermal relic mass of mx 5 keV remains
consistent with all observational constraints, motivating a
careful look at unexplored astrophysical probes that might
further constrain models in this parameter space.
The star formation histories of the first galaxies are another such

probe. This is because they are ultimately determined by the
gravitational collapse of the first dark matter halos. Recent
observational analyses (Hashimoto et al. 2018; Strait et al. 2020)
have claimed evidence for the onset of star formation within the
first few hundred million years after the Big Bang, indicating that
we may be starting to detect the onset of galaxy formation.
Furthermore, the data from this cosmic epoch obtained by the
James Webb Space Telescope will facilitate the statistical
characterization of early galaxy populations. Motivated by these
current and anticipated future observational constraints, in this paper
we assess the extent to which high-redshift massive galaxy star
formation histories are sensitive to the properties of dark matter.

2. Simulations: The Cosmic Reionization on Computers
Project

2.1. General Description

As a primary tool for our investigations we use simulations
from the Cosmic Reionization on Computers (CROC) project
(Gnedin 2014; Gnedin & Kaurov 2014). These simulations use
the cosmological N-body + adaptive mesh gas dynamics code
ART (Kravtsov 1999; Kravtsov et al. 2002; Rudd et al. 2008) to
account for cosmology, gravity, gas dynamics coupled to radiative
transfer, radiative cooling, star formation, and stellar feedback to
model the Epoch of Reionization. We analyze simulations from
the “Caiman” series presented in Gnedin et al. (2017), which are
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an update of the initial CROC methodology calibrated to
demonstrate weak numerical convergence as determined in
Gnedin (2016). Details of the numerical methods and physical
models employed in these simulations can be found in the above
references.

2.2. Warm Dark Matter

WDM effects on reionization with the CROC simulations were
first explored in Villanueva-Domingo et al. (2018), wherein the
galaxy UV luminosity function, IGM opacity, and power spectra
of redshifted 21 cm emission were compared between simulations
with cold dark matter (CDM) and 3 keV WDM cosmologies. We
extend this work by investigating star formation histories in a
larger suite of simulations. WDM is accounted for in the same
way as in Villanueva-Domingo et al. (2018), namely setting
Gaussian-random initial conditions with a CDM power spectrum,
filtered by a transfer function that suppresses power at high k:

a= + n n-T k k1 , 1WDM
2 5( ) [ ( ) ] ( )
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based on fits obtained from numerical solutions to the
Boltzmann equation presented in Viel et al. (2005).

The challenge in comparing simulations of different
cosmologies is in ensuring that the comparison is fair. Galaxy
formation simulations include several numerical parameters
that control the subgrid models of star formation and stellar
feedback. These parameters are usually calibrated against a
subset of observational data, since they cannot be predicted
from first principles at computationally feasible resolutions. In
the case of CROC simulations, star particles are created by
assuming a constant depletion timescale τSF of molecular gas,
stellar feedback in the form of thermal energy from supernova
explosions is implemented with a delayed cooling timescale
τBW, and ionizing radiation from stellar populations is
attenuated by an escape fraction factor òUV.

For the CDM case these parameters (τSF, τBW, òUV) were
calibrated during the design stage of the CROC project to
match the observed high-redshift galaxy UV luminosity
function and the cosmic neutral hydrogen fraction as a function
of redshift. Using the same values of these parameters in a
WDM cosmology would break the calibration and make the
WDM simulation appear to be inconsistent with observational
constraints, but such inconsistency cannot be interpreted as a
failure of the model without proper recalibration.

Such recalibration for 3 keV WDM cosmology was done in
Villanueva-Domingo et al. (2018), where the star formation
efficiency was increased by a factor of 1.5 (by decreasing the
depletion time of molecular gas by the same factor). Since such
a recalibration for 6 keV WDM was computationally infeasible,
we employ this same star formation efficiency in the 6 keV
WDM simulations presented here. Hence, this simulation is
slightly out of calibration, producing systematically higher
high-redshift UV luminosity functions than either CDM or
3 keV WDM (see Appendix A). However, this difference is far
less than the uncertainties in the observations with which the
simulations are calibrated, so this simulation should be
sufficiently accurate for our analysis.

2.3. Simulation Volumes

In order to have a reasonable sample of rare galaxies similar
to the observed ones, we use a special subset of CROC
simulations that model a significantly overdense region.
Algorithmically, this is achieved via a nonzero value of the
mean overdensity in the simulation volume, commonly referred
to as a “DC mode.” The DC mode enhancement, described in
Gnedin et al. (2011), is quantified by the value of the linear
density fluctuation on the box scale. In this work we use a 3σ
fluctuation, about as large as would make sense in our setup
(the most massive halo in such a volume would be a progenitor
of a ∼3× 1015Me cluster).
We label these simulations “B40 E.DC = 3,” all in a volume

with 40h−1≈ 60 comoving Mpc on a side. For our primary
analysis, we use three such simulations. These constitute
realizations of CDM, 3 keV WDM, and 6 keV WDM cosmolo-
gies described above, run with 10243 dark matter particles with
the effective total mass resolution of 7× 106Me (we call this
resolution “standard,” as it has been used for most CROC
simulations).
Additionally, in Section 3.1.1 we compare the predictions of

16 more simulations: six independent realizations of CDM
cosmology with 40h−1 comoving Mpc box sizes (B40 A-F),
six more with 20h−1 comoving Mpc boxes (B20 A-F), and the
four 3 keV WDM 20h−1 comoving Mpc boxes (B20 A, B, D,
and E) presented in Villanueva-Domingo et al. (2018). All of
these were run with the standard resolution. For numerical
convergence studies (see Section 4.1.1), we also employ an
additional simulation that models CDM cosmology with 20483

particles at the effective total mass resolution of 9× 105Me
(alias “high resolution”).

3. Results

We first present a comparison between the star formation
histories of the most massive galaxies between different
assumed dark matter cosmologies in the CROC simulations
(Section 3.1), and then a comparison of these histories to
current observational constraints (Section 3.2). In the following
analysis we focus on the most massive galaxies (M* > 108Me)
in three high-redshift bins (z= 8, 9, and 10). To avoid double-
counting stars in overlapping halos or subhalos, we assign star
particles to their most massive parent halo. Stellar masses are
calculated as the mass of star particles within the virial radius
of the dark matter halo, as identified by the ROCKSTAR halo
finder (Behroozi et al. 2013), or in the case of the high-
resolution simulation the HOP halo finder (Eisenstein &
Hut 1998), since running ROCKSTAR on those simulations
was computationally infeasible.

3.1. Distribution of Stellar Ages

We first examine the distribution of star particle ages for
massive galaxies at high redshift in the three simulated dark-
matter cosmologies, shown in Figure 1. In all cases, the average
galaxy ages appear to be older in CDM than in 3 keV WDM,
while the distribution of stellar particle ages appear to be
almost identical between CDM and 6 keV WDM. This
difference between CDM and 3 keV WDM is unsurprising
because the nonnegligible free-streaming scale in WDM
implies a later time at which the first dark matter halos
collapse. It is nonetheless a nontrivial result, because the
simulations were calibrated to reproduce observations of the
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high-redshift galaxy luminosity function and IGM neutral
fraction in both cosmologies, and thereby equally well
reproduce observational constraints on the star formation
history of massive galaxies at high redshift.

3.1.1. Cosmic Variance

Table 1 quotes the mass-weighted mean stellar age of
massive galaxies in all available simulations to assess the effect
of cosmic variance on our simulation predictions. The number
of galaxies associated with each volume mean are quoted.
While these extra volumes only add an appreciable number of
additional massive galaxies by z= 8, they display a trend
consistent with the E.DC= 3 volume. Namely, the stellar ages

of massive galaxies in 3 keV WDM are ∼5Myr younger than
those in CDM. This suggests that the conclusions drawn from
the E.DC= 3 simulation about the differences between
different cosmologies are robust to cosmic variance, so we
focus exclusively on this simulation volume for the remainder
of the analysis.

3.2. Comparison to Observations

3.2.1. SED-fitting-derived Ages

Figure 2 shows the ages of massive galaxies in CROC
simulations with different dark matter cosmologies as a
function of stellar mass and star formation rate, compared to
observational constraints from Strait et al. (2020) and

Figure 1. Comparison of stellar age distributions. CDFs of star particle ages for the most massive galaxies (M* > 108 Me) at high redshifts in CROC simulations with
different dark matter cosmologies. The number of galaxies above this threshold is shown in the upper left corner legend of each panel. Colors label the three dark
matter models. Solid lines indicate the stellar age CDF of all galaxies above the stellar mass threshold combined. Shaded regions show the 16th and 84th percentiles at
each age for individual galaxy CDFs. Cosmologies with a power spectrum cutoff predicted by a 3 keV thermal relic display delayed star formation compared to CDM.

Table 1
Mass-weighted Mean and Standard Deviation (St.D.) Star Particle Ages for Dark Matter Halos with Total Stellar Mass M* > 108 Me

Cosmology, Volume z = 10 z = 9 z = 8
CDM Mean St.D. Mean St.D. Mean St.D.

B40, E.DC = 3 65.7 4.9 (N = 8) 83.4 8.1 (N = 52) 103.1 10.6 (N = 190)
B40, A 87.9 2.7 (N = 3) 108.5 10.8 (N = 16)
B40, B 65.7 (N = 1) 86.9 2.5 (N = 5) 106.1 10.6 (N = 49)
B40, C 88.6 8.9 (N = 14) 108.1 10.4 (N = 81)
B40, D 76.6 4.6 (N = 4) 102.1 9.6 (N = 42)
B40, E 83.9 6.2 (N = 13) 104.6 10.0 (N = 57)
B40, F 83.7 8.6 (N = 4) 105.3 9.5 (N = 20)
B20, A 104.9 7.8 (N = 5)
B20, B 107.4 4.6 (N = 3)
B20, C 85.1 (N = 1) 106.9 5.1 (N = 6)
B20, D 78.1 (N = 1) 107.3 2.9 (N = 2)
B20, E 89.4 5.7 (N = 2) 104.9 10.5 (N = 14)
B20, F 105.6 4.7 (N = 4)

6 keV WDM

B40, E.DC = 3 65.7 4.5 (N = 10) 81.6 7.1 (N = 67) 103.3 10.4 (N = 349)

3 keV WDM

B40, E.DC = 3 61.2 2.7 (N = 4) 77.6 8.3 (N = 41) 99.0 10.4 (N = 241)
B20, A 92.8 8.3 (N = 9)
B20, B 97.2 5.2 (N = 3)
B20, D 71.6 (N = 1) 97.8 3.8 (N = 2)
B20, E 79.4 4.7 (N = 3) 96.3 11.6 (N = 16)

Note. All ages are in Myr.
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Hashimoto et al. (2018). These constraints are obtained by
forward-modeling the Spectral Energy Distribution (SED) of a
stellar population to fit observed broadband magnitudes of
these galaxies. Consequently, age estimates for these galaxies
have much larger uncertainties than the few-Myr differences in
average age between 3 keV WDM and CDM.

3.2.2. Spectra and Balmer Break Distributions

Since the stellar population properties of unresolved galaxies
are only observationally accessible through their effect on the
total galaxy SED, we present predictions for the spectra of the
massive galaxies in our simulations. We employ the Flexible
Stellar Population Synthesis (FSPS) code (Conroy et al. 2009;
Conroy & Gunn 2010; Foreman-Mackey et al. 2014) in these
calculations. Figure 3 shows an example spectrum of a
representative galaxy in the CDM simulation at z= 9, with a
halo mass of Mvir= 1.3× 1011Me, a stellar mass of
M* = 2.0× 108Me, and a mass-weighted mean stellar age
of 83.5 Myr. The spectrum is presented as both unattenuated
(black line) and attenuated assuming an optical depth due to
dust at λ= 1500Å of τ1500= 1.0 and a power-law dust
attenuation law with τ ∝ λ−1.1, (i.e., an approximation of the
SMC dust optical depth, see Weingartner & Draine 2001;
Gnedin et al. 2008; Gnedin 2014). Khakhaleva-Li & Gnedin
(2016) estimated the optical depth due to dust in the CROC

galaxies by post-processing the simulations with a radiative
transfer code, and found values of τ1500∼ 0.2–0.6 (also
assuming the SMC dust model from Weingartner &
Draine 2001). The spectra shown in Figure 3 therefore bracket
the plausible range of attenuation in the simulations.
Figure 4 shows the value of the Balmer break in the

unattenuated spectrum of each galaxy, quantified as the ratio of
SED flux (per frequency) at 4200 and 3500Å. The value of this
ratio is strongly correlated with the average age of the stellar
population, as expected. The τ1500= 1.0 attenuation shown in
Figure 3 would increase these by a factor of 1.07.

4. Discussion

4.1. Caveats

4.1.1. Convergence of Individual Galaxy Properties

Gnedin (2016) explored the convergence properties of
statistical measures of cosmological galaxy formation in the
CROC simulations. In this section we assess the convergence
of individual galaxy properties most relevant to the galaxy ages
quoted above. Figure 5 compares the star particle age
distribution of the most massive galaxy in the CDM
simulations at standard and high resolution. All of the previous
results were for simulations run at the standard resolution. The
initial conditions of the high-resolution simulation have the

Figure 2. Comparison of ages, stellar masses, and star formation rates to observational data. Mass-weighted mean star particle age for each galaxy as a function of
stellar mass (top row), and star formation rate (bottom row) for each redshift bin analyzed (columns). Colors indicate different dark matter cosmologies as in Figure 1,
and horizontal ticks indicate average ages as shown in Table 1. Gray points show observational data and errors quoted in Strait et al. (2020; circles) and Hashimoto
et al. (2018; square). The data are consistent with the predictions of all three simulations since they currently lack the precision to distinguish between different
cosmologies.
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same large-scale modes as those of the standard resolution ICs.
There is therefore a one-to-one correspondence between well
resolved individual galaxies from simulations with different
resolutions. The same galaxy has a larger stellar mass by a
factor of ≈1.5 (5.6× 108Me versus 3.4× 108Me), and a
younger mass-weighted mean age by ∼20% (92Myr versus
111Myr) in the high versus standard resolution simulations,
respectively. This change is comparable to the differences in
mean age between cosmologies, where they exist. We thus
caution that the differences in stellar ages between different
cosmologies quoted above may not be numerically converged.

4.1.2. Star Formation Model

While the uncertainties in current observations are suffi-
ciently large that the data are consistent with all simulated
cosmologies, the two galaxies in each of the the z= 9 and z= 8
redshift bins are systematically older than those in the CROC
simulations. It is perhaps interesting to note that, despite these
higher most-likely ages, the most-likely stellar masses and star
formation rates of observed galaxies agree well with the most
massive simulated galaxies at these redshifts. This implies that
it may be possible to form such massive galaxies by these
redshifts without the early star formation claimed in these
observational analyses.

Alternatively, if future observational data confirm the
presence of such early-forming stellar populations, this would
be a strong indication of star formation in atomic gas. None of
the simulations we analyze form stars earlier than 150Myr after
the Big Bang, since CROC only allows star formation in
molecular gas, which has not yet formed by these cosmological

times. Since the resolution of the CROC simulations was
explicitly chosen to resolve all halos in which molecular gas
can form, this is a robust prediction, and contradictory
observational evidence would be a compelling indication of
star formation in a fundamentally different physical regime
than observed in the local universe. However, conclusive
results on any of these topics await significantly more
observational data.

4.2. Comparison to Previous Studies

Binggeli et al. (2019) calculated the Balmer break distribu-
tions of high-redshift (z> 7) galaxies from three other state-of-
the-art simulation suites: FIRE-2 (Ma et al. 2018), FirstLight
(Ceverino et al. 2017), and Shimizu et al. (2016). They
accounted for nebular emission and explored several choices
for including the effect of dust attenuation, all of which broadly
predicted typical Balmer breaks of 1.2–1.5 for the galaxies in
these simulations, consistent with our results. We note that their
predictions appear to span a wider range of values than ours.
This may reflect the different prescriptions for star formation
and feedback—and hence the age distribution of stellar
populations—in the different simulations, or their choices for
simulation post-processing, some of which account for
radiative transfer effects that we do not explore. We also note
that they employ different stellar spectral synthesis templates—
those presented in Zackrisson et al. (2011), which are based on
STARBURST99 (Leitherer et al. 1999). We have checked that
replacing FSPS with the Zackrisson et al. (2011) tables in our
analysis systematically increases the predicted Balmer break
value by ∼0.1, keeping our quantitative results broadly
consistent with theirs.
The results of Katz et al. (2019) provide a potential

resolution to the inability of these simulations to reproduce
the Hashimoto et al. (2018) observations: they find that the
inhomogeneous distribution of dust in the ISM of their
simulations (Rosdahl et al. 2018) preferentially attenuates the
light from young, UV-bright stellar populations, thereby
increasing the Balmer break without the need for a significant
evolved stellar population. It is therefore possible that the
CROC simulations, as well as those analyzed in Binggeli et al.
(2019), have realistic star formation histories, but need even
more dust attenuation. Given the crucial importance of dust for
observationally constraining the star formation histories of
high-redshift galaxies, the large uncertainties in dust properties
and dynamics in the high-redshift ISM demand further
theoretical investigation.
Furthermore, several previous studies have investigated the

effect of WDM cosmologies on the star formation histories of
galaxies, although primarily at different redshifts, galaxy,
masses, and dark matter particle masses than we investigate
here, complicating direct comparison. Nonetheless, Dayal et al.
(2015), also explored early galaxy formation in WDM
cosmologies using a semianalytic model tuned to matched
the high-redshift UV luminosity function. They nominally
found even smaller differences between the galaxy formation
histories in different cosmologies than we do, only identifying
significant differences for WDM thermal relic particle masses
of mx� 2keV. However, the differences between methods of
comparison—namely the statistical properties of the galaxy
population and the galaxy masses analyzed—preclude a strong
statement on the lack of consistency with our results.

Figure 3. Example spectra. The Spectral Energy Distribution for a
representative galaxy in the CDM simulation at z = 9 (Mvir = 1.3 × 1011 Me,
M* = 2.0 × 108 Me, Age = 83.5 Myr). The black line shows the unattenuated
spectrum, calculated with the Flexible Stellar Population Synthesis code
(Conroy et al. 2009; Conroy & Gunn 2010; Foreman-Mackey et al. 2014),
while the gray line shows the spectrum assuming an optical depth due to dust at
λ = 1500 Å of τ1500 = 1.0 and a power-law dust attenuation law with τ ∝
λ−1.1. Vertical blue lines show λ = 3500 Å and λ = 4200 Å, the wavelengths
used to estimate Balmer break values shown in Figure 4.
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Conversely Lovell et al. (2020) compared simulated Local
Group analogs with the EAGLE galaxy formation model in
CDM, WDM, and Self-Interacting Dark Matter, and report a
larger (∼100–200Myr) delay in galaxy formation between
CDM and WDM than we find. However, this likely is not a fair
comparison because they analyze ∼1012Me halos at z= 0,
while the halos in our simulations are the progenitors of
massive cluster galaxies. Moreover, the “condensation time”
(the time at which a halo is first able to form stars based on a
mass threshold) they use to quantify the differences between
the different cosmologies is certainly more sensitive to the dark
matter power spectrum than the average stellar age. Finally,
they too note a significant resolution dependence on the final
stellar masses of their simulated galaxies, highlighting the room
for progress toward numerically robust predictions on this
topic.

5. Conclusions

1. The mean stellar ages of massive galaxies (M* > 108Me)
at high redshift (z� 8) in the CROC simulations are
significantly different, by ∼5Myr, between CDM and
mx= 3 keV WDM cosmologies, even when the galaxy
formation parameters are re-tuned to match existing
observational constraints equally well. Galaxy stellar ages
in CDM and mx= 6 keV WDM are indistinguishable at
these masses and redshifts.

2. Current constraints on the stellar populations of high-
redshift galaxies are insufficiently precise to distinguish
between the predictions of different cosmologies.

3. The spectra of these simulated galaxies fail to produce a
large Balmer break, but this prediction is likely sensitive
to the deeply uncertain properties of the dust.

4. The masses and ages of the galaxies we analyze probably
are not converged to the precision needed for the
predictions for differences between cosmologies to be
numerically robust.

This manuscript has been authored by Fermi Research
Alliance, LLC, under Contract No. DE-AC02-07CH11359 with
the U.S. Department of Energy, Office of Science, Office of High
Energy Physics. It is based upon work that is supported by the
Visiting Scholars Award Program of the Universities Research
Association at Fermilab. Our analysis made use of the following
publicly available software packages: Matplotlib (Hunter 2007),
SciPy (Virtanen et al. 2020), NumPy (van der Walt et al. 2011),
COLOSSUS (Diemer 2018), and yt (Turk et al. 2011).

Appendix A
6 keV Calibration

In this paper we present a new simulation to model 6 keV
WDM. Due to computational constraints we could not
recalibrate the star formation prescription for this simulation,
so the same parameters as 3 keV WDM were adopted. To
assess the extent to which is simulation is out of calibration,
Figure 6 shows the UV luminosity functions of this simulation
compared to the other cosmologies and data.

Figure 4. Balmer break distribution. Values of the Balmer break, quantified by the ratio of SED values at λ = 4200 Å and λ = 3500 Å, as a function of galaxy stellar
population age.

Figure 5. Dependence of galaxy star formation histories on simulation
resolution. The top panel shows CDF of stellar particle ages for the most
massive galaxy in the CDM simulation compared to the same galaxy in a
higher-resolution re-simulation. The ratio of these CDFs and the mass-
weighted mean age (vertical lines) for each galaxy are shown in the bottom
panel.
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Appendix B
Stellar Mass–Halo Mass Relation

To demonstrate the magnitude of predicted differences in the
galaxy–halo connection and therefore galaxy bias between
CDM and WDM, we show the stellar mass–halo mass relation

for our simulations at z= 8 in Figure 7. The WDM relation at
both masses is slightly offset from that of CDM, suggesting
that this difference is due primarily to the different depletion
timescales used in the star formation models (see Section 2.2).
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