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Abstract

We examine Lyman continuum (LyC) leakage through H II regions regulated by turbulence and radiative feedback
in a giant molecular cloud in the context of fully coupled radiation hydrodynamics (RHD). The physical relations
of the LyC escape with H I covering fraction, kinematics, ionizing photon production efficiency, and emergent Lyα
line profiles are studied using a series of RHD turbulence simulations performed with RAMSES-RT. The turbulence-
regulated mechanism allows ionizing photons to leak out at early times before the onset of supernova feedback.
The LyC photons escape through turbulence-generated low column density channels that are evacuated efficiently
by radiative feedback via photoheating-induced shocks across the D-type ionization fronts. The Lyα photons
funnel through the photoionized channels along the paths of LyC escape, resulting in a diverse Lyα spectral
morphology including narrow double-peaked profiles. The Lyα peak separation is controlled by the residual H I
column density of the channels, and the line asymmetry correlates with the porosity and multiphase structure of the
H II region. This mechanism through the turbulent H II regions can naturally reproduce the observed Lyα spectral
characteristics of some of the LyC-leaking galaxies. This RHD turbulence origin provides an appealing hypothesis
to explain high LyC leakage from very young (∼3Myr) star-forming galaxies found in the local universe without
need of extreme galactic outflows or supernova feedback. We discuss the implications of the turbulent H II regions
on other nebular emission lines and a possible observational test with the Magellanic System and local blue
compact dwarf galaxies as analogs of reionization-era systems.

Unified Astronomy Thesaurus concepts: Reionization (1383); H II regions (694); Hydrodynamics (1963);
Radiative transfer (1335)

1. Introduction

Understanding the physical origin of ionizing radiation escape
through the interstellar medium (ISM) of star-forming galaxies is
critical to understanding the sources of reionization. For galaxies
to drive H I reionization, the escape fraction of Lyman continuum
(LyC) photons, fesc

LyC, must be as large as ∼10%–20% at
6z12 (e.g., Robertson et al. 2015) to be consistent with the
UV luminosity function (Bouwens et al. 2015; Oesch et al. 2018)
and the measure of the Thomson optical depth to the cosmic
microwave background (Planck Collaboration et al. 2020). At the
tail end of reionization, galaxies are thought to drive the large-
scale UV background fluctuation in the intergalactic medium
(Becker et al. 2018), and the indirect measure suggests a probable
increase of the average escape fraction to 8% at z5–6
(Kakiichi et al. 2018; Meyer et al. 2019). However, little is known
about the physical origin of ionizing escape or the cause of the
required rise in the ionizing power of galaxies toward the
reionization epoch.

Recent deep Hubble Space Telescope (HST) imaging cam-
paigns (Siana et al. 2015; Fletcher et al. 2019; Oesch et al. 2018)
and ground-based deep spectroscopic searches (Marchi et al. 2017;
Steidel et al. 2018) have revealed a signature of the LyC leakages
along the lines of sight of Lyα emitters (LAEs) and Lyman-break
galaxies (LBGs), providing a valuable sample with which the
origin of LyC escape can be directly studied. These z∼2–3 LyC-
leaking LAEs are young and associated with intense [O III]
emission, which suggests a spectrally hard stellar population with
low metallicity resembling star-forming systems at 6<z<12

(Nakajima et al. 2016). Further details are provided by the Cosmic
Origin Spectrograph (COS) on board HST, which has revealed
LyC detection from low-redshift dwarf galaxies with high [O III]/
[O II] line ratios (Izotov et al. 2016, 2018b). Complementary Lyα
and UV-to-optical spectroscopy and spatially resolved images of
low-redshift LAE analogs (Hayes et al. 2014; Jaskot & Oey 2014;
Östlin et al. 2014; Henry et al. 2015) make it possible to examine
the inner working of these similar classes of LyC-leaking systems.
For triggering the leakage of ionizing radiation, a commonly

held view is that stellar feedback such as supernova explosions
drives galactic outflows, creating low column density channels in
the ISM through which LyC photons escape (e.g., Kimm &
Cen 2014; Wise et al. 2014). Observationally, however, while
outflows are ubiquitous in LyC-leaking galaxies and some with an
extreme value (Heckman et al. 2011; Borthakur et al. 2014), their
outflow kinematics may not be statistically different from non-
LyC-leaking systems (Chisholm et al. 2017; Jaskot et al. 2017).
Also, the presence of prominent P Cygni O IV λ1035 and NV
λ1240 profiles from massive stars, which arise from stellar winds,
suggests very young ages (∼2–3Myr) for local LyC-leaking
galaxies (Izotov et al. 2018b), indicating that there is little time for
supernova explosions to expel gas from the birth cloud. The H I
absorption spectra in the gamma-ray burst afterglow, which traces
the direct environment of star-forming regions and the ISM at the
death of a massive star (Prochaska et al. 2006; Vreeswijk et al.
2013), reveals ubiquitous optically thick gas and a high H I
covering fraction, indicating a low LyC escape fraction of <1.5%
(Chen et al. 2007; Fynbo et al. 2009; Tanvir et al. 2019). These
seem to challenge the picture that supernova and galactic outflows
solely trigger the LyC leakage. Clearly, the physics is far from
simple, and the observational diversity requires that any successful
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theory of escape fraction should be able to explain not only why
the escape fraction can be high but also the diversity of LyC
escape fractions.

To this end, we wish to examine other mechanisms of LyC
leakage invoking turbulence and H II region feedback that can
operate at an early time of the star-forming clouds before
supernova explosions occur. The formation and evolution of the
H II region in a turbulent molecular cloud is a natural consequence
of the gravoturbulent fragmentation paradigm of star formation
(e.g., Krumholz & McKee 2005; Federrath & Klessen 2012),
which has been subject to many theoretical studies (Krumholz
et al. 2006, 2012; Mellema et al. 2006; Arthur et al. 2011; Dale
et al. 2012; Kim et al. 2016, 2018). Recent high-resolution,
cosmological galaxy formation simulations suggest that the small
10–100 pc-scale environment around star-forming regions is
likely the key process in regulating the leakage of ionizing
radiation (Kimm& Cen 2014; Paardekooper et al. 2015; Trebitsch
et al. 2017). The galaxies experience substantial LyC leakage
when the optically thick gas is evacuated from the parsec-scale
environment of massive stars during the period when the stars still
can provide abundant ionizing photons (Ma et al. 2015, 2016).
The spatial scale required for understanding LyC leakage is
indeed approaching that of giant molecular clouds (GMCs).

For any given scenario of LyC leakage, it is critical to
understand the connection between the LyC escape fraction and
other spectroscopic features, including Lyα and the [O III]/[O II]
line ratio. This is important as a test of a theory. Also, because the
direct LyC leakage from the 6<z<12 galaxies at the heart of
the reionization era cannot be observed, even with the James
Webb Space Telescope (JWST), any inference on their ionizing
capabilities must rely on an interpretation of other observable rest-
UV or optical signatures, such as nebular emission (Inoue 2011;
Zackrisson et al. 2013, 2017; Tamura et al. 2019) and UV
absorption lines (Jones et al. 2013; Leethochawalit et al. 2016;
Chisholm et al. 2018; Gazagnes et al. 2018).

Because its unique brightness and omnipresence throughout
cosmic time allow us to observe it in a large sample of galaxies
(e.g., Ouchi et al. 2018; Wisotzki et al. 2018), Lyα is particularly
important. In addition, Lyα is a resonant line of neutral hydrogen
with a cross section at the line center approximately 3 orders of
magnitude larger than that of LyC photons connecting Lyα escape
processes to LyC ones. Furthermore, since each interaction
between an H I atom and a Lyα photon shifts the photon’s
frequency, the emergent Lyα spectral shape is indicative of the
system’s neutral hydrogen distribution and kinematics. All of
these factors make Lyα observables important diagnostics to be
correlated with LyC escape. This natural “Lyα–LyC” connection
has been explored in several theoretical studies (e.g., Verhamme
et al. 2015; Dijkstra et al. 2016b), and recently, the correlation
between the Lyα and LyC escape fraction, as well as other Lyα
line properties, e.g., peak separation, has been observationally
studied (Verhamme et al. 2017; Izotov et al. 2018b; Marchi et al.
2018; Steidel et al. 2018).

However, thus far, these Lyα–LyC studies have relied on
either simplified models of gas and kinematics, e.g., a shell or
clumpy medium (Verhamme et al. 2015; Dijkstra et al. 2016b),
or postprocessing of cosmological galaxy formation simula-
tions (Yajima et al. 2014). Although there has been substantial
progress in both cosmological (e.g., Pawlik et al. 2015, 2017;
Gnedin 2016; Rosdahl et al. 2018) and zoom-in simulations for
understanding the origin of Lyα (Smith et al. 2019), as well as
nebular and infrared lines (Katz et al. 2019), resolving the

subparsec structures in H II regions, GMCs, and the cold gas
phase in general, including the circumgalactic medium (CGM;
e.g., van de Voort et al. 2019; Hummels et al. 2019), still
remains difficult. A study of the connection between LyC
escape and Lyα transfer using the detailed radiation hydro-
dynamic (RHD) simulations of individual H II regions and
GMCs (Geen et al. 2015, 2016; Howard et al. 2017, 2018; Kim
et al. 2018) has not yet been carried out (except for Kimm et al.
2019, upon completion of this work). In this paper, we examine
the LyC leakage mechanism and emergent Lyα line profiles
using a series of RHD turbulence simulations representing a
patch of an H II region in a GMC. Using the controlled local
simulations, we analyze the process responsible for the Lyα–
LyC connection and the relation to turbulence kinematics,
radiative feedback, and ionizing photon production efficiency.
Our goal is to understand the origin of the Lyα–LyC
connection found in the observed LyC-leaking sample, as well
as to provide a benchmark for future global simulations of
molecular clouds and galaxies.
The paper is organized as follows. Section 2 introduces the

various regimes of LyC leakage. The numerical simulations
and setup are described in Section 3. We present the results of
the LyC leakage mechanism through the turbulent H II regions
in Section 4, followed by the connection with the emergent
Lyα line profiles in Section 5. We discuss the limitation of our
simulations and possible observational tests in Section 6. The
conclusion is summarized in Section 7.

2. LyC Leakage Mechanism

In the simple commonly held picture (Zackrisson et al. 2013;
Reddy et al. 2016; Steidel et al. 2018), LyC leakage is
leveraged by (i) the ionization-bound nebulae with holes or (ii)
density-bound nebulae. The escape fractions in the two regimes
are as follows.
Ionization-bound LyC leakage. In this scenario, the LyC

photons escape through holes of low column density channels
through the ISM, but in the other directions, the ionization front
(I-front) is bound within the nebula (i.e., ionization-bound).
Thus, the escape fraction is determined by the availability of
the holes through the ISM,

~ -f fionization bound 1 , 1esc
LyC

cov( - ) ( )

where fcov is the fraction of lines of sight around ionizing
sources (e.g., massive stars) covered by the optically thick gas.
Such holes can be created by turbulence or stellar feedback,
including photoionization, radiation pressure, stellar winds, and
supernovae.
Density-bound LyC leakage. In this scenario, the intense

radiation from massive stars ionizes all the gas in the ISM;
thus, the I-front is no longer bound inside the system (i.e.,
density-bound). This allows LyC photons to brute-forcefully
escape out of the system by ionizing all the gas along the way.
Thus, the escape fraction is given by the fraction of photons
that have not been absorbed in the ISM (Dove & Shull 1994;
Benson et al. 2013),

~ -f
N

N
density bound 1 , 2esc

LyC rec

ion
( - )

˙
˙ ( )

where Nrec is the recombination rate and Nion is the LyC photon
production rate of the star-forming regions.
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In reality, an individual H II region will consist of both
ionization- and density-bound directions, and a galaxy consists
of an ensemble of H II regions. This highlights the two
important factors in controlling LyC escape: (i) the modes of
creating low column density channels, e.g., by turbulence or
radiative and/or stellar feedback, through which I-fronts can
break out of a natal star-forming cloud, and (ii) the large LyC
production rate of star-forming regions to compensate for the
recombination rate in the density-bound photoionized channels.

2.1. Nature of I-fronts: H II Regions in Turbulent Molecular
Clouds

In the gravoturbulent fragmentation paradigm (e.g., Krumholz
& McKee 2005; Federrath & Klessen 2012), stars form in
dense clumps generated by the supersonic turbulence in a GMC,
providing a low star formation efficiency òå (a few to several
percent; e.g., McKee & Ostriker 2007; Kennicutt & Evans 2012)
—defined as the fraction of a cloud’s gas mass that is converted
into stars—and kinetic support against gravitational collapse.
In Figure 1, we show the observed mass, size, and turbulent
velocity dispersion of GMCs in the Large Magellanic Cloud
(LMC; Wong et al. 2011) and blue compact dwarf galaxies
(II Zw 40, Kepley et al. 2016; NGC 5253, Miura et al. 2018;
Henize 2–10, Imara & Faesi 2018) that share similar properties
to those observed at high redshift (Izotov et al. 2011; Crowther
et al. 2017). Although the properties of molecular clouds in
LyC-leaking systems and high-redshift galaxies are unknown,
GMCs in the environments of nearby dwarfs serve as a guideline
for the relevant parameter space.

To identify the LyC leakage mechanism, let us consider a
spherical homogeneous cloud of gas mass Mcl and radius Rcl

with a central source of stellar mass Må=òåMcl with an
ionizing photon production rate (in units of photons per

second),

x=

´ -








N M

M

M
1.9 10

0.05 10
s . 3

ion ion cl

50 cl
5

1⎜ ⎟⎛
⎝

⎞
⎠

⎛
⎝⎜

⎞
⎠⎟ ( )






A single stellar population of 1Myr after starburst with stellar
metallicity Zå=0.002 from the binary stellar population
code BPASS (BPASSV2.1_IMF135_100; Eldridge et al. 2017)
yields the ionizing photon production rate per stellar mass
of x = ´ - -M3.8 10 photons sion

46 1 1
 . The corresponding

Strömgren radius is

p
=



R
N

a n

M

M

R

3

4

7.4
0.05 10 20pc

pc, 4

S
ion

B 0
2

1 3

cl
5

1 3
cl

2

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

⎛
⎝⎜

⎞
⎠⎟

¯

( )






where a » ´ - - -T2.6 10 cm sB
13

4
0.7 3 1 (T4=T/10

4K) is the
case B recombination rate and ´n M M120.8 100 cl

5¯ ( ) 
- -R 20 pc cmcl

3 3( ) is the mean number density of hydrogen
nuclei. The dimensionless ratio of the cloud radius to the Strömgren
radius sets whether the H II region can break out of the cloud
during its early phase of rapid expansion (known as R-type).
If Rcl<RS, the R-type I-front radius expands as =r tI( )

- -R e1S
t t 1 3rec( ) (e.g., Shu 1992) and rapidly approaches the

Strömgren radius in order of recombination timescale =trec

a »- - -n T n1.2 100 cm kyrB 0
1

4
0.7

0
3 1( ¯ ) ( ¯ ) . The R-type I-front

therefore breaks out of the parent cloud, rI(tbreak)=Rcl, after

= -
-

t t
R

R
ln 1 for R type I front. 5

S
break rec

cl
3 1⎡

⎣
⎢⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥ - - ( )

The LyC leakage immediately follows the density-bound
regime. Using Equation (2), we find

a
x

= -


f
n

m
1 after R type breakout. 6esc

LyC B 0

H ion

- ( )

The density-bound LyC leakage following the early R-type I-front
only occurs for a diffuse GMC (in a spherical homogeneous cloud
model); for example, a cloud withMcl=105Me and Rcl=60 pc
gives » -n 4.5 cm0

3¯ and »f 0.72esc
LyC in the case of the R-type

I-front.
In a realistic dynamical H II region where there is a large

temperature contrast between the photoheated H II region and
the ambient cold neutral gas, this produces a shock front ahead
of the I-front that pushes the gas outward, enabling the I-front
(known as D-type) to proceed beyond the Strömgren radius
(e.g., Whalen et al. 2004; Krumholz et al. 2007). This allows a
dynamical transition from the initially ionization-bound nebula
to the density-bound regime at a later time. The D-type I-front
expands as » +r t R c t R1 7 4S SI II

4 7( ) [ ( )] (see Shu 1992,
Chapter 20) with the velocity of the order of the sound speed
of ionized gas = = -c k T m T2 12.8 km sII B H 4

1 2 1 and
breaks out of the cloud after

= -t
R

c

R

R

4

7
1 for D type I front. 7S

S
break

II

cl
7 4⎡

⎣
⎢⎢
⎛
⎝⎜

⎞
⎠⎟

⎤
⎦
⎥⎥ - - ( )

/

Figure 1. The filled contours show the time required for the I-front to break out
of a GMC, tbreak, at a given mass and radius assuming a spherical uniform
cloud. The circles and squares denote the observed mass, radius, and velocity
dispersion of GMCs in the LMC (Wong et al. 2011) and blue compact dwarf
galaxies (Kepley et al. 2016; Imara & Faesi 2018; Miura et al. 2018), which are
overlaid to guide a relevant parameter space. The dashed lines indicate the total
gas column density of the shell between the initial Strömgren radius RS and
cloud radius Rcl, and the dotted lines indicate the ionization parameter at the
Strömgren radius. The figure illustrates that the I-fronts in the majority of
GMCs are likely the D-type.
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After the breakout of the D-type I-front, because the gas is
evacuated by the thermal pressure, the interior density is
lowered to =n R r nSII I

3 2
0¯ ( ) ¯ (Shu 1992). Thus, the resulting

density-bound LyC leakage is increased, as there is lower-
density gas in the H II region,

a
x

= -


f
n

m

n

n
1 after D type breakout. 8esc

LyC B 0

H ion

II

0

2⎛
⎝⎜

⎞
⎠⎟ - ( )

This gives a high LyC escape fraction for an initially
ionization-bound nebula by the action of photoionization
heating and the associated I-front shocks.

In Figure 1, we overlay the estimated I-front breakout time for
each parameter space of molecular clouds. For most of the
observed molecular clouds, H II regions follow the D-type
I-front. More luminous and massive GMCs that contribute to the
large fraction of the total ionizing photon budget of a galaxy
require longer times for the D-type I-front to break out, which
must compete with the short, ∼Myr lifetime of massive stars.
This means that the LyC leakage from the dynamical H II region
in a molecular cloud must be treated with fully coupled
RHD. Typical ionization parameters at the Strömgren radius and
the total hydrogen column density between the Strömgren and
cloud radii are approximately p= ~U N R n c4 0.01S Sion

2
0( ¯ )

and ~ -N 10 cmH
22 2¯ . The turbulent velocities of the massive

GMCs of Mcl∼105−6Me are σv∼1−10 km s−1.4 The
turbulent nature of the GMCs clearly introduces anisotropy
and inhomogeneity to this simple back-of-the-envelope view.
Thus, having identified the relevant regime of LyC leakage and
the approximate parameter space of interest, we present a
detailed account of LyC leakage through a patch of a turbulent
molecular cloud in Section 3.

3. Physical Formulation and Simulations

3.1. Equations of RHD

We now turn from a heuristic argument to a physical
formulation of LyC leakage and the associated Lyα radiative
transfer (RT) in a full RHD framework. We consider a plane-
parallel atmosphere (slab) of a turbulent gas cloud around a
star-forming region with an initial number density n0¯ and total
hydrogen column density NH,0¯ (and size =L N nH,0 0¯ ¯ ) that is
continuously irradiated by the ionizing radiation from a star-
forming cluster (see Figure 2). For simplicity, we have assumed
a hydrogen-only gas. The system is constantly perturbed on a
large scale to maintain the turbulence to represent a large-scale
forcing such as gas accretion or disk instability in a galaxy
(Elmegreen & Burkert 2010; Goldbaum et al. 2011; Krumholz
& Burkhart 2016). This setup was previously employed by
Gritschneder et al. (2009, 2010).

The equations of RHD that govern the distribution and
kinematics of the gas and the transport of ionizing radiation are

r
r

¶
¶

+  =v
t

0, 9· ( ) ( )

r
r r r ¶

¶
+ Ä = - + +

v
v v f f

t
P , 10stir rad· ( ) ( )

r r¶
¶

+ + = + + Lv v f v f
E

t
E P , 11stir rad· [( ) ] · · ( )

s d¶
¶

+ = - + -n
n n nF r r

c

E

t
n E F

1
, 12DHI HI

inc
0· ( ) ( )

s¶
¶

+ = -n
n n n

F
f F

c t
c E n

1
, 13HI HI· ( ) ( )

which couple to the rate equation,

òa b s
n

n= - G + G =
n

n
¥dn

dt
n n n n

F

h
d, ,

14

B p e e
HI

HI HI HI
L

( )

( )

where ρ, v, P, and E are the density, velocity, thermal pressure,
and total (internal plus kinetic) energy density of the gas; Eν

and Fν (Fν=|Fν|) are the specific energy density and flux of
the ionizing radiation; fν is the Eddington tensor; nhI is the
number density of neutral hydrogen; s s n n= -

H L L
3

I ( ) is
the photoionization cross section of atomic hydrogen
(σL=6.3×10−18 cm2 and hνL=13.6 eV); βHI(T) is the
collisional ionization rate coefficient; and the force exerted
by the ionizing radiation pressure is

òr
s n=

n
n

¥
f F

n

c
d . 15rad

HI
HI

L

( )

The heating and cooling are treated approximately. Here
L = +  is the sum of the rates of radiative heating  and
cooling  in units of energy per unit time per unit volume. The
heating term includes H I photoionization heating, and the
cooling term includes recombination, collisional ionization and
excitation, and bremsstrahlung cooling (Rosdahl et al. 2013).
We do not explicitly follow any metal line cooling or other
heating/cooling mechanisms. Instead, following Gritschneder
et al. (2009), we assume an isothermal equation of state
(adiabatic index of γ=1) to approximate a complex thermal
exchange mechanism such that adiabatic compression and
expansion retain the isothermality of the gas.5

The external random force field fstir is applied to excite
turbulent flow (e.g., Kritsuk et al. 2007; Federrath et al. 2010).

Figure 2. Schematic illustration of the simulation setup. Our simulation boxes
represent a patch of the H II region in a GMC irradiated by a single stellar
population with an ionizing luminosity Nion . Initially, the R-type I-front
propagates rapidly to the Strömgren radius RS, and then the H II region
gradually grows by the D-type I-front. A patch of size L located at a distance d
from the stellar source is characterized by the initial mean density n0¯ ,
temperature T0, rms turbulent velocity σv, and total gas column density NH¯ .

4 In this case, the gas is subsonic within the H II regions but supersonic for
neutral gas ahead of the I-front. When s - T12.8 km sv 4

1 2 1, the gas becomes
supersonic in all regions.

5 In this way, the neutral gas ahead of the I-front remains at the isothermal
initial temperature T0 (=100 K), and the photoionized gas retains an
approximate isothermality at ∼104 K.
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We assume a Gaussian random field with a flat power spectrum
with power only in the first four largest Fourier modes. We
apply a Helmholtz decomposition to the field to produce a
different mode (solenoidal or compressive) of large-scale
forcing depending on its physical origin, which is parameter-
ized by the forcing parameter ζ (ζ=1 for purely solenoidal
and ζ=0 for purely compressive). The amplitude of the
forcing field is chosen to maintain an rms velocity dispersion
of the turbulence of interest. The details are described in
Appendix A.

The incident spectrum nF inc from a star-forming region is
produced by a starburst based on the binary stellar population
synthesis code BPASS (Eldridge et al. 2017). The important
dimensionless number is the ionization parameter at the
incident face,

ò
n

n
= =

n

n
¥


F

n c n c

F d

h

1
. 16ion

inc

0 0

inc

L¯ ¯
( )

For example, at the ionization parameter = ´ - 1.3 10 2 and
= -n 500 cm0

3¯ , the incident flux is = ´ - -F 2 10 s cmion
inc 11 1 2.

This corresponds to a slab located ;2–10 pc away from a
single stellar population with an ionizing photon production
rate of ;1050–1051 s−1. These values roughly match with those
found in global simulations of ∼104–106Me GMCs (e.g.,
Geen et al. 2015, 2016; Kim et al. 2018).

Using the line-of-sight H I column densities NHI measured
from the outcoming face of the slab, the LyC leakage is
defined as the transmitted fraction of ionizing photons with
frequency ν,

òn = s
¥

- e P N dN , 17N
LyC

0
HI HIHI HI( ) ( ) ( )

where P(NHI) is the probability distribution function (PDF) of
NHI column densities along all sight lines. By integrating over
all photons escaping from the slab, the LyC escape fraction is

given by
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Note that the escape fraction can also be measured by directly
taking the ratio between incoming and outcoming fluxes. Both
NHI- and flux-based estimators agree well (Trebitsch et al.
2017). We also verified that our frequency-dependent definition
gives consistent results with the frequency-integrated RHD
simulations. We use the NHI-based estimator, Equations (17)
and (18), to measure the LyC escape fraction throughout this
paper.

3.2. RHD Turbulence Simulations

We simulate the above problem using RAMSES-RT (Teyssier
2002; Rosdahl et al. 2013). It employs a second-order Godnouv
method to solve an Eulerian fully coupled RHD on an adaptive
mesh refinement grid, and the RT is solved by the moment
method. We use a static uniform grid with 1283 resolution with
a box of L=5 pc on a side. We use the MUSCL scheme with
the HLLC solver for hydrodynamics with the MinMod slope
limiter and a Courant time-step factor of 0.1. For the isothermal
equation of state, we set the adiabatic index close to unity
γ≈1 to avoid division by zero. For radiative transport, the
HLL solver is used to accurately track the shadowing behind
dense gas. We use a single frequency group integrated over
13.6eV <hν<24.6 eV, the M1 closure for the Eddington
tensor, and the on-the-spot approximation. We used the
reduced speed-of-light approximation (RLSA) with 10−3c to
avoid a prohibitively long time integration. We have also tested
the convergence with 10−2c for a fiducial model and found the
converging results.
To perform the RHD turbulence simulations, we have first

generated initial conditions by running isothermal turbulence
simulations without RT. We set the initial density to

= -n 500 cm0
3¯ and temperature T0=100 K with the periodic

Table 1
Simulation Setupa

Name n0¯ σv Fion
inc NH,0¯  I,0 ζ Comment

(cm−3) (km s−1) (photons s−1 cm−2) (cm−2)

V18S_f2e11_RHD 500 18 2×1011 7.7×1021 0.013 20 1 Fiducial RHD runb

V9S_f2e11_RHD 500 9 2×1011 7.7×1021 0.013 10 1 Turbulence series
V2S_f2e11_RHD 500 2 2×1011 7.7×1021 0.013 2 1 Turbulence series
V18S_f2e10_RHD 500 18 2×1010 7.7×1021 0.0013 20 1 Ionizing photon production efficiency series
V18S_f8e10_RHD 500 18 8×1010 7.7×1021 0.0052 20 1 Ionizing photon production efficiency seriesc

V18S_f1e11_RHD 500 18 1×1011 7.7×1021 0.0065 20 1 Ionizing photon production efficiency series
V18S_f4e11_RHD 500 18 4×1011 7.7×1021 0.026 20 1 Ionizing photon production efficiency series
V18S_f8e11_RHD 500 18 8×1011 7.7×1021 0.052 20 1 Ionizing photon production efficiency series
V18C_f2e11_RHD 500 18 2×1011 7.7×1021 0.013 20 0 Compressive forcing
V18S_f2e11_RT 500 18 2×1011 7.7×1021 0.013 20 1 Postprocessed RT1

V18S_f2e11_RHD-RP 500 18 2×1011 7.7×1021 0.013 20 1 RHD without radiation pressuree

Notes.
a For all runs, the size of the simulation box is L=5 pc, and the initial gas temperature is 100 K.
b For the fiducial run, tbreak≈1.1 Myr, which is converged with respect to the RSLA. However, to ensure the robustness of the conclusion, we express our results in
units of tbreak, thereby factoring out the potential sensitivity to the RSLA.
c For comparison, we also run a low velocity dispersion simulation with σv=2 km s−1, keeping all other parameters the same.
1 The postprocessed RT solves only the RT equations, keeping the density and velocity fields fixed at the initial condition. This effectively corresponds to setting
∇P=0, fstir=0, and frad=0 in Equations (10) and (11).
e The radiation pressure is switched off by setting frad=0 in Equations (10) and (11).
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boundary condition at all faces. In order to drive turbulence, we
perturb the flow with a Gaussian random field with power only
at large scales following the method of Robertson & Goldreich
(2012, 2018; see Appendix A) with an appropriate choice of
the forcing parameter; we set ζ=1 for a fiducial run. We
evolve the system for a few tens of Eddy turnover times
∼10Teddy, where Teddy=L/(2σv), to ensure that the statistical
steady state is reached. We then use the snapshot after 2Teddy
time as an initial condition for the corresponding RHD
turbulence simulation.

Using the initial condition, we then restart the simulation
with full RHD. Both turbulence driving and RT are activated.
The box is irradiated from the left boundary with an ionizing
flux = ´ - -F 1 4 10 s cmion

inc 11 1 2– (the corresponding ionization
parameters are shown in Table 1). We use the spectrum-
integrated cross section corresponding to the spectral shape of
the incoming ionizing radiation consistent with the BPASS
stellar population synthesis code. We set a reflective boundary
condition at the left boundary face and an outflow boundary
condition at the right boundary face but otherwise set a periodic
boundary condition. We then evolve the system for 2 Myr. In
order to investigate the conditions for LyC leakage, we have
varied the simulation setup and parameters, which are
summarized in Table 1.

3.3. Monte Carlo Lyα RT

We employ the Monte Carlo RT code TLAC (Gronke &
Dijkstra 2014). Monte Carlo RT codes track individual photon

packages on their trajectory while simultaneously keeping track
of their frequency. This includes the change of direction and
the shift in frequency (mostly) due to Doppler shifting during a
scattering event and a bulk motion (see, e.g., Dijkstra 2017).
As input, we used the simulated H I number density,

temperature, and velocities on the Cartesian grid with a spatial
resolution equal to the RAMSES-RT runs. We injected Lyα
photons at the line center from the left boundary of the box
(x= 0). We employed ∼104 photon packets with a dynamical
core-skipping scheme (Smith et al. 2015). The emergent Lyα line
profile is composed of the frequencies of the photons escaping in
the positive x-direction. To include the backscattering, we have
mirrored the structure around the x=0 axis. Thus, in practice, the
Lyα RT is done on the 256×128×128 grid with a source at
the x=0 plane. For the y and z boundaries, we used a periodic
boundary condition. Therefore, our simulated geometry corre-
sponds to that of a semi-infinite slab (Neufeld 1990).6

We ignore the contribution from the Lyα emission by the
recombination within the simulated volume. As we expect that
the Lyα photons are generated at a denser inner region in a

Figure 3. Projected maps (side view) of gas density nH, mass-weighted temperature T, and ionized fraction xHII as a function of time from left to right (shown is the
run V18S_f2e11_RHD). The map is 5 pc side–1, and the 1 pc length is indicated at the bottom right corner. The ionizing radiation is coming from the left boundary in
all panels. An animated version of this figure is downloadable fromhttp://www.star.ucl.ac.uk/~kakiichi/.

Figure 4. Projected maps (when viewed from the outflow boundary face) of H I column density NHI as a function of time from left to right (as in Figure 3, the
snapshots at t=0.1, 0.05, 0.10, 0.25, 0.50, 1.0, and 1.5 Myr of V18S_f2e11_RHD are shown). The viewing direction is toward the nonperiodic outcoming face.

6 We expect that the difference between semi-infinite slab and spherical
geometry gives rise to the difference in peak separation by∼20% based on the
analytic solutions (Adams 1972; Neufeld 1990; Dijkstra et al. 2006). On the
other hand, slab geometry has the advantage of being able to more accurately
capture the shadowing effect of ionizing radiation in the moment-based RT
method because the shadowing structure aligns with the grids, whereas a
spherical geometry more easily suffers from numerical diffusivity because of
the nonalignment between shadows and grids. As the mechanism for creating
ionized channels is critical for the escape of ionizing and Lyα photons, for the
purpose of numerical experiments, we adopted the slab geometry.
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realistic H II region, we believe that neglecting the emission
within a simulated volume is a fair first approximation. The
Lyα emission within a volume would likely increase the
contribution from a density-bounded channel (ionized) to the
total Lyα line profile. We defer a detailed study to future work.
For the purposes of our idealized numerical experiments, we
adopt this simple approach.

4. Results

4.1. LyC Escape Fraction

Here we present an overview of the LyC leakage from
a (patch of) the H II region in turbulent molecular clouds.
In Figure 3, we show the time evolution of the RHD
turbulence.

Ionizing radiation propagates anisotropically. The photons
race ahead in the directions of low column densities opened up
by the turbulent fluctuations. The D-type I-fronts do so by
creating shocks by the photoheating across the H II region and
the ambient neutral medium, which evacuates the gas
effectively in the low column density channels. Figure 4
confirms the presence of channels of leaking radiation. As
supersonic turbulence changes its structure faster than the
speed of the D-type I-front of the order of the sound speed of
the ionized gas, the low column density channels are not
opened long enough to sustain the escape of ionizing radiation
in the same directions. Instead, the system changes the structure
of escaping channels over the Eddy turnover timescale

s» - -T L245 5 pc 10 km s kyrveddy
1 1( )( ) . The I-fronts dras-

tically slow down or even halt as soon as dense clumps and
filaments are created ahead of them by supersonic shocks in
turbulence. That is, LyC photons in a driven turbulent medium
need to propagate through a dynamic, constantly changing
“maze” before leaking out of the system.

These turbulent fluctuations introduce the stochastic varia-
bility in the escape fraction on the ∼100 kyr timescale. The
time evolution of the escape fraction is shown in Figure 5. For
example, the peak at ;0.5 Myr corresponds to the timing of
the opening of a large channel (see Figure 3). Note that this
turbulent variability is smaller than the longer ∼10Myr
timescale variability associated with the supernova feedback
that exhibits a large fesc

LyC variation, as the inactive phase of the
feedback can completely shut off the leakage.

While the turbulent fluctuations allow LyC photons to leak
out at an early time, the timing at which the breakout of the
average I-fronts occurs is delayed. In simulations, we define the
breakout time as a time when more than 95% of the entire
medium is ionized. This gives tbreak≈1.1Myr for the fiducial
RHD run. For a homogeneous slab, the breakout time of the
D-type I-front can be computed analytically,
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for the same parameters used in the fiducial run. Evidently, the
average I-front breakout time is delayed for a turbulent
medium. There are two reasons for this delay in the breakout
time. When the rms turbulent velocity in the H II region
remains supersonic (s > » -c T12.8 km sv II 4

1 2 1), the density
fluctuations can enhance the recombination rate, causing the
slowdown of the average I-fronts. In addition, the I-front
shock–turbulence interaction transports the warm neutral gas

ahead of the I-front. This increases the thermal pressure of the
ambient gas into which the D-type I-front is propagating. This
decrease in the thermal pressure gradient and the additional
turbulent ram pressure may also contribute to the slowdown of
the average speed of the D-type I-front (Tremblin et al. 2014;
Geen et al. 2015).
After the breakout t>tbreak, LyC leakage is regulated by the

balance between the recombination rate in the H II region and
the incident ionizing flux from the source, approaching the
asymptotic value set by the density-bound regime. The time
variability settles down as the medium becomes fully ionized
and the gas evacuates the box. Since the mechanism of escape
is different before and after the breakout that is dominated by
either the ionization-bound or density-bound LyC leakage, it is
convenient to understand the leaking mechanism in units of the
breakout time. We follow this convention in the rest of the
paper.

4.2. Covering Fraction, Kinematics, and Ionizing Photon
Production Efficiency

The leakage through the turbulent H II regions introduces the
correlation of LyC escape fraction with the H I covering
fraction, kinematics, and ionizing photon production efficiency.
The PDFs of the H I column densities in Figure 6 show the

two clear channels of LyC photons: one corresponding to the
photoionized density-bound channels (NHI≈1017−18 cm−2)
where LyC escapes and another corresponding to the neutral
ionization-bound channels (NHI≈1021−22 cm−2) where the
I-fronts still reside within the system. As LyC photons escape
through narrow photoionized channels, a large fraction of
hydrogen can be retained in a neutral phase, allowing high LyC
leakage with a high average H I column density 〈NHI〉 (see
Figure 7). As a result, the 〈NHI〉 of a system may not give a
clear indicator of LyC leakage.
The quantity that is better correlated with the LyC escape

fractions is the H I covering fraction. We define the covering
fraction, fcov(>NHI), as the fraction of sight lines with H I
column densities greater than NHI. We compute the covering
fraction of optically thick sight lines with less than 1% leakage

Figure 5. Time evolution of the LyC escape fraction (solid line, left y-axis) and
covering fraction of optically thick gas NHI>7.3×1017 cm−2 (dashed–
dotted line, right y-axis) in the V18S_f2e11_RHD run. The vertical dotted line
indicates the I-front breakout time tbreak≈1.1 Myr. The asymptotic analytic
limit of the LyC escape fraction for a fully density-bound nebula, Equation (21),
is indicated by the horizontal dashed line.
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at the Lyman limit7 corresponding to an H I column density
more than s= - ´- -N ln 0.01 7.3 10 cmLHI

thick 1 17 2 .
Figure 8 shows the correlation between the LyC escape

fraction and the covering fraction. Before the breakout of the
average I-front, LyC escape is directly correlated with the H I

covering fraction, which leads to a linear relation µfesc
LyC

- >f N1 cov HI
thick( ). However, as the photoionized channels are

not empty, the escape fraction is lower because photons
recombine inside them, causing < - >f f N1esc

LyC
cov HI

thick( ).
While a low covering fraction is a necessary condition for high
LyC leakage, a measure of the covering fraction places only an
upper limit on the escape fraction (Vasei et al. 2016).
The turbulent kinematics also influences the properties of the

photoionized channels. For increasing turbulent velocities,
there is a larger probability for lower densities to occur, which
leads to less recombination within the channels. This further
implies a higher LyC escape fraction at a given covering
fraction. The resulting relation is therefore the combination of
covering and transmitted fractions of LyC photons through the
photoionized channels,

s» - >f f f N1 . 20vesc
LyC

tr cov HI
thick( )[ ( )] ( )

In our simulations, we find that the transmitted fractions are
s »f 0.28, 0.36, 0.55vtr ( ) { } for σv={2, 9, 18} km s−1 by

fitting the linear relation to the numerical results.
After the average breakout of the I-fronts, because the

system is dominated by density-bound channels, there is little
correlation between the escape fraction and the covering
fraction. The escape fraction is now regulated by the
recombination rate in the H II region. At the density-bound
dominated regime, the escape fraction is set by the balance
between incident ionizing flux and recombination rate in the
photoionized medium,
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where P nV e II( ∣ ) is the volume-weighted density PDF of the
ionized gas with a Mach numberII.
In Figure 9, we show the relation between the escape fraction

and the incident ionizing flux. At the density-bound dominated
regime, the escape fraction increases with the incident ionizing
flux (ionizing photon production efficiency), as expected from
Equation (21) (see Section 2). The ionizing photon production
efficiency of the stellar population affects the LyC escape as
harder sources induce more photoionization, making it easier
for photons to escape. This intrinsic dependence of the LyC
escape fraction on ionizing photon production efficiency means
that spectrally harder sources, common for higher redshifts and
fainter objects (e.g., Matthee et al. 2017; Harikane et al. 2018),
may be able to deposit more ionizing photons into the
surroundings because both the LyC escape fraction and
ionizing photon production efficiency can increase the total
escaping LyC luminosity, x xµf SFResc

LyC
ion ion( ) .

While the escape fraction can consistently be >10% after
the breakout, a higher level of turbulence will somewhat reduce
the LyC escape in the density-bound dominated regime (see
Figure 9). When the turbulent fluctuations are supersonic inside
the H II region, the density fluctuations introduce the clumping
of gas with an associated clumping factor,8
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Figure 7. Correlation between LyC escape fraction and average H I column
density 〈NHI〉 of the H II regions. The results from three runs (squares:
V2S_f2e11_RHD; triangles: V9S_f2e11_RHD; circles: V18S_f2e11_RHD)
are shown. The colors indicate the time normalized by the I-front breakout time of
each simulation, t/tbreak. The dotted line indicates the escape fractions for

homogeneous media at each 〈NHI〉, =
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. The

shaded region marks the approximate transition between nebulae dominated by
density- and ionization-bound channels. The figure shows that the turbulent H II
regions allow high LyC escape fractions as the photons leak through narrow holes
but retain high average H I column densities over the entire system.

Figure 6. The PDF of the H I column densities, NHI, at 0.01, 0.10, 0.25, 0.50,
and 1.50 Myr in the V18S_f2e11_RHD run. The column density at which a
channel becomes optically thick with less than 1% LyC leakage at the Lyman
limit is indicated by the vertical dotted line.

7 The Lyman limit column density s= -N 1 LHI
LL 1 is the value at which the gas

starts to be optically thick, but at the column density, the transmission
e−1≈0.37 is still appreciably large.

8 The approximate equality is derived using the lognormal density PDF for
solenoidal turbulence (e.g., Federrath et al. 2010). In our simulations, assuming
the lognormal PDF for the ionized gas gives a clumping factor accurate to
∼5% to the simulated value.
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This leads to a reduction of the escape fraction due to the
enhanced recombination rate. For the σv=18 km s−1 RHD
turbulence simulation, we find » 1.1II and the clumping
factor »  1.2II( ) in the photoionized gas. The effect only
becomes prominent for a very high value of turbulent velocity
dispersion s > -T12.8 km sv 4

1 2 1 that can maintain supersonic

fluctuations in the photoheated gas > 1II . For a modest
velocity dispersion s < -T12.8 km sv 4

1 2 1, e.g., in the Milky
Way–like GMCs, the photoionized gas remains subsonic,

< 1II . Because the thermal gas pressure smooths out the
density perturbations within a few sound-crossing timescales
faster than turbulent mixing, the density clumping is modest
(Konstandin et al. 2012). Indeed, in the simulations with
σv=2, 9 km s−1 ( = 0.1, 0.6II ), the clumping factors of
the ionized gas remain as =  1II( ) . Subsonic turbulence
inside the H II region thus has a negligible effect on the density-
bound value of the LyC escape fraction.
In both the density- and ionization-bound dominated

regimes, turbulent H II regions introduce a diversity in fesc
LyC

for a given H I covering fraction and ionizing photon
production efficiency.

4.3. Role of Turbulence and Radiative Feedback

The presence of turbulence alone is not a sufficient condition
to trigger high LyC leakage. The radiation–hydrodynamical
coupling, the ability to ionize the gas beyond the classical
Strömgren radius by the D-type I-front, and radiative feedback
are important for regulating LyC leakage through a turbu-
lent GMC.
To illustrate this point, we compare a simulation in which the

radiation–hydrodynamical coupling is switched off (i.e.,
postprocessed RT) with the fiducial run with the same initial
turbulence. As there is no dynamical response of gas by
photoionization or radiation pressure, the I-front remains as the
R-type in the postprocessed RT. In this case, if the initial gas
column density is larger than
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the I-front is kept trapped within a cloud. This is the regime
similar to that studied by Safarzadeh & Scannapieco (2016).
Comparison with the fiducial run is shown in Figure 10. After
several recombination times, the R-type I-front reaches a
steady state and is effectively frozen in. Although the
turbulence density fluctuations create lower column density
channels by a few orders of magnitude around the mean (e.g.,
Federrath et al. 2010), there remains a substantial optical
depth even along the lowest column density channels. Thus,
the total increase in LyC escape by turbulent fluctuations
remains modest. For example, we find only f 0.008esc

LyC  in
the R-type I-front simulation by postprocessing RT, whereas
the full RHD simulation of the D-type I-front can reach

f 0.10esc
LyC after ∼1Myr. The photoheating across the

I-front and the associated shocks offer an effective means
for LyC photons to evacuate efficiently through low column
density channels.
The inefficiency of turbulent fluctuations when creating

NHI<1017 cm−2 channels is not surprising, as the typical
surface densities of GMCs are Σcloud∼10–1000Me pc−2 (see
Leroy et al. 2015, for a recent compilation and references
therein), corresponding to the total hydrogen column density
from the center of the spherical cloud to the outer radius,
NH=(3/4)(Σcloud/mH)∼1021–1023cm−2. This means that
about 4−7 orders of magnitude fluctuations in column densities
within a cloud are required to produce NHI1017 cm−2

Figure 8. Correlation between LyC escape fraction and covering fraction of
optically thick gas. The results from three runs (squares: V2S_f2e11_RHD;
triangles: V9S_f2e11_RHD; circles: V18S_f2e11_RHD) are shown. The
colors indicate the time normalized by the I-front breakout time of each
simulation, t/tbreak. Linear relations, µ -f f1esc

LyC
cov, with different slopes,

0.2, 0.4, 0.6, 0.8, and 1.0, are indicated by dotted lines. The shaded region
marks the approximate transition between nebulae dominated by ionization-
and density-bound channels before and after the breakout of the average
I-front.

Figure 9. Correlation between LyC escape fraction and incident ionizing flux
Fion

inc (a proxy for ionizing photon production efficiency ξion) at the end of the
simulations (2 Myr). For all points except the first two red points, the average
I-fronts have already broken out for all simulations, therefore indicating the
LyC escape fractions at the density-bound dominated limit. The first two red
points are zero, as the I-front does not break out before the end of the
simulation. The dashed lines indicate the expected scaling of fesc

LyC with Fion
inc in

the density-bound leakage, = -f F1 const.esc
LyC

ion
inc( ) .
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channels. In fact, following Brunt et al. (2010a, 2010b) and
Thompson & Krumholz (2016), we can estimate the fraction of
I-fronts being trapped in turbulence without radiative feedback
as
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( ) with α=2.5 being the power-

law index of the density power spectrum P(k)∝k−α (e.g.,
Krumholz 2014, for a review). The estimate suggests that only
1−ftrap≈0.06% of I-fronts in the » 10I gas in an

» -N 10 cmH
22 2¯ cloud can exit the system. For » 20I , the

fraction is still 1−ftrap≈1%. Although a higher Mach
turbulence and the associated increase in intermittency would
open up more low column density channels (Hopkins 2013;
Federrath 2013), substantial LyC escape still requires radiative
feedback in addition to turbulence (see Figure 10).

Among the two radiative feedback mechanisms—photoio-
nization heating and radiation pressure—the direct ionizing
radiation pressure plays a secondary role in evacuating the gas
through the low column density channels, in agreement with
previous studies (Rosdahl & Teyssier 2015). The relative
importance of photoionization and radiation pressure is easy to
understand by taking the thermal-to-radiation pressure ratio

(Lopez et al. 2014; McLeod et al. 2019),
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The impact of ionizing radiation pressure is less effective than
thermal pressure by photoionization heating even in the plane-
parallel geometry, which will be reduced further in a spherical
geometry by the geometric factor of r−2. The Lyα radiation
pressure may be important, although the exact degree of the
impact is still unclear (Dijkstra & Loeb 2008, 2009; Smith et al.
2017; Kimm et al. 2018). In the regimes studied, the shocks
induced by photoionization heating and turbulent fluctuations are
likely the major modes of regulating the opening of low column
density channels. In summary, we find that turbulence is not the
sole agent to regulate LyC leakage in the H II regions. Radiative
feedback and turbulence are what regulate the LyC leakage; in
particular, the photoheated I-front shock provides an effective
means for evacuating the gas through the openings of turbulence-
generated channels.

5. Lyα–LyC Connection

5.1. Physics of Lyα Line Formation

The Lyα line profiles emerging from the RHD turbulence
depend on the properties of LyC leakage. The details of Lyα
transfer are described elsewhere (see, e.g., Dijkstra 2017). Here
we summarize the relevant aspects of Lyα line formation for
LyC-leaking turbulent H II regions.

Figure 10. Effect of turbulence and radiative feedback on LyC leakage. Shown are the projected maps of the mass-weighted ionized fractions and H I column densities
in the three simulations (left: V18S_f2e11_RT, postprocessed RT (turbulence only); middle: V18S_f2e11_RHD-RP, RHD without radiation pressure (turbulence
+ photoionization feedback); right: V18S_f2e11_RHD, full RHD (turbulence + photoionization feedback + radiation pressure feedback)) at 1 Myr. The LyC
escape fractions are indicated at the bottom right corner of each top panel.
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The LyC leakage through RHD turbulence produces the two
distinctive passages for Lyα photons: one with low column
densities NHI≈1017−18 cm−2 allowing LyC escape (density-
bound channels) and another with NHI≈1021−22 cm−2 that
remains optically thick to LyC (ionization-bound channels; see
Figure 6). This bimodal H I distribution corresponds to that of
the “picket-fence” or “holes” model often used to interpret
observations (Zackrisson et al. 2013; Reddy et al. 2016; Steidel
et al. 2018). Here such geometry of H I gas arises naturally as a
consequence of the RHD turbulence.

The Lyα optical depth at a frequency x=(ν−να)/ΔνD is
τα=τα,0f(x), where να is the resonant frequency, ΔνD=ναb/c
is the Doppler width (b is the Doppler b-parameter), f(x) is the
Voigt profile, τα,0=σα,0NHI is the optical depth at line center,
and s » ´a

- -T5.9 10 cm0
14

4
1 2 2 is the line center Lyα cross

section. The gas above the H I column density,

s> » ´a
-N T1 1.7 10 cm , 27H ,0

13
4
1 2 2

I ( )

is optically thick to the photons emitted at line center. Therefore,
Lyα photons are more susceptible to the amount of (residual)
neutral hydrogen compared to the column density (NHI
1017−18 cm−2) required for LyC photons to escape. For example,
in the fiducial simulation, the photoionized LyC escaping channels
(having the residual H I fractions, xHI≈αBnH/Γ∼10

−4−10−5,
and the gas density, nH∼200 cm

−3) have an average H I column
density of

» ´ -N 2.4 10 cm , 28H ,channel
17 2

I
¯ ( )

filling up 1−fcov fraction of sight lines around ionizing sources.
The Lyα photons emitted at the line center therefore cannot
freely stream out. Instead, they experience appreciable
scattering events before escape. The resulting Lyα profile is
therefore strongly influenced by the availability, H I column
density, and kinematics of LyC escape channels.

The turbulence also introduces both density and velocity
fluctuations that would influence the fate of the Lyα photons.
Gronke et al. (2016, 2017) detailed the Lyα transfer
mechanism through a clumpy medium and found that Lyα
photons can escape via either (i) a “single flight” or “excursion”
after core or wing scatterings, i.e., similar to a homogeneous
slab (Osterbrock 1962; Adams 1972), or (ii) a “random walk”
between clumps (Hansen & Oh 2006). These two different
modes of Lyα escape subsequently leave an imprint on the
emergent Lyα spectrum, most easily identified by the flux at
line center. Since the filling factor of the optically thick gas to
Lyα photons is high both inside the H II region and in the
underdense regions of turbulence, there is little room for Lyα
photons to freely travel between the clumps in a turbulent H II
region. Therefore, for our parameter space studied, the photons
escape primarily by the former mechanism, i.e., via single flight
or excursion.9 If the H I column density of a channel is
optically thick to the Doppler core but optically thin to the
Lorentzian wing, Lyα photons escape via a single flight
after the frequency is shifted out of the core. Such escape
is dominant in low-NHI channels with (Osterbrock 1962;

Zheng & Miralda-Escudé 2002)

s f
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where x*=3.26 is the core–wing transition frequency at
T=104 K. On the other hand, if the gas remains optically thick
far in the wing, Lyα photons primarily escape via diffusion in
the frequency space after multiple wing scatterings, that is, via
excursion. This escape is dominant in high-NHI channels with
(Neufeld 1990; Dijkstra et al. 2006)

s
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where av=4.7×10−4 is the Voigt parameter at T=104 K.
The resulting Lyα spectrum in the RHD turbulence is therefore
controlled by the combination of the above mechanisms.
In summary, the above Lyα transfer mechanism in a

turbulent H II region produces diverse Lyα line profiles,
including narrow double-peak profiles with high LyC escape
fractions. In Figure 11, we show a case that reproduces the
observed Lyα profile of a z∼0.3 LyC-leaking galaxy (J1154
+2443; Izotov et al. 2018a). Although we admittedly chose a
simulation that resembles the observation, the match is worth
noting, given that the required multiphase structure and the
subsequent Lyα transfer naturally emerge from an RHD
turbulence simulation representing the H II region in a GMC.
To understand the formation mechanism of Lyα spectra in

detail, in Figure 12, we have decomposed three representative

Figure 11. Comparison of the emergent Lyα line profile from the RHD
turbulence simulation (V18S_f2e11_RHD at t=0.5 Myr) with the observed
COS spectrum of a LyC-leaking galaxy, J1154+2443 (Izotov et al. 2018a).
The three simulated spectra correspond to one at the spectral resolution of the
simulation (blue dashed line), one at the COS resolution (R = 15,000; red
dashed line), and one with the CGM attenuation model of Kakiichi & Dijkstra
(2018) at the COS resolution (red solid line). Regardless of the additional
uncertainty from the CGM, Lyα transfer through the turbulent LyC-leaking
H II region can explain the observed spectrum reasonably well.

9 Although we find Lyα escape mostly via a single flight or excursion, we
expect that the contribution from escape via random walk may increase if
extreme turbulence maintains a high level of density fluctuations in the H II
region. Then, Lyα escape via random walk through clumpy channels will
contribute to the residual nonzero flux at line center.
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Lyα spectra10 as a function of the integrated H I column density
seen by each Lyα photon. Here NHI,Lyα is the H I column
density integrated along the path of a Lyα photon. This allows
us to quantify the contributions of Lyα photons escaping
through various paths to the total Lyα profiles (top panels).
Because a Lyα photon travels in a zigzag path through a
medium by scattering, its integrated path is longer than the
length of the simulation box, leading NHI,Lyα to be generally
larger than the physical NHI. Figure 12 clearly shows that the
two distinct passages of Lyα photons through density- and
ionization-bound channels contribute differently to the various
components (peaks and broad wings) of the Lyα profile. The
origin of each component is detailed below.

5.2. Origin of the Peak Separation

In a LyC-leaking H II region, the Lyα peak separation is
determined by the H I column density and temperature of the
photoionized LyC escaping channels. Figure 12 shows that when
a system shows a high LyC leakage, f 10%esc

LyC , the Lyα
photons propagating through density-bound channels dominate the
location of the Lyα peaks, whereas when there are no or few holes
through which LyC photons can escape, a broad peak separation is
produced. In the latter case, as the majority of the I-fronts are still
bound within a cloud, most of the Lyα photons need to escape by
scattering through optically thick, ionization-bound channels of
NHI>10

21 cm−2. This inevitably leads to a broad Lyα peak
separation and low LyC escape fraction. On the other hand, the

formation of a narrow peak separation occurs as soon as the LyC
escape channels open up, and Lyα photons can escape through
paths of lower column density (Dijkstra et al. 2016a; Eide et al.
2018). As this can happen before the breakout of the average
I-fronts, t<tbreak, the separation remains approximately constant
even after the breakout (Δvpeak≈100–200 km s−1). This reflects
the fact that the peak separation is controlled by the H I column
density of the photoionized channels but not by the total averaged
H I of the entire medium 〈NHI〉 (see Figure 7).
The resulting correlation between the peak separation and LyC

escape fraction is shown in Figure 13. The simulations show the
anticorrelation in agreement with the observed trend (Verhamme
et al. 2017; Izotov et al. 2018b). The three representative Lyα
spectra (see Figure 12) occupy different regions of the diagram,
illustrating how different LyC leakage mechanisms can lead to the
Lyα peak separation–LyC escape fraction correlation.
The peak separation of a LyC-leaking H II region can be

estimated analytically. Because at the H I column density of the
density-bound channels, NHI≈1017−18 cm−2, the gas is optically
thin to the wing, Lyα photons escape freely once the frequency is
shifted out of the Doppler core (i.e., via single flight). Therefore,
by solving t t= <a a

-e 1x
,0

2
, we find the escape frequency of

t> ax ln ,0 (Osterbrock 1962; Zheng & Miralda-Escudé 2002).
The peak separation is then estimated by11
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Figure 12. Two-dimensional Lyα spectra decomposed with respect to the total H I column density integrated along the path of a Lyα photon, NHI,Lyα. The projection
along each axis corresponds to the total Lyα profile (black line, top panels) and the NHI,Lyα PDF (solid line, right panels) normalized at their maximum values. The red
and blue lines show the contributions of the photons experiencing <a

-Nlog cm 20H10 ,Ly
2

I and >20, which approximately indicates the photons through
photoionized LyC escape channels and optically thick density-bound channels. For reference, a dotted line shows the physical NHI distribution for each snapshot. The
spectra are drawn from the V18S_f2e11_RHD simulation at the three different times bracketing the three representative cases (ionization-bound dominated limit,
mixed case, and density-bound dominated limit).

10 The Lyα spectra are computed using all Lyα photons escaping in all
directions at the outcoming face of the box. The difference between angular-
and line of sight–averaged spectra affects the emergent line profiles. For
example, if we were to compute the Lyα spectra using only photons escaping
along the line of sight of an observer, we would expect that the relative
importance of the escape through density-bound channels (which form a
narrow Lyα peak separation) would increase, as these photons would more
likely escape along the line of sight than those scattered through the high
column density regions.

11 Note that bth=cs,II for hydrogen-only isothermal gas, as assumed in this
paper. In general, the thermal velocity =b k T m2th B H and sound speed

g m=c k T ms B H( ) differ, i.e., m g=b c2th s. As we show in Section 5.4,
the impact of microturbulence is small, i.e., = + »b b b bth turb th. Thus,
Equation (31) is a valid estimate for the Lyα peak separation through a
turbulent LyC-leaking H II region, as we study in this paper.
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Evaluating at the values found in the simulation =NH ,channelI
¯

´ -2.4 10 cm17 2 and T=2×104 K, we find

D » -v 110 km s , 32peak
1 ( )

in agreement with the simulated peak separation. Note that, in
this case, the peak separation depends weakly on the H I column
density of the channels ranging only ∼90–120 km s−1 over

< <N16 log cm 18H10
2

I but more sensitively on the temper-
ature of the channels to nearly ∝T1/2 (more precisely, the
Doppler b-parameter). The peak separation can vary from
∼80 to 235 km s−1 over T=104−5 K (b=12.8–40.5 km s−1).
This is a direct consequence of the Doppler core scattering. As a
corollary, it is possible that the leakage of hot gas through the
channels in the H II regions (Lopez et al. 2011, 2014) elevates the
Lyα peak separation. This contrasts with the estimate Dvpeak 

- -T N300 10 cm km sH4
1 6 20 2 1 3 1

I( ) for NHI1018 cm−2 (e.g.,
Adams 1972; Dijkstra 2017), where the peak separation depends
mostly on the H I column density. This regime is only valid when
Lyα photons escape via excursion and thus only applies to an
ionization-bound dominated system with high H I coverage in
nearly all directions. This dichotomy is in accordance with the
Monte Carlo calculation of Verhamme et al. (2015), where the
peak separation of a homogeneous shell spans these two regimes
depending on the H I column densities.

The fact that the Lyα peak separation of a high LyC-leaking
medium reflects the H I column density of the escape channels
instead of the average H I of the system has an observational
implication. Abundant H I gas of mass MHI∼107−9Me in
blue compact dwarf galaxies (Thuan et al. 2016; McKinney
et al. 2019) and the LARS sample selected to be comparable to
high-z LAEs and LBGs (Pardy et al. 2014, 2016; Puschnig
et al. 2017) is revealed by 21 cm observations. This
corresponds to the average H I column density of á ñ ~NH I

´ - -M M R5 10 cm 10 5 kpc19 2
HI

7 2( )( ) . At face value, this
seems to exceed the value that allows narrow Lyα peak
separation and high LyC leakage. This, however, can be
explained if a galaxy consists of an ensemble of LyC-leaking
H II regions that are multiphase, for example, those generated
by RHD turbulence. In such a system, while the Lyα peak
separation and LyC leakage are regulated by the escape of the

photons through low column density channels, the majority of
H I still resides in the neutral phase, keeping the average H I
column density of the system high, as observed by the 21 cm
line. Similar arguments may apply for the high H I coverage
found in gamma-ray burst host galaxies (Tanvir et al. 2019).
However, as both the covering fraction and the derived column
density depend on the modeling of the absorption lines, we
defer a detailed comparison to future work.

5.3. Origin of the Peak Asymmetry

The Lyα peak asymmetry also reflects the multiphase nature
of the turbulent H II regions. When Lyα escapes, some of the
Lyα photons need to undergo multiple scattering events
through optically thick channels before the complete I-front
breakout occurs. These photons diffuse more in frequency
space and produce a broad wing component (|v|250 km s−1)
of the emergent Lyα profile. This component is clearly seen in
Figure 12 when the optically thick ionization-bound channels exist.
The presence of multiple routes of Lyα escape can be

quantified by the asymmetry parameter of the red Lyα peak, Af,
defined as the ratio of the blue-to-red flux of the red peak,
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where fλ is the flux,lpeak
red is the wavelength at the red peak, and

λvalley is the wavelength at the minimum between the red and
blue peaks. This is similar to the asymmetry statistics
introduced by Rhoads et al. (2003). Figure 13 shows the
relation between the red peak asymmetry parameter and LyC
escape fraction. The shaded regions in the diagram mark the
approximate regions occupied by the different LyC leakage
mechanisms (associated with the three representative Lyα
spectra shown in Figure 12). The simulations indicate that the
Lyα peak asymmetry is high (Af3) when both optically thin
and thick channels coexist, whereas the asymmetry is low
(Af3) when the medium is dominated either by ionization-
or density-bound channels, in which only one type of Lyα
escape is possible (either via single flight or excursion). This
means that the anisotropic LyC leakage through holes in a

Figure 13. Left: relation between the Lyα peak separation Δvpeak and LyC escape fraction fesc
LyC. Right: relation between the Lyα red asymmetry Af and LyC escape

fraction fesc
LyC. The colors indicate the time normalized by the I-front breakout time of each simulation, t/tbreak, and the different symbols correspond to the three

different runs (triangles: V2S_f2e11_RHD; circles: V18S_f2e11_RHD; squares: V18C_f2e11_RHD). The error bars indicate the observed z∼3 LyC-detected
galaxies from Izotov et al. (2016, 2018a, 2018b). The shaded regions are marked to guide the different regimes of LyC leakage and the associated values of the peak
separation and asymmetry parameter (see text). The observed outlier at the highest fesc

LyC in the right panel is J1243+4646, which in fact shows a triple-peak Lyα line
profile. This means that its red peak asymmetry parameter Af becomes ill-defined. Nonetheless, for completeness, we included this object for comparison.
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turbulent H II region and isotropic LyC leakage from a fully
density-bound H II region can be distinguishable by measure-
ment of the peak asymmetry. While both mechanisms allow a
high LyC escape fraction f 10%esc

LyC , the former favors
a high asymmetry parameter (Af3), whereas the latter is
associated with a low asymmetry parameter (Af3).

We have measured the red peak asymmetry parameter using
the archival COS Lyα spectra of the z∼0.3 LyC-detected
sample of Izotov et al. (2016, 2018a, 2018b; see Appendix B).
Comparison with the simulation suggests that there may be a
tentative trend indicating various LyC leakage mechanisms in
the observed LyC-detected galaxies. A detailed analysis of the
individual objects with the synthetic H II regions is needed to
confirm the trend.

5.4. Role of Outflow and Turbulence on the Lyα Line

In order to examine the effect of kinematics on the Lyα line
profile, Figure 14 compares the two sets of Monte Carlo Lyα
RT simulations with and without the velocity fields from the
RHD turbulence.

The outflow driven by the photoionization heating (and
radiation pressure) produces the enhancement of the red peak
relative to the blue peak. An effect of outflow on the line profile
is well known (e.g., Dijkstra et al. 2006; Verhamme et al.
2006). Here the enhancement is modest, as the outflow velocity
〈v〉outflow is only a few tens of km s−1, approximately
corresponding to the expansion velocity of the I-front. Note
that our RHD turbulence simulations show a double-peaked
profile because the outflow velocity of the photoionized
channel is

sá ñ < av b Nln , 34Houtflow ,0 ,channelI
¯ ( )

where s »a
-b N Tln 40 km sH,0 ,channel 4

1 2 1
I

¯ at =NH ,channelI
¯

´ -2.4 10 cm17 2 (b≈cs,II; see below). At this modest outflow
velocity, the gas remains optically thick to the Lyα photons
emitted at line center. Therefore, the photons will be absorbed
and undergo core scattering before escape. On the other
hand, if the outflow velocity becomes faster, such that

sá ñ > av b Nln Houtflow ,0 ,channelI
¯ , the photoionized channels are

no longer optically thick to the photons emitted at line center,
which can now freely escape with fewer interactions. There-
fore, we expect that if the photoionized gas is accelerated
further by other (stellar) feedback, the emergent Lyα profile
will show a single peak component with a large Lyα flux at line
center.

In Figure 14, the effect of turbulent velocities on the peak
separation appears small. This is somewhat surprising, as the
naïve inclusion of the turbulence via a simple rescaling of the
Doppler b-parameter, D µ = + v b c 1peak s,II II

2 , suggests

an∼50% increase in the peak separation ( + =1 1.49II
2

at » 1.1II for the fiducial run), which is not observed in the
simulation. To understand correctly, we need to note that core
scattering of Lyα photons happens on a small scale of the order
of the mean free path l s= a n1mfp

core
,0 HI( ) or in units of the

length of the slab l t= aL 1mfp
core

,0. On the other hand, the rms
Mach number refers to the turbulent velocity dispersion
measured at the driving scale, i.e., at the length scale of slab
L. The turbulent cascade transfers energy from large to small
scales, with the velocity dispersion decreasing to smaller scales.

The velocity dispersion at the length scale ℓ is

s =
b

ℓ c
ℓ

ℓ
, 35v

s
s,II

⎛
⎝⎜

⎞
⎠⎟( ) ( )

where ℓs is the sonic length and β>0 is the scaling exponent
(e.g., β=(n−1)/2, where n is the power-law index of
the velocity power spectrum Pv(k)∝k− n and n=5/3 for
subsonic and 2 for supersonic turbulence; see Krumholz 2014
for a review). Therefore, the velocity dispersion at the scale of
the core mean free path is

s l t~ a
b-c . 36v mfp

core
s,II II ,0( ) ( )

Thus, we argue that more appropriate inclusion of turbulence
on the Doppler b-parameter is

t= + »a
b-b c c1 . 37s,II II

2
,0
2

s,II ( )

Figure 14. Influence of the gas kinematics of the H II region on the Lyα line
profile. The Lyα spectra from the Monte Carlo Lyα simulations based on
V18S_f2e11_RHD with (solid) and without (dashed) the velocity field are
shown for the three representative snapshots.
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As τα,0∼104 along the photoionized channels, the turbulent
velocity dispersion becomes negligibly small due to the
turbulence cascade to the small scale of core scattering.12

Thus, to first order, the effect of turbulence on the peak
separation remains small. A more precise estimate would defer
from this, as the turbulent velocity field is spatially correlated.
We do not examine the precise influence of turbulence on
spectral lines (Mihalas 1978; Silant’ev et al. 2006), which may
become increasingly important for a highly supersonic H II

region ( 1II  ).

5.5. Shocked H I Shell and Fermi Acceleration?

We end by discussing the formation and destruction of the
H I shell upon the propagation of the D-type I-front and
the influence on the Lyα profile. In a homogeneous medium,
the D-type I-front creates a shell of neutral hydrogen by the
propagation of the photoheated shock front at the boundary of
the H II region (Whalen et al. 2004; Hosokawa & Inutsuka
2006), providing a probable mechanism for the classic shell
model of Lyα RT. However, in a turbulent medium, this
H I shell is constantly perturbed by the turbulent flow as the
I-front shock propagates through the system, making its fate
unclear.

Figure 15 shows the structure across the I-front for different
turbulent velocities, indicating that an H I shell-like structure
is disturbed for increasing turbulence. As the velocity of
the shocked shell is of the order of the sound speed

~ -v c T12.8 km sssh ,II 4
1 2 1 , with increasing turbulent velo-

cities, the timescale of the supersonic turbulent mixing
becomes comparable to or faster than the speed that the I-front
shock sweeps up the neutral material, σv>vsh. This causes the
I-front shock to be constantly destroyed and mixed up with
the neutral turbulent gas ahead of the I-front as soon as the H I
shell develops. The simulations indicate that this is the case,
and the H I shell is not formed for a higher Mach number. For a
lower Mach number, the remnant of the shell structure is still
visible and would survive on the order of the Eddy turnover
timescale.

This dispersal of the H I shell and the small shock velocity
limit the efficiency of blue wing and bump production via
Fermi-like acceleration of Lyα photons across shock fronts
(Neufeld & McKee 1988; Chung et al. 2016). In principle, the
Fermi-accelerated Lyα contributes to blueshifted components
at ∼nvsh after n crossings of a shock front (Chung et al. 2016).
However, as the shock velocity of the D-type I-front is small,
even after several shock crossings, the Fermi-accelerated Lyα
photons only gain blueshifts of ∼25–80 km s−1. The gas
outside the H II region is optically thick to these blueshifted
photons with high column densities of NHI>1021 cm−2.
Therefore, the substantial frequency space diffusion of several
hundreds of km s−1 occurs by subsequent scattering through
the ambient H I gas, effectively erasing the blueshifted
component by the Fermi acceleration. In fact, Neufeld &
McKee (1988) estimated that for the Fermi-accelerated blue
peak to exceed the typical frequency diffusion of a slab, the
shock velocity needs to exceed > -v T40 km ssh 4

1 2 1. This

value is hard to satisfy with the shock generated by the D-type
I-front. Indeed, all of our simulations show no noticeable
effect of Fermi acceleration on the emergent Lyα profile. We
expect that, in order for the production of Fermi-accelerated
blue wings and bumps to be effective, other forms of feedback,
such as a supernova blast wave or stellar winds in the H II
region, are required to accelerate the shocked H I shell to
several hundreds of kilometers per second before being
destroyed by turbulence.

6. Discussion

6.1. Missing Physics: Dust

We have employed an idealized RHD turbulence simulation
in order to study the development of I-fronts and the associated
LyC leakage and the Lyα line. We have ignored the effect of
dust, metal line cooling, stellar winds, and gravity, as well as
the hydrodynamic instabilities associated with these missing
physical processes. Here we discuss the limitations of our
simulations and caveats.
Following the simple model assuming dust is perfectly mixed

with gas, we find that the dust cross section per hydrogen atom

Figure 15. Formation and destruction of the shocked H I shell in a turbulent
medium. Projected maps of gas density nH, mass-weighted temperature T, ionized
fraction xHII, x-velocity vx, and the Mach number of the local rms velocity
dispersion for the three simulations with different turbulent velocities (left:
V2S_f2e11_RHD; middle: V9S_f2e11_RHD; right: V18S_f2e11_RHD) are
shown. All snapshots are at 0.10 Myr.

12 We have provided a physical argument. Clearly, we do not resolve the full
cascade down to the scale of the mean free path in the simulation. Instead, it is
limited to the grid scale of the simulation. However, the velocity dispersion
becomes much smaller than the sound speed, even after limiting the calculation
to only the grid scale.
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is well approximated by σdust(λ);5.3×10−22 (λ/912 Å)−1

(Z/0.25 Ze) cm
2 H−1 over 800Å <λ<1500 Å(Gnedin et al.

2008).13 The dust cross section is 4 orders of magnitude
lower than the photoionization cross section. In photoionized
channels, however, as the optical depth at the Lyman
limit is t s s s= +N N N1L L H L Hdust HI I[ ( )], where s Ndust H
s = - -N Z Z x0.84 0.25 10L H HI

4 1
I( ) ( )( ) , the dust extinction

can become comparable to the absorption by photoionization.
For a system with a metallicity higher than Z�0.3(xHI/
10−4)Ze, LyC leakage becomes increasingly suppressed by the
absorption by dust. Strictly speaking, our idealized RHD
turbulence simulation should therefore only be applicable for a
metal-poor system with Z=0.3(xHI/10

−4) Ze, where dust
extinction becomes negligible.14 Furthermore, there is observa-
tional evidence that the dust-to-gas ratio may drop more rapidly
than the linear extrapolation σdust∝Z assumed here, below
12+logO/H�8 (Rémy-Ruyer et al. 2014). As we are
concerned with metal-poor LyC-leaking systems (12+logO/
H8, i.e., Z=0.2 Ze; Izotov et al. 2016, 2018b) and those
analogous to reionization-era galaxies (Nakajima et al. 2016;
Senchyna et al. 2017), this condition is reasonably met.
Therefore, our conclusion should be minimally affected by the
complication by dust.

However, the effect of dust on the Lyα line properties can be
complex. The abundance and distribution of dust controls the
Lyα escape fraction (Neufeld 1990). Furthermore, dust can also
affect the Lyα line shape, as the level of dust attenuation is
usually a function of the emergent frequency (Neufeld 1990;
Laursen et al. 2009). In the case where the dust is perfectly
mixed with the neutral hydrogen, for instance, photons with an
overall longer trajectory are more prone to destruction by dust.
This can lead to an increased global asymmetry of the emergent
spectrum; e.g., in the context of a homogeneous shell or slab,
the dust content can change the ratio of the peak fluxes for a
double-peaked profile (e.g., Gronke et al. 2015). For similar
reasons, increased dust content will make the individual peaks
narrower (as photons further in the wing had a longer path
length through neutral hydrogen and are thus more prone to
destruction). This implies that the red peak asymmetry defined
in Section 5.3 will be lowered in such a scenario. However,
while in Lyα RT studies, it is frequently assumed that the dust
number density is proportional to the neutral hydrogen, dust
creation and destruction mechanisms likely lead to a (Lyα-
affecting) dust distribution that is far more complex than this.
For instance, dust may survive in ionized regions (given that
they are not too hot), or it clumps on small scales due to
streaming instabilities. Therefore, we leave the study of the
imprint of dust on the Lyα–LyC connection for future work.

6.2. Missing Physics: Metal Cooling, Winds, and
Hydrodynamic Instabilities

Metal line cooling introduces an interesting complication to
the problem. If the neutral shocked shell ahead of the D-type

I-front can radiatively cool by metal lines, the shocked gas is
prone to fragmentation via a so-called thin-shell instability
(Whalen & Norman 2011, and references therein). This
facilitates the formation of cracks in the shell and allows
further escape of radiation through the channels. The growth of
the thin-shell instability depends on the availability of efficient
cooling mechanisms beyond primordial hydrogen and helium
cooling (Whalen & Norman 2008a, 2008b). Since we have
ignored the effect of cooling by metal lines, this mode of
instability is inhibited by design.
There are other instabilities and winds that may influence the

structure of the H II region. Under a gravitational field, the
Rayleigh–Taylor instability can also develop as rarefied ionized
gas pushes the dense ambient neutral medium (e.g., Jacquet &
Krumholz 2011; Jiang et al. 2013; Park et al. 2014), which, if
operating on the relevant timescales, can further contribute to
the fluctuation of the I-fronts. The metal line–driven stellar
winds of massive stars can inject fast outflows into the H II
region, which can produce hot X-ray-emitting gas of ∼106 K
by clumping and shocks in the outflowing gas amplified by the
line-deshadowing instability (e.g., Owocki 2015). The wind-
blown bubble can further evacuate the gas through openings of
low column density channels, in which both hot gas and
radiation can leak out more efficiently (Rogers & Pittard 2013).
Again, this will likely amplify fluctuations in the I-fronts and
multiphase structure of H II regions initially seeded by
turbulence. Inclusion of metal line cooling, stellar winds, and
gravity would therefore lead to the amplification of the I-front
inhomogeneities, probably allowing more escape of radiation,
and alter the emergent Lyα spectra. However, as we have
studied the development of the I-front in a driven turbulence
medium, the growth of the instabilities is subject to constant
destruction by external turbulent mixing over the Eddy
turnover timescale. Thus, it still remains unclear what the
exact impact of the instabilities and winds under an external
source of turbulence are and how they ultimately influence the
LyC leakage and Lyα spectra.

6.3. Influence of Turbulence on Other Nebular Lines

The intense nebular [O III]+Hβ and He II emission lines are
often associated characteristics of reionization-era and LyC-
leaking galaxies. As discussed in Section 4, supersonic
turbulence in the H II region can induce density fluctuations.
Since the nebular recombination lines scale as µne

2, this may
lead to enhanced nebular emission line luminosity,

g

g

=

» +

 


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where γneb(T) is the emission coefficient and VHII is the volume
of the H II region. For example, a high velocity dispersion
medium with = 3II (i.e., σv≈38 km s−1) could lead to a
factor of 2 boost in the emission line luminosity. The
equivalent width of the emission line could also be boosted
accordingly.
Gray & Scannapieco (2017) examined the impact of

turbulence on the line ratios in detail by incorporating the
nonequilibrium chemistry. They showed that a high turbulent
velocity generally increases the nebular emission line ratios due
to the associated temperature fluctuations, which mimic the

13 This is based on a fit of Gnedin et al. (2008) to Weingartner & Draine
(2001) for SMC-type dust, assuming a linear dust-to-gas ratio ∝Z normalized
at the gas-phase metallicity of the SMC, Z=0.25 Ze (12+logO/H=8.1;
Pagel 2003). Note that in reality, a fraction of the dust is likely destroyed in the
hot, ionized channels, and therefore this estimate overpredicts the impact of
dust on the LyC leakage.
14 At Z=0.1 Ze, if we reestimate fesc

LyC from our fiducial simulation after
adding the optical depth from dust, the value reduces by about a factor of 2. At
Z<0.05 Ze, the effect of dust on fesc

LyC decreases below 50%.

16

The Astrophysical Journal, 908:30 (22pp), 2021 February 10 Kakiichi & Gronke



effect of harder stellar sources in the locus of nebular
diagnostic diagrams. Because we have neglected metals and
assumed an isothermal equation of state, this effect is missing
from our simulations. The clumping and thermal fluctuations
may complicate the relation between LyC escape fractions and
[O III]/[O II] ratios (Faisst 2016; Izotov et al. 2016) and
contribute to the observed scatter in the -f O OIII IIesc

LyC [ ] [ ]
correlation (Naidu et al. 2018; Bassett et al. 2019).

For Lyα line profiles of green pea galaxies, when interpreted
with homogeneous shell models, the required intrinsic Lyα
line width exceeds that of the observed Hβ line width
(∼130–230 km s−1) for successful fit to the data, which causes
problematic fits when consistency with Hα, Hβ, and/or
[O III] λ5007 line widths is required (Yang et al. 2016, 2017;
Orlitová et al. 2018, but see Gronke et al. 2018). For a turbulent
H II region, a narrow Lyα injection at line center can produce
both a narrow peak separation through photoionized channels
and a broad wing component by multiple scatterings through
optically thick channels. As the turbulence line broadening of
the ionized gas is of the order of tens of km s−1, the observed
Hβ line width can still accommodate the turbulence broadening
within individual H II regions, as well as the contributions from
thermal broadening and the velocity dispersion of multiple H II
regions in a galaxy.

Overall, it is important to include the effect of turbulent H II
regions on the nebular emission lines in stellar + H II region
population synthesis modeling to understand the observed
relations between LyC, Lyα, and nebular emission line
properties.

6.4. Scale of LyC Leakage: Observational Test with the
Magellanic Systems and Local Blue Compact Dwarfs

The picture that LyC leakage from the ISM of a galaxy is
controlled by the escape fractions through molecular clouds
assumes that a major source of opacity in the ISM comes from
GMCs rather than diffuse gas in between them, arguing that the
galactic escape fraction averaged over an entire galaxy is
approximated as » á ñf fesc,gal

LyC
esc,GMC
LyC ,

ò

ò
á ñ º




f

N M f M dM

N M dM
, 39
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where fesc,gal
LyC is the galactic escape fraction that is averaged

over an entire galaxy, f Mesc
LyC

cl( ) is the escape fraction from a
GMC of mass Mcl, and d dMcl is the mass distribution of the
GMCs. We discuss a way to test the spatial scale responsible
for LyC leakage and the associated feedback in the H II regions.

The galactic escape fraction can be inferred from the diffuse
Hα emission from the CGM of a galaxy (Bland-Hawthorn &
Maloney 1999; Mas-Ribas et al. 2017). This approach has been
applied to the two local dwarf galaxies, the Small Magellanic
Cloud (SMC) and LMC, of the Milky Way by Barger et al.
(2013). They found that the diffuse Hα emission from the
Magellanic Bridge—the diffuse gas in between the Magellanic
Clouds—shows an excess Hα surface brightness from the
diffuse gas that cannot be explained by the photoionization
from the escaping ionizing radiation from the Milky Way (a
few percent fesc,gal

LyC ; Bland-Hawthorn & Maloney 1999, 2001)
and the extragalactic UV background (Haardt & Madau 2001).
By attributing the Hα emission to the photoionization due to
the LyC photons leaking from the Magellanic Clouds, they

placed upper limits on the escape fraction of <f 4.0%esc,gal
LyC for

the LMC and <f 5.5%esc,gal
LyC for the SMC. As this measures

the LyC photons arriving at the Magellanic Bridge after
escaping the Magellanic Clouds, it provides a measure of the
“galactic” escape fraction.
On the other hand, escape fractions from individual H II

regions in a galaxy can be measured by estimating the direct
ionizing photon production rate of the massive stars (by direct
stellar spectroscopy or spectral energy distribution fitting) and
the recombination rate in each H II region. As the nebular Hα
luminosity of the H II region is proportional to the amount of
ionizing photons absorbed (recombined) in the region, each
escape fraction can be estimated by = -f N N1esc,GMC

LyC
rec ion  .

The application of the method to the LMC indicates that the
brightest H II region, 30 Doradus, has an escape fraction of

~ -
+f 6 %esc,GMC

LyC
6
55 (Doran et al. 2013). An individual H II

region’s escape fraction varies enormously from object to
object; for example, the H II region complexes N44 and N180
show escape fractions as large as fesc,GMC

LyC ∼40%–80%
(McLeod et al. 2019). Each H II region can be classified via
line ratios to ionization- or density-bound nebula using
ionization parameter mapping, and, when the indirect measure-
ment of fesc,GMC

LyC is averaged over all H II regions, it has been
suggested that the population-averaged escape fraction is
á ñ ~f 42%esc,GMC

LyC for the LMC (Pellegrini et al. 2012).
If this value of á ñfesc,GMC

LyC is compared to the estimate of

fesc,gal
LyC , at face value, it seems that the additional ∼90% of LyC

absorption by the diffuse ISM between the H II regions is
required to give the observed galactic escape fraction.
Unfortunately, the uncertainties, including the recently revised
extragalactic UV background value (e.g., Shull et al. 2015;
Khaire et al. 2019) and various differing assumptions, make it
difficult to draw a definitive conclusion. The above argument
nonetheless should illustrate a way in which the mechanism of
LyC leakage could be tested observationally. Given the
similarity of the central star-forming region NGC 2070 of 30
Doradus to the local LyC-leaking and green pea galaxies in
their emission line and star formation properties (Crowther
et al. 2017), the modern integral field spectroscopic census
of H II regions of the Magellanic Clouds and the revised
homogeneous analysis of fesc,GMC

LyC and fesc,gal
LyC will be extremely

useful to examine the physical mechanism and scale of LyC
leakage. Such an analysis will also allow the system’s LyC
leakage to be correlated with the stellar feedback mechanisms
in the H II regions, including photoionization heating, radiation
pressure, and stellar winds by massive stars (Lopez et al.
2011, 2014; McLeod et al. 2019).
A similar method should be applicable for nearby blue

compact dwarf galaxies for which the individual H II regions
and the diffuse Hα emission from the halos may be examined
by narrowband imaging and/or deep integral field spectrosc-
opy. The closely related approach was already taken by
Weilbacher et al. (2018), who examined the LyC leakage from
the H II regions in the Antennae galaxy, and Menacho et al.
(2019), who reported the diffuse Hα halo around a LyC-
leaking galaxy, Haro 11. Such observational samples should
provide valuable spatially resolved reference samples for
reionization-era galaxies to test the role of turbulence and
stellar feedback on LyC leakage and help the interpretation of
future observations with the JWST and Extremely Large
Telescopes (ELTs).
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7. Conclusions

We have examined the physical origin of LyC leakage and
the associated Lyα spectra through turbulent H II regions using
fully coupled RHD simulations representing the growth of the
I-front in a GMC. Using a series of RHD turbulence
simulations with RAMSES-RT in a plane-parallel geometry
where the turbulence is constantly driven on parsec scales, we
have computed LyC escape fractions and calculated the
associated Lyα spectra using the Monte Carlo RT code TLAC,
whereby their correlations with H I covering fractions, gas
kinematics, and ionizing photon production efficiency and the
roles of turbulence and radiative feedback were examined in
detail.

We find that LyC photons escape through turbulence-
generated low column density channels in an H II region that is
evacuated efficiently by radiative feedback induced by shocks
due to photoionization heating across the D-type I-fronts. Both
turbulence and radiative feedback are key ingredients for
regulating the LyC leakage. Because both processes can
operate just after the birth of massive stars, high LyC leakage
can be achieved at early times, before the onset of supernova
feedback. This mechanism generates a time-variable LyC
escape fraction that anticorrelates with the H I covering fraction
and correlates with the turbulence velocities and ionizing
photon production efficiency of the sources. As the LyC
photons recombine through the low column density channels,
the resulting escape fraction deviates from the 1−fcov
expectation. This confirms that while a low H I covering
fraction is a necessary condition for high LyC leakage, it only
provides an upper limit to the actual escape fraction. The
turbulent gas kinematics influences the escape fraction by
modifying the densities through the photoionized channels,
which generally lead to increasing escape fractions with higher
turbulence velocities at a given H I covering fraction and
ionizing photon production efficiency.

The emergent Lyα spectra correlate with the LyC leakage
mechanism, reflecting the porosity and multiphase structure of
the turbulent H II regions. The Lyα photons funnel through the
photoionized channels in which LyC photons escape. Depend-
ing on the availability of the ionization- and density-bound
channels, which are regulated by turbulence and radiative
feedback, the H II regions produce diverse Lyα spectral
morphology, including narrow double-peaked profiles. For a
LyC-leaking H II region, instead of the total H I column density
of the system, the Lyα peak separation is set by the residual H I
column density and temperature of the photoionized channels.
This means that it is possible to have a system with narrow Lyα
peak separation and high LyC leakage while retaining a
relatively high H I mass, on average. The peak asymmetry
reflects the porosity of the H II region. A low asymmetry is
often associated with both density- and ionization-bound
dominated systems, whereas a high asymmetry is associated
with a mixed system of the two phases, as multiple routes of
Lyα escape are available. It may therefore be possible to
distinguish anisotropic LyC leakage through holes and
isotropic leakage from a fully density-bound medium using
the red peak asymmetry as a diagnostic.

In summary, radiative feedback through LyC-leaking H II
regions in turbulent molecular clouds provides an appealing
picture to interpret the observed Lyα spectra of LyC-leaking
galaxies and a natural mechanism to explain some of the
observed Lyα spectral characteristics. This general picture is in

agreement with what is found in the molecular cloud
simulations by Kimm et al. (2019).15 This provides an
appealing hypothesis to explain the high LyC leakage and
Lyα spectra observed in very young star-forming galaxies in
the local universe without need of extreme galactic outflows or
supernova feedback. Although the diffuse ISM and CGM will
clearly add additional complexities to the observed LyC
leakage and Lyα spectral properties, it is worth emphasizing
the importance of the physical processes in H II regions and
GMCs that are poorly resolved components in galaxy
formation simulations and often treated only in a simplified
manner in the stellar population synthesis tools and photo-
ionization modeling used for the analysis of observed galaxies.
The connection between turbulence and stellar feedback in

H II regions, LyC leakage, Lyα spectra, and nebular emission
lines is testable with integral field spectroscopic studies of blue
compact dwarf galaxies and the H II regions in the Magellanic
Clouds. These targets represent valuable laboratories for
reionization-era systems. In order to correctly interpret the
upcoming JWST and ELT observations of high-redshift
galaxies, it is critical to incorporate the impact of turbulent
H II regions and the associated LyC, Lyα, and rest-frame UV-
to-optical line properties self-consistently in the stellar popula-
tion synthesis modeling. Further theoretical and observational
investigations are needed. Future prospects include providing a
spectral library of H II regions using RHD simulations for
population synthesis and calibrating against the spatially
resolved studies of H II regions and nearby dwarfs as analogs
of reionization-era galaxies.
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15 The major difference arises from the difference between the numerical
diffusivity in the RT solver and driven vs. decaying turbulence in our and
Kimm et al.’s simulations. Kimm et al. used the GLF solver, while we used the
HLL solver for RT. This means that our simulation creates more “spiky”
ionized low column density channels by the shadowing effect than their
simulation. Also, our driven turbulence setup produces more channels and
I-front fluctuations than their decaying turbulence setup. This difference in the
simulated H II region structure translates to the difference in the emergent Lyα
line profile. For example, in their simulation, the peak separation jumps from
large values (i.e., at the limit of Lyα escape by excursion to the wing) to small
values (i.e., at the limit of escape via single flight after core scattering) as their
weakly fluctuated I-front breaks out from the cloud almost simultaneously, and
therefore the LyC escape fraction suddenly jumps to near unity. On the other
hand, our transition of the peak separations as a function of LyC escape
fractions is more gradual because our higher level of I-front fluctuations allows
more gradual LyC escape.
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Software: RAMSES-RT (Teyssier 2002; Rosdahl et al.
2013), TLAC (Gronke & Dijkstra 2014), Pynbody (Pontzen
et al. 2013), Astropy (Astropy Collaboration et al. 2013, 2018).

Appendix A
Turbulence Forcing Method

We implemented the turbulence forcing scheme to RAMSES-
RT to enable the fully coupled RHD simulations of a driven
turbulence medium. In our implementation, we perturb the
momentum and gas energy density 10 times per eddy turnover
timescale T=L/(2Vrms), where Vrms is a simulation parameter.
Each update is given by

r r r d= ++v v v, 40n n n1( ) ( ) ( )

r= ++ +v vE U
1

2
, 41n n n1 1( · ) ( )

where δv is a Gaussian random field and U is the internal
energy. We have chosen this reduced frequency of the
turbulence forcing update scheme to reduce the computational
cost. We generated the velocity perturbation field using two
different methods.

The first method is the one used by Robertson & Goldreich
(2012, 2018), which is, in turn, based on Kritsuk et al. (2007).
The random velocity perturbation field is generated by

d s= zv k k P k n k , 42v˜( ) ˆ ( ) ( ) ( ) ( )

where n(k) is the Fourier transform of a white-noise field, and
s kvˆ ( ) is the injection power spectrum, for which we choose
a flat spectrum over 1<k<k0 but is otherwise zero. The
normalization of the injection spectrum is chosen such that the
rms of the forcing field dá ñ =v f VT

2 1 2
rms∣ ∣ , where fT=1/n is

the prefactor due to the n times updates per Eddy turnover
timescale. A Helmholtz decomposition is done by applying the
projection tensor P, for which each component is given by
Federrath et al. (2010),

zd z= + -P k
k k

k
1 2 , 43ij ij

i j

2
( ) ( )

∣ ∣
( )

where δij is the Kronecker delta and ζ is the forcing parameter
(ζ=1 for purely solenoidal and ζ=0 for purely compres-
sive). The white-noise field is newly generated during each
forcing update. Thus, this method generates forcing fields that
are completely independent in time. Every turbulent perturba-
tion is independent of previous time steps. The resulting
velocity dispersion of the turbulent flow is then measured
directly from the simulation output.

To test the forcing algorithm, we ran a 2563 uniform grid
hydrodynamical simulation of supersonic isothermal turbulence
in a periodic box of size 5 pc on a side. The simulation was run
for five turnover times 5T, and the outputs were recorded every
0.1T interval. Figure 16 shows the map of projected column
densities, which are visually in agreement with the known
morphology of turbulent density fluctuations (e.g., Federrath
et al. 2010). For a more quantitative test, the volume-weighted
PDF of densities PV(s) averaged over all snapshots at t>1T
(red line) is shown in Figure 17. The lognormal PDF fits very
well to the simulated distribution. Although some deviations
are found at both the low- and high-density tails of the
distribution, such deviations are known in previous studies.

The departure from the lognormal PDF is likely due to the
limited spatial resolution at the high-density tail and the
intermittency at the low-density tail, which increases for higher
Mach numbers.
Overall, our forcing algorithm in RAMSES-RT agrees with the

known results of turbulence properties. We have repeated the
test with 1283 grid resolution and found an almost identical
result. For the RHD turbulence simulation, we therefore adopt
1283 resolution throughout the paper.
We also tested the convergence of the escape fraction in our

fiducial RHD setup. We have repeated the simulation with 2563

grid resolution. Figure 18 shows the comparison of the time
evolution of the escape fractions in the 1283 and 2563 runs. The
result agrees reasonably well. While the 2563 run exhibits more
fluctuations at early times, this can be understood in terms of
more low-density tails in the density PDF, which allows the
ionizing photons to escape before the breakout. Overall, our
results should be robust against the spatial resolution of the
simulations.

Figure 16. Map of H I column density fluctuations in a driven isothermal
turbulence simulation of » 6 flow. The 2563 simulation is with solenoidal
forcing, and the box size is 5 pc on a side.

Figure 17. Volume-weighted PDF of gas density contrasts. The average PDF
after >1T is indicated by the red line, and the PDF of each snapshot is shown
in blue. The lognormal PDF is indicated by the black line.
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Appendix B
HST/COS Sample

In order to compare the simulation with the HST/COS
observation of low-redshift LyC-leaking galaxies, we have
retrieved the reduced COS G160M spectra of the z∼0.3
Izotov et al. (2016, 2018a, 2018b) sample from the MAST
archive (GO 14635, PI: Izotov; GO 13744, PI: Thuan). For the
measurement of LyC escape fractions and Lyα peak separa-
tions, we have used the reported values from Izotov et al.
(2016, 2018a, 2018b) and Verhamme et al. (2017), which are
tabulated in Table 2. For the red peak asymmetry parameter Af,
we have measured the quantity directly from the archival COS
spectra after binning to the resolution matched to R=15,000.
We first identified the wavelengths of the red and blue peaks,
lpeak

red and lpeak
blue , from the maximum of each component. The

valley is located at the minimum between the two peaks,
corresponding to wavelength λvalley. The red peak asymmetry
parameter is then computed as the ratio of the right-to-left flux

of the red peak, ò òl l=
l

l
l l

l
lA f d f df

peak
red

max

valley

peak
red

, where lmax is

the maximum wavelength for the red peak, which is chosen to
be l = 1220max Å. The asymmetry parameters for all objects
are shown in Table 2. We use these tabulated values for our
comparison with the simulation.
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Table 2
HST/COS LyC-leaking Sample at z∼0.3

Name fesc
LyC Δvpeak Af

(%) (km s−1)

J0901+2119 2.7±0.7a 345.0±12.5a 2.09±0.19
J1011+1947 11.4±1.8a 276.4±5.4a 2.31±0.30
J1243+4646 72.6±9.7a 143.4±4.0a 3.31±0.45
J1248+4259 2.2±0.7a 283.8±15.9a 4.27±0.65
J1256+4509 38.0±5.7a 239.4±10.5a 1.61±0.24
J1154+2443 46.0±2.0b 199.0±10.0b,e 2.79±0.31
J0925+1403 7.20±0.8c 310.0±10.0d,e 3.44±0.46
J1152+3400 13.2±1.1c 270.0±10.0d,e 4.01±0.54
J1333+6246 5.60±1.5c 390.0±10.0d,e 1.51±0.20
J1442–0209 7.40±1.0c 310.0±10.0d,e 2.28±0.10
J1503+3644 5.80±0.6c 430.0±10.0d,e 2.36±0.34

Notes.
a Izotov et al. (2018b).
b Izotov et al. (2018a).
c Izotov et al. (2016).
d Verhamme et al. (2017).
e When the error in the peak separation is not explicitly stated, the
±10 km s−1 uncertainty corresponding to the COS spectral resolution
R=15,000 is used.
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