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Abstract

While high-resolution cross-correlation spectroscopy (HRCCS) techniques have proven effective at characterizing
the atmospheres of transiting and nontransiting hot Jupiters, the limitations of these techniques are not well
understood. We present a series of simulations of one HRCCS technique, which combines the cross-correlation
functions from multiple epochs, to place temperature and contrast limits on the accessible exoplanet population for
the first time. We find that planets approximately Saturn-sized and larger within ∼0.2 au of a Sun-like star are
likely to be detectable with current instrumentation in the L band, a significant expansion compared with the
previously studied population. Cooler (Teq� 1000 K) exoplanets are more detectable than suggested by their
photometric contrast alone as a result of chemical changes that increase spectroscopic contrast. The L-band CH4

spectrum of cooler exoplanets enables robust constraints on the atmospheric C/O ratio at Teq∼ 900 K, which have
proven difficult to obtain for hot Jupiters. These results suggest that the multi-epoch approach to HRCCS can
detect and characterize exoplanet atmospheres throughout the inner regions of Sun-like systems with existing high-
resolution spectrographs. We find that many epochs of modest signal-to-noise ratio (S/Nepoch∼ 1500) yield the
clearest detections and constraints on C/O, emphasizing the need for high-precision near-infrared telluric
correction with short integration times.

Unified Astronomy Thesaurus concepts: Exoplanet atmospheres (487); Exoplanet detection methods (489); Hot
Jupiters (753)

1. Introduction

Despite the detection of more than 4000 exoplanets in the
past 25 yr, very little is known about most exoplanets aside
from an orbital period and a radius or minimum mass. This is
particularly frustrating for exoplanet populations such as warm
and hot Jupiters, which have no analog in our own solar system
and therefore pose interesting questions for theories of planet
formation and evolution. The formation of hot Jupiters has
been an open topic since the first exoplanet was discovered
around a Sun-like star (Mayor & Queloz 1995). Recent
theoretical work and analysis of multiplanet systems have
raised the possibility that hot Jupiters may form in situ (e.g.,
Batygin et al. 2016), contrasting with earlier work suggesting
formation beyond the H2O snow line followed by inward
migration and tidal circularization (e.g., Lin et al. 1996).

Intermediate-temperature gaseous planets (Teq≈ 1000 K) are
particularly interesting in this context, as the tidal circularization
timescale for more widely separated planets is often much longer
than the age of the system (Correia & Laskar 2010). Furthermore,
while nearly all known hot Jupiters (period P< 10 days) lack close
companions, half of warm Jupiters (10<P< 200 days) have such
companions, suggesting different evolutionary processes may be
responsible for hot versus warm giant planets (Huang et al. 2016).
In recent years, a range of formation mechanisms have been
proposed for warm Jupiters. Many of these theories involve
planet–planet scattering interactions based on the high companion
fraction and moderate eccentricities of known warm Jupiters
(Petrovich & Tremaine 2016; Anderson & Lai 2017; Masuda 2017;

Anderson et al. 2020), but it is not clear whether such interactions
are responsible for delivering these planets to their observed
location from beyond the snow line, or whether these planets
initially form in situ. It is also unclear how the hot and warm
Jupiter populations are related.
Detailed constraints on exoplanet atmospheres have the

potential to resolve the ambiguous origins of both hot and
warm Jupiters. The ratio of carbon to oxygen (C/O ratio) in gas
versus solids in a static protoplanetary disk has been shown to
vary consistently with orbital distance (Öberg et al. 2011). This
suggests that the atmospheric C/O ratio of giant exoplanets
may offer insight into where and how these planets form
(Madhusudhan et al. 2014), though accretion of solid material
significantly complicates the relationship (e.g., Espinoza et al.
2017). With sufficiently accurate models of accretion histories,
atmospheric metallicity and C/O ratio could allow planets that
formed beyond the water snow line and migrated to their
present position to be distinguished from planets that initially
formed in the inner disk. This would help answer the question
of in situ formation versus migration mechanisms and shed
light on the possible difference in formation mechanisms for
hot and warm Jupiters. Making these measurements requires
the ability to simultaneously detect carbon- and oxygen-bearing
species in both stellar and exoplanetary atmospheres and
estimate their relative abundances.
Treating the star/planet system as a spectroscopic binary

offers an avenue for planet characterization that is less
dependent on orbital inclination than transit-based techniques
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are. Hot Jupiters are sufficiently bright in the thermal infrared
to be detected using high-resolution spectrographs and cross-
correlation with a model planet spectrum, an approach referred
to as high-resolution cross-correlation spectroscopy (HRCCS).
In the past decade, this has been used to detect molecules
including H2O, CO, TiO, HCN, and CH4 in both transiting and
nontransiting hot Jupiter atmospheres (e.g., Snellen et al. 2010;
Rodler et al. 2012; Brogi et al. 2014; Lockwood et al. 2014;
Birkby et al. 2017; Nugroho et al. 2017; Hawker et al. 2018;
Guilluy et al. 2019), as well as provide rough constraints on the
planetary C/O ratio (Brogi et al. 2017; Piskorz et al. 2018). As
these techniques yield a value for the target exoplanet’s radial
velocity semiamplitude Kp, these detections have the added
benefit of breaking the mass/inclination degeneracy of radial-
velocity-detected planets, giving the true planet mass. An
important difference compared with other exoplanet character-
ization techniques is that the cross-correlation function uses all
lines present in both the observed spectrum and a model
spectrum to detect the planet. Placing constraints on the target
atmosphere therefore requires assessing how the cross-correla-
tion function varies as a result of changes in the model
spectrum used to perform the correlation. For example,
Lockwood et al. (2014) uniquely identified the presence of
H2O in the atmosphere of τ Boo b by performing the cross-
correlation with a set of models containing only a single
molecule’s spectrum, only making a detection when the H2O
model was used. Piskorz et al. (2018) extended this approach to
attempt constraints on the C/O ratio, metallicity, and incident
stellar flux in the atmosphere of KELT-2Ab by correlating with
a series of planet models with different parameters.

Two techniques for HRCCS have been developed. The “1D”
approach, described in Snellen et al. (2010), is effective for
very close-in planets whose projected orbital velocity changes
significantly over a few (typically 5–7) hours of observation.
Over short timescales, stellar lines remain fixed in wavelength,
while planet lines shift due to orbital motion. A 1D cross-
correlation with a planet spectral template can then be used to
identify lines that shift over the course of the observation,
effectively measuring the planet’s radial acceleration, which
yields the planet radial velocity semiamplitude Kp. As stellar
lines are fixed in wavelength over the time series, the impact of
such features on the planet detection is minimal, greatly
simplifying the analysis procedures.

An alternative approach, known as the “2D” or “multi-epoch”
technique, was first described in Lockwood et al. (2014). Rather
than taking a nearly continuous series of exposures over many
hours, this approach takes shorter observations spread over
several nights, during each of which the planet features are
effectively fixed in wavelength. In this technique, the extreme
contrast between stellar and planetary lines and fixed planetary
velocity within an observation requires a 2D cross-correlation
using both stellar and planetary model spectra to simultaneously
identify the fixed stellar and planetary velocities. The cross-
correlation surfaces for each night are then combined to
determine a best-fit planetary velocity semiamplitude. As a
result, the 2D technique is sensitive to the total variation in the
planetary radial velocity over the planetary orbital period, rather
than only the change over a few hours of observation. This
should enable the detection of slower-moving planets on longer
orbital periods that are inaccessible to the 1D technique, as the
planetary radial acceleration is a much stronger function of the
semimajor axis than the planetary radial velocity is.

Although both HRCCS techniques have proven successful,
the limitations of the 2D approach are not well understood.
While the 1D technique is limited to close-in planets by the
large radial acceleration required, the total orbital velocity
change measured by the 2D technique is significantly larger
than the resolution of existing instruments for circular orbits up
to ∼4 au from a Sun-like star. This suggests that the detection
limit for the 2D technique will be determined by the physical
and chemical properties of the system, rather than instrument
resolution. A detailed understanding of how various physical
and chemical factors, such as photometric contrast, star/planet
equilibrium temperatures, and planet atmospheric composition,
affect detection could enable the characterization of a broad
population of exoplanets that are too widely separated from
their host stars for the 1D technique to be effective but too
close to be detected with direct imaging. A key advantage over
transit-based characterization techniques is that the much
weaker inclination requirements allow cross-correlation tech-
niques to be used on many more targets, particularly at larger
orbital separations.
In this paper, we present a series of simulations that begin to

address the shortcomings in our knowledge of the limits to the
2D multi-epoch approach, based on observations taken with
Keck-NIRSPEC2.0 (McLean et al. 1998; Martin et al. 2018),
focusing primarily on the photometric contrast, equilibrium
temperature, and C/O ratio of the target exoplanet. We consider
in detail the factors affecting exoplanet detectability in the L
band (2.9–3.7 μm) using the 2D multi-epoch approach from
Lockwood et al. (2014), simulating observational, instrumental,
and physical inputs as described in Buzard et al. (2020). We
describe these simulations in detail in Section 2, and we discuss
the resulting limits on planet size and photometric contrast in
Section 3.1 and the impact of equilibrium temperature on
detection in Section 3.2. Based on the findings in Section 3.1, we
assess the ability of the cross-correlation technique to constrain
C/O ratio in Section 3.3, focusing on planets cooler than those
previously studied. Instrumental factors in detection are assessed
through simulations in Section 3.4. Section 4 discusses the
results of these simulations and the implications for future multi-
epoch HRCCS observations. Section 5 summarizes our findings.

2. Methods

High-fidelity simulations of 2D multi-epoch HRCCS were
first presented in Buzard et al. (2020). The description of the
simulated spectra is summarized here for completeness. These
simulations make use of PHOENIX stellar models from Husser
et al. (2013), interpolating over equilibrium temperature Teq,
metallicity z, and surface gravity glog in order to match the
desired stellar properties. For all simulations, a model stellar
spectrum based on the Sun-like star HD 187123 A from Buzard
et al. (2020) is used, with effective temperature Teff= 5815 K,
surface gravity =glog 4.359, and metallicity [Fe/H]= 0.121.
Planet models are created with SCARLET (Benneke 2015;
Benneke et al. 2019) and can be generated with specified
values for z, glog , C/O ratio, and Teq. The planet models are
similar to those used in Buzard et al. (2020) for HD 187123 b,
though with a noninverted atmospheric temperature–pressure
profile. The lack of an inverted T–P profile at the temperatures
simulated is supported by both theory and observations (e.g.,
Fortney et al. 2008; Line et al. 2016). Unless otherwise noted,
planet models have a solar C/O ratio and metallicity, Jupiter
surface gravity, R= 1.0 RJ, and Teq= 1400 K. Figure 1 plots
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simulated planet spectra with equilibrium temperatures of 1400
and 600 K over the wavelength ranges simulated, which are
based on prior observations with Keck/NIRSPEC2.

In general, 10 or 25 epochs were simulated, evenly spaced in
orbital phase, with a per-epoch signal-to-noise ratio (S/Nepoch)
of 1500 for 25 epochs and 2500 for 10 epochs. The 10-epoch,
high-S/Nepoch case is meant to approximate a large telescope
such as Keck, while the 25-epoch case approximates a smaller,
less oversubscribed telescope that can obtain more epochs but
with lower S/N in a given integration time. These simulations
represent a significantly larger data set than previous observa-
tions and are intended to set limits for the many-epoch, lower-
S/N observing strategy suggested in Buzard et al. (2020).

To create the simulated observed spectra, stellar and
planetary model spectra are first Doppler-shifted based on the
systemic velocity of the target at the time of observation and
the planet orbital velocity:

( )p
= -

= + -

v v v

v K
t

P
v vsin

2
. 1p

pri rad bary

sec
obs

rad bary

Here, vpri is the velocity of the star, vsec is the velocity of the
planet, vrad is the systemic radial velocity, vbary is the velocity
of the observer at the time of observation with respect to the
Earth–Sun barycenter in the direction of the target system, Kp is
the planet radial velocity semiamplitude, and tobs is the time of
observation measured from inferior conjunction. The stellar
reflex velocity is much smaller than the velocity precision of
NIRSPEC and therefore is not included. Barycentric velocities
for simulations were taken from a selection of values evenly
spaced between −15 and 15 km s−1 and were the same for all
simulations of the same number of epochs. An orbital period of

3.1 days and Kp= 75 km s−1 were chosen based on typical
properties for a hot Jupiter system around a Sun-like star.
Observation times were selected to give even phase sampling
of the planetary orbit. Changes in period do not impact the final
cross-correlation surface, provided Kp, vbary, and the observed
orbital phases are fixed, and these simulations should therefore
apply to longer orbital periods as well.
The spectra are then scaled to the desired radii and

combined, interpolating onto the wavelength grid of the planet
model. The stellar continuum is removed with a third-order
polynomial fit over 2.8–4.0 μm in wavenumber space, the same
procedure as is used for the stellar spectral template in the
cross-correlation routine. The combined model is convolved
with an instrument profile determined from prior NIRSPEC2
observations and interpolated onto a NIRSPEC2 wavelength
grid, at which point regions with observed telluric absorption of
more than 25% are masked. Finally, Gaussian noise is added at
the desired per-pixel S/N of the observation.
The combined simulated spectrum is passed into a 2D cross-

correlation routine to identify the planet signal and compute a
log-likelihood Llog . For this work, the Zucker (2003) Llog
approach as outlined in Buzard et al. (2020) is used to convert
2D cross-correlation functions into log-likelihoods:

( ) ( )= - -L
N

Rlog
2

log 1 . 22

Here, N is the number of points in the spectra and R is the 2D
cross-correlation function, calculated as described in Zucker &
Mazeh (1994). An alternative technique to combining 1D
cross-correlation functions was described in Brogi & Line
(2019) and adapted for 2D cross-correlation functions in

Figure 1. Model L-band planet spectra for Teq of 1400 K (left) and 600 K (right), masking regions not observed with NIRSPEC. The top row plots the total spectrum
including all species, while the middle and bottom rows plot the individual H2O and CH4 spectra, respectively. While the spectrum is dominated by weak H2O features
at 1400 K, the 600 K spectrum is dominated by deep CH4 features. The dramatic difference in spectra indicates that the spectroscopic contrast evolves differently with
Teq than the photometric contrast, benefiting the cross-correlation detection of cooler planets.
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Buzard et al. (2020):
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Here, σf is the variance of the observed spectrum and σg is the
combined variance of the two correlation templates. We
compare these two approaches in 10 and 25 simulated epochs,
shown in Figure 2. The peak corresponding to the planet is
similar in both cases, but as discussed in Buzard et al. (2020),
off-peak correlation features are stronger relative to the true
peak using the Brogi & Line (2019) technique, particularly the
feature near 25 km s−1. We therefore focus on the Zucker
(2003) technique as it gives a clearer detection of the true
planet peak in the ( )L Klog p curve. In Section 3.1, we introduce
a technique to correct for these off-peak correlation features,
which leads to a nearly identical performance between the two
approaches. We continue to prefer the Zucker (2003) technique
because it is unlikely that star-only simulations will be able
to correct off-peak structure with the same precision in real
observations.

In cases where there is significant nonplanetary structure in
the Llog surface, it is useful to consider the relative likelihood
surface, RLlog :

¯ ( )= -RL L Llog log log . 4

Here, L̄log is the log-likelihood function arising from features
unrelated to the planet spectrum, such as stellar features or
telluric residuals. The subtraction in log space is equivalent to a
division in linear space and is effectively normalizing the
planetary log-likelihood function based on prior knowledge of
the structure of the correlation space.

Buzard et al. (2020) showed that simulations constructed in
this way could closely replicate actual NIRSPEC observations
for HD 187123, a system containing a hot Jupiter orbiting a
Sun-like star. Notably, the guided principal component analysis
(PCA) telluric removal is sufficiently complete that features
included in the model telluric spectrum are almost entirely
removed. This allows us to generate simulated observations
without simulating the full telluric removal procedure. Unlike
observations, these simulations will not include off-peak
structure that is due to differences between the observed and
model telluric spectra, but such features do not dominate the
log-likelihood surface. A range of exoplanet systems can be
simulated to assess the role of various observational and
physical factors in planet detection through the 2D multi-epoch
approach. Different stellar and planetary properties can be
mimicked by changing the model spectra used to create the
simulations, though we can only compare with observational
results for hot Jupiters. Observational properties can be
modeled by changing the S/N, the number of epochs, and
the sampling of the orbital phase by the simulated epochs.
Orbital properties are modeled by changing the period and
amplitude of the planet radial velocity variation to match the
desired inclination and semimajor axis.

3. Results

3.1. Photometric Contrast Simulations

To set rough limits on the equilibrium temperature and
photometric contrast required to make a detection, we simulate
the thermal emission spectra of planets with temperature
structures generated self-consistently for equilibrium tempera-
tures 600, 1000, and 1400 K. We vary photometric contrast by
scaling the planet models from 0.7 RJ to 1.3 RJ in steps of
0.1 RJ. Note that we do not recompute the planet model for
each radius/photometric contrast to account for changes in
gravity or temperature–pressure (T–P) profile. We simulate
10 epochs with S/Nepoch=2500 and 25 and 50 epochs with
S/Nepoch= 1500, for a total S/N of 7900, 7500, and 10,600,
respectively. The variation in radius corresponds to an L-band
photometric contrast range of 2.2× 10−5 to 7.6× 10−5 for
Teq= 600 K, 1.6× 10−4 to 5.4× 10−4 for Teq= 1000 K, and
3.7× 10−4 to 1.3× 10−3 for Teq= 1400 K. This allows the
effect of variations in temperature given radius, variations in
radius given temperature, and simultaneous variations in both
radius and temperature to be distinguished and compared.
A priori, we expect larger and hotter planets should be more
easily detected for fixed stellar properties, due to the smaller
photometric contrast with the host star giving a better S/N on
planet lines.
Previous applications of the 2D multi-epoch cross-correlation

technique have found significant nonplanetary structure in the
observed ( )L Klog p curves, well in excess of the errors estimated
from jackknife tests (Piskorz et al. 2016, 2017, 2018; Buzard et al.
2020). These features are believed to arise from a combination
of telluric residuals, features in the observed star/planet not
represented in the template spectra, and the correlation between
the planet template and observed stellar spectrum. In some cases
(e.g., Lockwood et al. 2014; Buzard et al. 2020), these effects can
be comparable in strength to the cross-correlation features caused
by the planet, requiring careful identification and modeling to
correctly identify the planet signal and complicating estimates of
the detection strength. Proper echelle and cross-disperser settings

Figure 2. Comparison of the Zucker (2003) Llog and Brogi & Line (2019)
techniques for combining cross-correlations with 10 and 25 epochs. Side peaks
near the exoplanet velocity due to features in the stellar spectrum are stronger
in the Brogi & Line (2019) approach compared with the Zucker (2003)
approach, causing us to focus on the Zucker (2003) method for this work.
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can also help to minimize these effects by avoiding spectral
regions prone to strong telluric residuals or windows where the
stellar and planetary spectra are strongly correlated.

As our simulation framework does not include tellurics and uses
the same model framework for both cross-correlation templates
and simulating observed spectra, the off-peak structure (visible in
Figure 2) should be dominated by the correlation between the
planet template and the stellar spectrum. In order to remove
structured off-peak correlation, a set of star-only observations
containing no planet spectrum was simulated, and the resulting

¯ ( )L Klog p curve was subtracted from each of the simulated planet
( )L Klog p curves to give a relative likelihood, ( )RL Klog p (see

Equation (4)). This has the effect of normalizing the likelihood
surface by the correlation of the planet model with the observed
stellar spectrum. The lack of significant structure in Figure 3
between −150 and 0 km s−1 compared with Figure 2 shows that
the subtraction of the star-only simulation almost entirely
eliminates the structured off-peak correlation in our simulations.

Simulations of the stellar spectrum were compared to
observations of the combined star/planet spectrum in Buzard
et al. (2020) and successfully reproduced some, but not all,
observed nonplanetary features in the log-likelihood surface,

indicating that the near-perfect correction of structured correla-
tion is not yet achievable in practice. A discussion of how this
correction may be improved in observations is presented in
Section 4. The inability to achieve good corrections for off-peak
correlation in observations complicates the detection of smaller
or cooler planets compared with simulations, and the results
presented in Figure 3 and Table 1 likely overestimate the
detectability of such planets with current pipelines. However,
correcting the off-peak correlation enables a more robust
comparison between different simulations and offers insight on
the possibilities with future pipeline improvements.
The ( )RL Klog p curves for each Teq and Rp are plotted in

Figure 3, and detection likelihood ratios are listed in Table 1.
Jackknife tests are used to estimate the shaded 1σ error region.
In addition to the total planet spectrum, we perform the cross-
correlation with molecule-specific planet templates for H2O,
CH4, CO, NH3, H2S, CO2, and PH3 in order to assess the
impact of individual species on the detection. Only H2O and
CH4 are robustly detected and are plotted in Figure 3 along
with the NH3 and complete templates for comparison. The
relative strength of the H2O and CH4 detections varies with
simulated temperature, as expected from the equilibrium

Figure 3. Relative likelihood curves for 25 observed epochs with S/Nepoch = 1500 of planets with equilibrium temperatures of 600, 1000, and 1400 K and
photometric contrasts corresponding to radii ranging from 0.7 RJ to 1.3 RJ. Structured correlation has been removed by subtracting the log-likelihood curve of a star-
only simulation, and all curves have been shifted to have an off-peak median of zero for plotting. The top left panel plots the combined relative likelihood function of
all molecules in the SCARLET planet model, while the remaining panels plot the relative likelihood curves from individual molecules. While H2O dominates the full
model detection at 1400 K, CH4 dominates at 600 K, transitioning around 1000 K. The detection of cooler planets is stronger than expected based on the difference in
photometric contrast compared with warmer planets.
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chemistry. The NH3 template gives a featureless ( )RL Klog p
curve in the 1400 and 1000 K models, but shows weak features
in the 600 K case, though not significant in comparison with
H2O or CH4. The H2S template shows some weak features near
the expected planet peak in the 1000 K models, but the
detection is similarly not significant compared with H2O or
CH4. The CO, CO2, and PH3 templates all produce featureless

( )RL Klog p curves after correcting for the stellar contribution in
all cases, consistent with the expected lack of L-band spectral
features.

In the 600 K simulations, correlating with all molecules in
the planet model results in a much stronger detection than
would be expected from the individual H2O and CH4 cross-
correlation functions. This does not appear to be the result of
other molecules contributing substantially to the total detection.
Rather, we note that omitting a molecule from the cross-
correlation template—but not the simulated observation—
effectively decreases the S/N of the observation. The features
present in the simulated data but omitted from the template will
still correlate with the template spectrum, but at values other
than the planetary radial velocity, increasing the off-peak
correlation and reducing the relative size of the planet peak.
The impact is more pronounced than an increase in the
Gaussian noise because the nonrandom structure produces an
off-peak structure that will add consistently when epochs are
combined, whereas structure arising from random noise will
average to zero across epochs.

Detection strength estimates for HRCCS detections have been
made in a variety of ways. In NIRSPEC observations prior to the
2019 upgrade, Lockwood et al. (2014) reported a 6σ detection in
five epochs by comparing observed and synthetic log-likelihood
functions. Piskorz et al. (2016) reported a strong detection based
on six epochs by computing the Bayes factor, comparing a
Gaussian planet detection with a linear nondetection in the log-
likelihood space. Piskorz et al. (2017) reported a 3.7σ detection in
seven epochs, and Piskorz et al. (2018) reported a 3.8σ detection
in six epochs using a similar approach. Buzard et al. (2020)
reported a 6.5σ detection in seven epochs, two of which were
taken with the upgraded NIRSPEC, by fitting the full observed
log-likelihood function with simulations.

Using the Bayes factor technique described in Piskorz et al.
(2018) and the complete all-molecule planet template results in
>5σ detections for all 50-epoch simulations and all 25-epoch
simulations except for two cases with Teq= 600 K, R� 1.1RJ.
This is consistent with the higher resolution, increased spectral
coverage, and increased number of epochs used in the

simulations compared with prior NIRSPEC observations, as
well as the correction for stellar correlation features clarifying
the planet signal. The 10-epoch simulations range from< 2σ to
>5σ, despite roughly the same total S/N as the 25-epoch
simulations, indicating that many low-S/N observations yield
more reliable detections than a smaller number of epochs with
similar total S/N, consistent with the simulations from Buzard
et al. (2020).
The correction of nonplanetary correlation features allows us

to compare the Bayes factor approach with a likelihood ratio,
which we compute as

[ ( ˆ ) ( ¯ )] ( )= ´ -LR L K L K2 log log . 5p p

Here, ( ˆ )L Klog p is the value of the log-likelihood function at the
planet peak and ( ¯ )L Klog p is the median value far from the
planet peak. The resulting likelihood-ratio values are listed in
Table 1. While these values can be used to compute a σ

detection confidence using Wilkes’s theorem, doing so fails to
account for the width of the planet feature in the log-likelihood
space and underestimates the detection confidence as a result.
However, the likelihood-ratio approach is easier to calculate for
a large number of simulations, particularly for very well-
detected cases, and still yields the correct relative detection
strengths. These factors make the likelihood ratio a more useful
measure of how detection confidence will vary with planet
properties and observation strategy.

3.2. Planet Temperature Simulations

We assess the impact of planet equilibrium temperature on the
cross-correlation detection by correlating 10 and 25 epochs of
simulated observations with R= 1.0 RJ, S/Nepoch= 1500, and
varying planet equilibrium temperatures with models ranging
from 600 to 1400 K in steps of 100 K, covering the “warm/hot”
range of exoplanet temperatures. This allows us to compute the
two-parameter log-likelihood function ( )L K Tlog ,p eq , plotted in
the left column of Figure 4 for Teq= 1300, 1000, and 700 K. As
before, we also compute the log-likelihood surface from a
simulation of the stellar spectrum alone, which is then subtracted
in order to remove the structure arising from the correlation
between stellar and planetary spectra (see Equation (4)). The
resulting log relative likelihood surfaces, ( )RL K Tlog ,p eq , are
plotted in the right column of Figure 4.
We then marginalize the two-parameter ( )RL K Tlog ,p eq

surface over the 10 km s−1 region surrounding the best-fit

Table 1
Detection Likelihood Ratios with Varying Nepochs and S/Nepoch, Structured Correlation Removed, Using Complete Planet Templates

Planet Radius T = 600, 10 Epochs T = 600, 25 Epochs T = 600, 50 Epochs T = 1400, 10 Epochs T = 1400, 25 Epochs T = 1400, 50 Epochs
RJ S/Nepoch = 2500 S/Nepoch = 1500 S/Nepoch = 1500 S/Nepoch = 2500 S/Nepoch = 1500 S/Nepoch = 1500

1.3 4.6 9.7 19.7 5.4 12.3 24.7
1.2 3.3 11.1 20.5 4.3 10.6 21.8
1.1 2.4 7.5 14.5 3.6 8.4 17.7
1.0 2.6 5.7 11.5 3.1 6.9 15.0
0.9 1.2 4.7 8.7 2.6 5.9 12.7
0.8 1.3 5.7 7.0 1.8 5.5 10.5
0.7 0.9 2.4 5.4 1.6 3.7 7.9

Note. The likelihood ratio approach to the detection confidence is easy to compute and yields the correct relative detection strengths, but underestimates the absolute
confidence compared with modeling-based approaches that account for the width of the planet feature in the likelihood space. Additional epochs significantly improve
the detection strength, even when the total S/N across all epochs is similar.
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value of Kp, roughly corresponding to the resolution of
NIRSPEC, to obtain ( )RL Tlog eq , plotted in black in the left
panel of Figure 5. The size of the marginalization region has
minimal impact on the final constraints obtained for simula-
tions in which unwanted star/planet correlation features are

effectively removed. We use a 10 km s−1 region for the
subsequent analysis in order to reflect the uncertainty in the
best-fit Kp value while minimizing contamination from residual
nonplanetary correlation features. As expected based on the
right column of Figure 4, the ( )RL Tlog eq curve is temperature

Figure 4. Two-parameter ( )RL K Tlog ,p eq relative likelihood functions for simulations with equilibrium temperatures of 700, 1000, and 1300 K. True values are
indicated with dashed red lines. Contours in the left column represent approximately 3σ changes in the 2D surface, while contours in the right column are set at 2σ.
The right column subtracts a star-only set of simulated observations to remove the structure arising from the stellar spectrum, clarifying the temperature sensitivity.
The best-fit Teq is consistently lower than the true value by several hundred Kelvin. The preferred value of Kp is nearly independent of temperature.
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dependent but does not show a clear peak at the true value.
We therefore use a modeling approach to attempt to constrain
the temperature, analogous to the technique used by Buzard
et al. (2020) to determine Kp in the presence of significant
nonplanetary features in the ( )RL Klog p curve. In this case, Kp

is already well constrained (see Figure 4, right column), and we
instead attempt to model extraneous features in the ( )RL Tlog eq
curve in order to better estimate Teq. A series of models is
created with equilibrium temperatures from 600 to 1400 K in
steps of 100 K. The two-parameter log-likelihood surface is
calculated for each model, and a simulated stellar spectrum is
subtracted to remove off-peak correlation features. Finally,
we marginalize the models over the same Kp range as was
previously used for the “observed” spectrum. Both the
“observed” slice we wish to constrain and these model slices
are subtracted to have zero mean, accounting for the lack of
Gaussian noise in the models, and are plotted in the left panel
of Figure 5.

While there is not a unique peak at the correct temperature,
the ( )RL Tlog eq function still shows significant changes in its
shape with model equilibrium temperature. Constraining the
temperature therefore requires an additional step to compare the
observed and expected ( )RL Tlog eq . We compute the negative
log-likelihood of the deviation between the “observed” curve
and each model, under the assumption that the model points are
Gaussian-distributed:
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Here, Oi is the value of the observed log-likelihood function at
equilibrium temperature i in the parameter space, ( )M T ieq is the
value of the model log-likelihood function with equilibrium
temperature Teq at temperature i, and ( )s T ieq is the error in the
associated observed values determined from a jackknife test.

To more easily compute best-fit values and confidence
intervals, we convert the log-likelihood to a probability
distribution P(Teq) by exponentiating and normalizing the
integral. This can be written as
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Here, C is a normalization constant numerically determined so
that P(Teq) integrates to unity. The value of Teq that maximizes
P(Teq) is the best-fit temperature of the “observed” planet, and
the 1σ errors on Teq are computed as the interval enclosing an
area of 0.68 around the best-fit value. These are reported in
Table 2.
Meaningful constraints are obtained for Teq� 1200 K in

both the 10- and 25-epoch cases. At higher temperatures, the
fitting becomes unreliable, with the 1300 and 1400 K cases

Figure 5. Temperature constraint for 25 epochs of a 1 RJ planet with Teq = 800 K. On the left, the 1D marginalization of the 2D log relative likelihood surface near the
best-fit Kp is plotted for the “observed” spectrum and a grid of models with different temperatures. The right panel plots the probability density P(Teq) computed from
the deviations between the “observed” and model curves in the left panel, with the true value indicated in solid red, best-fit value in dashed red, and 1σ errors in dotted
red lines.

Table 2
Teq Constraints from 10 and 25 Epochs of a 1 RJ Planet with S/Nepoch = 1500

“Observed” Teq (K) Measured, 10 Epochs Measured, 25 Epochs

700 660 ± 20 640 ± 10
800 720 ± 30 760 ± 20
900 850 ± 20 850 ± 20
1000 1010 ± 20 1020 ± 20
1100 1100 ± 30 1120 ± 20
1200 1160 ± 90 1180 ± 90

Note. Accurate constraints are obtained for planets with Teq � 1200 K, though
the jackknife estimates appear to underestimate the errors.
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becoming effectively indistinguishable even in the 25-epoch
simulations. The measured values are generally smaller than
the true values, and an increased number of epochs results
in negligible improvements to accuracy. Additionally, the
reported precision based on jackknife estimates of the error in

( )RL Tlog eq appears to underestimate the true uncertainty.
Comparing the true and measured values suggests the precision
is ∼50–100 K, though the 100 K resolution of the model grid
limits our ability to make a robust estimate.

At the same time, Figure 4 shows that the correct value of Kp

is recovered even with significant mismatches in Teq between
observed and template spectra, so strong priors are not required
in order to make an initial detection. While neglecting the day/
night temperature mismatch will have a negative impact on the
detection strength compared with models accounting for the
full temperature structure, it does not produce an error in Kp.
Finally, we note that the detection strength is maximized when
the cross-correlation template is cooler than the observed
spectrum by ∼200 K.

3.3. C/O Simulations for Warm Planets

Piskorz et al. (2018) attempted to place a C/O ratio
constraint on the hot Jupiter KELT-2Ab using 2D multi-epoch
cross-correlation with data from Spitzer and preupgrade Keck-
NIRSPEC. The large errors in this measurement are consistent
with Figure 1 and Figure 3, which for a hot planet indicate that
the L-band spectrum and resulting cross-correlation function
are dominated by H2O features, with no measurable contrib-
ution from carbon-bearing species. The lack of carbon species
lines at high temperature prevents measurement of the C/O
ratio. However, the simultaneous detection of H2O and CH4 at
equilibrium temperatures of approximately 1000 K in Figure 3
suggests that a meaningful C/O constraint may be possible for
cooler planets at the same wavelengths, assuming chemical
equilibrium and known metallicity.

To assess the ability to constrain C/O in cooler planets, we
simulate 25 epochs of planets with an equilibrium temperature of
900 K, radius 1 RJ, S/Nepoch= 1500, and a range of C/O ratios,
analogous to the simulations in Section 3.2 but varying the C/O
ratio instead of Teq. We perform a set of simulations with solar
metallicity and another with 10 × solar metallicity to estimate
the impact on the C/O constraint. The left column of Figure 6
plots the two-parameter log-likelihoods ( )L Klog , C Op for
simulations with C/O of 0.8, 0.5, and 0.2 at solar metallicity.
As with the two-parameter temperature likelihood functions, a
star-only simulation was subtracted to reduce structured off-peak
correlation, producing the ( )RL Klog , C Op surfaces plotted in
the right column of Figure 6 (see Equation (4)). The correct
value of Kp is recovered regardless of C/O ratio, indicating that
even a large mismatch between template and observed C/O ratio
will not result in a nondetection. In contrast with the

( )RL K Tlog ,p eq surfaces, the ( )RL Klog , C Op surfaces appear
to be uniquely peaked near the correct value of C/O, after
correcting for features arising from the stellar spectrum.

As was the case with equilibrium temperature, the two-
parameter likelihood surface changes with model C/O ratio,
indicating the multi-epoch technique is sensitive to observed C/O,
and the recovery of the correct Kp at all C/O values suggests that
strong priors on the C/O ratio are not required to make a
detection. We use the same approach to characterize the C/O
sensitivity as was previously used for equilibrium temperature.

We begin by marginalizing the 2D ( )RL Klog , C Op surface
over the 10 km s−1 region surrounding the best-fit Kp, roughly
corresponding to the resolution of NIRSPEC, to obtain

( )RLlog C O , which we plot in the left panel of Figure 7.
While the ( )RLlog C O curves are generally peaked near the

correct value, the modeling approach described in the previous
section continues to provide more accurate constraints when
the models closely replicate observations. We therefore
correlate a set of noise-free models that we fit to the observed

( )RLlog C O curve following Equation (6), which we then
convert to P(C/O) following Equation (7). The right panel of
Figure 7 plots the resulting P(C/O) function for a simulation
with C/O= 0.5, analogous to the right panel of Figure 5.
Table 3 shows that a good constraint on C/O is achieved for

input values below C/O= 0.7 from 25 epochs of S/Nepoch=
1500 and solar metallicity, and below C/O= 0.9 for 10 ×
solar metallicity. At higher C/O ratios, the planet spectra
become too similar to reliably distinguish between different
values for C/O from the L-band spectrum alone. At lower C/O
ratios, the measured values tend to overestimate the true C/O,
particularly in the higher-metallicity models. Despite this, the
measured C/O values are accurate to better than 0.1, which
should enable differentiation between substellar, approximately
stellar, and superstellar C/O ratios. Higher metallicity leads to
somewhat better constraints, particularly at high C/O ratios, as
the increased heavy element content leads to stronger, better-
detected H2O and CH4 lines. Both accuracy and precision are
substantially improved in the 25-epoch simulations compared
with 10-epoch simulations of similar total S/N.

3.4. Instrument Properties

Our final set of simulations assesses the role of spectral grasp
and spectral resolution in both detection and atmospheric
characterization. In order to compare instrumental properties
directly, without considering the impact of the significant
absorption features present in the L band, we use “space-like”
simulations in which pixels affected by saturated tellurics are
not masked, unlike the simulations presented previously. We
consider three cases with 10 evenly spaced epochs each. First,
we consider a space-based NIRSPEC2 analog. The S/Nepoch is
2500, the spectral resolution is R∼ 35,000, and the spectral
coverage is plotted in Figure 1. Second, we consider a space-
based instrument with the same wavelength range as
NIRSPEC2, but with double the resolution (R∼ 70,000). To
account for the increased dispersion, S/Nepoch is reduced to
1768. Finally, we consider a space-based instrument with
R∼ 35,000 and S/Nepoch= 2500, but with the spectral grasp
doubled to provide nearly continuous coverage from 2.9 to
3.8 μm. To maintain a consistent sampling of the line-spread
function, the latter two cases were run with 4096 pixels instead
of 2048 for NIRSPEC2.
For each set of instrument parameters, we simulate a set of

planets with Teq= 1400 K and radii from 0.7 RJ to 1.3 RJ,
similar to Section 3.1, as well as a set with Teq= 900 K,
R= 1.0 RJ, solar metallicity, and a range of C/O ratios, similar
to Section 3.3. Following the same procedures as in those
sections, we present detection strengths as likelihood ratios in
Table 4 and C/O constraints in Table 5.
Examining first the impact on detection strength, we find that

both grasp and resolution lead to a significant improvement in
detection. This can be seen in Figure 8, which plots the relative
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likelihood curves for each set of instrumental factors for 10
simulated epochs with Teq= 1400 K, Teq= 1000 K, and
Teq= 600 K. Comparing with the Teq= 1400 K, 10-epoch case in
Table 1, we find that all detections listed in Table 4 are

significantly stronger than the corresponding entries in Table 1,
indicating that telluric losses are significantly degrading ground-
based observations. Both increased spectral resolution and
increased wavelength coverage offer additional improvements in

Figure 6. Two-parameter ( )L Klog , C Op and ( )RL Klog , C Op log-likelihood functions for simulations with equilibrium temperature of 900 K and C/O ratios of 0.8,
0.5, and 0.2. True values are indicated with dashed red lines. Contours in the left column represent approximately 3σ changes in the 2D surface, while contours in the
right column are set at 2σ. Stellar correlation features have been subtracted in the right column to produce a relative likelihood. The changes with simulated C/O
suggest a sensitivity to the C/O ratio. The recovery of the correct Kp despite significant mismatches between the observed and correlation model C/O ratios indicates
that strong priors are not required for detection.
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detection strength, with the double-resolution case producing a
∼60% improvement in the likelihood ratio compared with the
“space-like” NIRSPEC2 and the double-grasp case yielding a
∼70% improvement. The improvement in detection strength
appears to be somewhat dependent on planet temperature. While
for the Teq= 1400 K and Teq= 1000 K planet models both
increased resolution and increased grasp produce similar
improvements in detection strength, the Teq= 600 K models are
much better detected in the increased-grasp case.

Table 5 shows the impact of instrument parameters on the
C/O measurement. While an increased spectral range appears
to offer some improvements in accuracy, particularly at high
C/O, increased resolution does not have a significant impact on
the measurements obtained. We can also estimate the impact of
telluric features on the achievable C/O constraint by

comparing the space-like NIRSPEC2 case in Table 5 with
the values in Table 3. Both accuracy and precision are
substantially worse when saturated telluric absorption features
are removed, particularly at higher C/O, consistent with the
large loss in effective spectral grasp due to telluric features.

4. Discussion

4.1. Observation Strategy

Simulations of identical systems with varying numbers of
epochs allow us to directly compare the results of different
observation strategies. Table 1 lists detection strengths for
simulations with 10 epochs at S/Nepoch= 2500 as well as
simulations of 25 epochs with S/Nepoch= 1500. The total S/N
in these simulations combining all epochs is ∼7900 and ∼7500,
respectively. Despite the slightly better total S/N, the 10-epoch
case gives a substantially worse detection strength in all cases

Figure 7. C/O constraint for a simulation with C/O = 0.5 and Teq = 900 K. Zero-mean 1D slices of the likelihood surface along the best-fit value of Kp are plotted at
left for the target simulation and a series of models. The corresponding probability density function of the “observed” spectrum having a given C/O, P(C/O), is
plotted at right, with the true value in solid red, best-fit value in dashed red, and 1σ confidence interval in dotted red lines.

Table 3
Measured C/O Values for 25 Epochs with Teq = 900 K, R = 1.0 RJ, and

S/Nepoch = 1500, at Solar and 10 × Solar Metallicity

“Observed” C/O Measured C/O Measured C/O
z = ze z = 10 × ze

0.2 0.24 ± 0.04 0.26 ± 0.04
0.3 0.34 ± 0.03 0.39 ± 0.04
0.4 0.41 ± 0.04 0.45 ± 0.04
0.5 0.52 ± 0.04 0.53 ± 0.03
0.6 0.60 ± 0.04 0.62 ± 0.03
0.7 0.82 ± 0.06 0.72 ± 0.03
0.8 0.86 ± 0.06 0.82 ± 0.02
0.9 0.96 ± 0.08 0.92 ± 0.02
1.0 0.92 ± 0.08 0.96 ± 0.03

Note. Accurate constraints are obtained for C/O < 0.7 at solar metallicity and
C/O < 0.9 at 10 × solar metallicity. At high values of C/O, the “observed”
spectra become difficult to distinguish reliably. These results are sufficient to
distinguish between substellar, superstellar, and approximately stellar values of
the planetary C/O ratio.

Table 4
Relative Likelihoods of Detection for 10 Epochs of a Planet with Teq = 1400

K, Observed with Three Hypothetical Space Instruments

Planet Radius NIRSPEC2 Double Resolution Double Grasp

1.3 24.8 37.9 41.5
1.2 20.9 32.9 35.9
1.1 17.0 27.4 30.0
1.0 14.9 21.6 25.1
0.9 12.1 18.1 20.2
0.8 9.4 15.0 15.2
0.7 7.1 11.4 12.1

Note. The NIRSPEC2 case uses the wavelength range plotted in Figure 1 and
R ∼ 35,000 based on NIRSPEC2 observations. Double resolution considers the
same grasp as NIRSPEC2, but R ∼ 70,000. Double grasp considers
R ∼ 35,000, but with double the wavelength coverage compared with the
NIRSPEC2 case. Both spectral resolution and spectral coverage have a
significant impact on detection strength.
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compared with the otherwise-equivalent 25-epoch simulations,
corresponding to a factor of ∼2 reduction in photometric
contrast. Comparing the 25-epoch simulations with the 50-epoch
simulations, which have 40% greater total S/N, we find that the
50-epoch case performs substantially better than would be
expected from the increase in S/N, again corresponding to a
factor of ∼2 in photometric contrast. This suggests that
confidence in the multi-epoch detection is much more dependent
on the number of epochs combined than on either the per-epoch
or total S/N. This is consistent with findings from Buzard et al.
(2020) that spreading the same total S/N over an increasing
number of epochs results in a stronger detection.

The improvement with an increasing number of epochs
suggests that the optimal observing strategy for multi-epoch
cross-correlation is to take a large number of relatively low
S/N observations, similar to stellar radial velocity surveys.
While stellar optical spectra can be corrected to the required
precision for radial velocity measurements by dividing by the
spectrum of an A0 telluric standard star, the extremely low
planet flux measured in multi-epoch cross-correlation would
require a prohibitive amount of time spent on telluric standards
in order to prevent the uncertainty in the standard measurement
from dominating the planet signal.

Instead of telluric standards, multi-epoch cross-correlation
observations since Lockwood et al. (2014) have made use of
line-by-line atmospheric models such as RFM (Dudhia 2017) or
MOLECFIT (Kausch et al. 2014) to fit and divide out a model
atmosphere. Beginning with Piskorz et al. (2016), this is
followed by a PCA to correct errors in the model line profile
function, changes in molecular abundances over the observation,
and instrument flexure (Piskorz et al. 2016, 2018). The guided
PCA requires a series of observations at varying air mass in
order to identify residuals associated with tellurics, as these
features should vary consistently with the air mass. Based on
prior NIRSPEC observations, a time series covering at least
∼30 minutes per target is necessary for guided PCA to be
effective. This in turn requires the use of the few-epoch, high per-
epoch S/N observing strategy simulated in the 10-epoch case
when observing with large telescopes, with S/Nepoch∼ 2500.
The results of the simulations presented here suggest that the
development of alternative telluric correction procedures that do
not impose a minimum integration time should be a high priority

for future multi-epoch cross-correlation pipelines. We also note
that more sensitive instruments may shorten the time series
required for effective PCA, but will also further reduce the
integration time required to achieve the desired S/Nepoch for the
many-epoch observing strategy.

4.2. Photometric Contrast Limits

Table 1 allows us to compare the impact of photometric
contrast changes due to differences in equilibrium temperature
with changes due to planet radius. Comparing otherwise-
identical simulations with Teq of 600 and 1400 K, we find the
likelihood ratio is only reduced by ∼20% in the 600 K case,
despite a 94% reduction in L-band photometric contrast
compared with the 1400 K case. At the same time, a reduction
in photometric contrast of ∼20% due to planet radius results in a
∼20% reduction in likelihood ratio at a fixed equilibrium
temperature, indicating that photometric contrast has a sig-
nificant impact on detection at a fixed equilibrium temperature.
We note that these numbers assume cloud-free models for both

Table 5
C/O Constraints from 10 Simulated Epochs with Varying Space-based

Instrument Properties and No Tellurics

“Observed” C/O NIRSPEC2 Double Resolution Double Grasp

0.2 0.19 ± 0.01 0.19 ± 0.02 0.23 ± 0.01
0.3 0.34 ± 0.02 0.35 ± 0.02 0.34 ± 0.01
0.4 0.40 ± 0.02 0.36 ± 0.02 0.40 ± 0.02
0.5 0.53 ± 0.02 0.52 ± 0.02 0.52 ± 0.01
0.6 0.64 ± 0.03 0.61 ± 0.03 0.60 ± 0.02
0.7 0.68 ± 0.03 0.69 ± 0.03 0.70 ± 0.02
0.8 0.84 ± 0.03 0.87 ± 0.04 0.83 ± 0.02
0.9 0.98 ± 0.06 0.92 ± 0.05 0.92 ± 0.02
1.0 1.06 ± 0.04 L 0.99 ± 0.04

Note. The NIRSPEC2 case uses the grasp and resolution of previous
NIRSPEC2 observations. Double resolution considers the same grasp as
NIRSPEC2, but double the spectral resolution. Double grasp considers the
same spectral resolution as NIRSPEC2, but with nearly complete wavelength
coverage from 2.9 to 3.8 μm. Increased wavelength coverage offers better
performance improvements, particularly at high C/O.

Figure 8. Comparison of the relative likelihood curves for different instrument
properties. The top panel plots a simulated planet with Teq = 1400 K, the
middle Teq = 1000 K, and the bottom panel Teq = 600 K. Ten epochs are used
in each simulation. The NIRSPEC2 case uses the wavelength range plotted in
Figure 1 and R ∼ 35,000, while the double-resolution case considers the same
wavelength coverage, but with R ∼ 70,000. The double-grasp case uses R
∼35,000, but with double the wavelength coverage of the NIRSPEC2 case.
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temperatures, which is not necessarily appropriate for the 600 K
case. The impact of clouds and hazes is discussed in more
detail below. Additionally, we do not account for changes in
the planet spectrum with varying radius. Changes in surface
gravity and temperature–pressure profiles in smaller planets
are likely to introduce changes in spectroscopic contrast in
addition to the change in photometric contrast considered in
these simulations.

The difference in the relationship between photometric
contrast and detection strength from changes in radius
compared with changes in equilibrium temperature emphasizes
that multi-epoch cross-correlation is much more sensitive to
spectroscopic contrast than photometric. On a per-photon basis,
the Teq= 600 K planet models are significantly easier to detect
via multi-epoch cross-correlation, due to the presence of deep
CH4 features at cooler temperatures. However, the presence of
additional species in the spectra of cooler exoplanets increases
the difficulty of accurately matching the correlation template to
the observed spectrum, a challenge that is not present in the
simulations. This suggests that anticipating the detectability of
exoplanet systems with cross-correlation spectroscopy requires
an understanding of the target’s thermochemical properties, in
particular considering the potential presence and impact of
clouds and hazes. Figures 4 and 6 indicate a detection can be
made despite significant differences between the template and
observed spectra, provided the template includes the species
present in the observed spectrum. An initial detection with a
poorly matched model can be subsequently revised by varying
the template to maximize detection strength.

Section 4.2 found that the 25-epoch simulations detected
nearly all simulated planets with >5σ confidence using the
Bayes factor approach described in Piskorz et al. (2016). This
suggests that using a many-epoch, low per-epoch S/N
observing strategy with L-band multi-epoch cross-correlation
using NIRSPEC is sensitive to planets with Teq� 600 K and
R� 0.7 RJ around a Sun-like host star. Assuming a Sun-like
host star, this corresponds to planets within ∼0.2 au that are
approximately Saturn-sized and larger, which should enable the
detection and characterization of warm Jupiters. While we do
not simulate the change in orbital period with semimajor axis,
this does not affect the detection provided the sampling of the
orbital phase is fixed. We caution that the exact limits are likely
to be strongly dependent on the exact wavelength range
observed, the planet chemical composition, the presence of
clouds or hazes, and how well features arising from the stellar
spectrum can be removed from the ( )L Klog p space.

4.3. Sensitivity to Temperature

Figure 4 indicates that while mismatches between the true
temperature and the correlation model negatively impact the
detection strength, the best-fit value of Kp is independent of the
model equilibrium temperature over an 800 K range. This is
particularly relevant to planning observations for tidally locked
planets such as hot Jupiters, which are known to have day/
night temperature differences of several hundred Kelvin (e.g.,
Knutson et al. 2007; Komacek & Showman 2016; Wong et al.
2016). Figure 4 indicates both dayside and nightside observa-
tions can be used effectively in the absence of longitudinally
varying clouds or hazes with a relatively minor impact on the
detection strength, though the correlation model should use the
lowest estimated temperature. Underestimating the planetary

equilibrium temperature in the template spectrum consistently
results in a better detection.
While the weak dependence on mismatches between the

observed and model temperature is useful observationally, it
suggests that L-band observations have a limited ability to
constrain the thermal properties of the system. While Figures 4
and 5 do show variations with equilibrium temperature, the
values in Table 2 show significant systematic errors. Addition-
ally, the temperature constraint in the L band arises primarily
from the relative strengths of H2O and CH4 features, which will
also depend on metallicity and C/O ratio. Multidimensional
model grids to assess these degeneracies are computationally
impractical at present and will require improvements in the
cross-correlation routine. The L-band temperature sensitivity is
therefore unlikely to be useful in practice beyond providing
rough constraints on the day/night temperature contrast for
Teq� 1200 K, when CH4 features are present in the spectrum.
However, other near-infrared spectral features with stronger
temperature dependencies, such as CO band heads in the K and
M bands, may offer much better constraints on 3D thermal
properties, as was demonstrated in Beltz et al. (2021). With a
large number of epochs, variations in the best-fit temperature
between epochs at different orbital phases could enable thermal
mapping of nontransiting planets, similar to the phase-curve
mapping technique in Knutson et al. (2007). Future simulations
will explore the wavelength dependence of thermal constraints
from multi-epoch cross-correlation and the impact of phase-
dependent observed planet temperatures. We expect the
temperature dependence of the planetary spectrum will lead
to constraints on planet properties varying strongly with
equilibrium temperature, even for observations at fixed
wavelength.

4.4. Sensitivity to C/O

Figure 6 indicates that while the best-fit Kp is unaffected by a
mismatched C/O ratio, multi-epoch cross-correlation success-
fully recovers the true value for Teq= 900 K and C/O� 0.8,
as shown in Figure 7 and Table 3. Higher metallicity offers
marginally better performance at high C/O. The contrast with
the weak C/O constraint obtained in Piskorz et al. (2018) is
due to the presence of CH4 in the L-band spectrum for
Teq� 1000 K, which allows carbon- and oxygen-bearing
species to be observed simultaneously. This again illustrates
the dependence of multi-epoch cross-correlation detection and
characterization on the wavelength range observed and the
target’s atmospheric composition. While L-band observations
can provide useful C/O constraints for warm planets, hot
Jupiters require observations at different bands that contain
carbon species (e.g., CO) features at high temperature. Useful
C/O constraints are not obtained for simulated planets with
Teq� 1000 K, due to the lack of CH4 lines at high
temperatures, though for cooler planets differences in Teq
between the observed and template spectra do not significantly
impact the C/O constraint beyond increasing the uncertainty
to ∼0.1.
We note that L-band C/O constraints require an equilibrium

chemistry assumption, as only H2O and CH4 features are
observed. Wallack et al. (2019) found that disequilibrium
processes in cooler planets have a minor impact on molecular
abundances compared with atmospheric metallicity and C/O
ratio for planets with equilibrium temperatures around 1000 K,
suggesting the equilibrium assumption is reasonable for the
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warm exoplanet populations. In cases where disequilibrium
processes are expected to play a significant role, a CO detection
is likely to be required, and disequilibrium processes must be
included in the model planet spectrum. Large-grasp instruments
that can detect multiple carbon- and oxygen-bearing species
simultaneously would allow large-scale disequilibrium pro-
cesses to be identified through cross-correlation without a priori
knowledge of the atmosphere.

The ability to measure C/O from L-band observations has the
potential to clarify the formation processes for warm Jupiters.
Öberg et al. (2011) found that the C/O ratio of the gaseous and
solid components of protoplanetary disks varies with distance.
Gas beyond the H2O snow line is carbon-enriched relative to the
inner disk, while solids are carbon-depleted. If the gas accretion
determines the final C/O ratio, planets that form beyond the
snow line and migrate inward should have a significantly
superstellar C/O (e.g., Öberg et al. 2011; Öberg & Bergin 2016;
Madhusudhan et al. 2017). Other work has suggested solid
accretion dominates the final atmospheric C/O (e.g., Mordasini
et al. 2016; Espinoza et al. 2017), resulting in substellar C/O
values that drop further beyond the H2O snow line. The relative
importance of gas and solid accretion may also vary significantly
with planet mass, leading to compositional differences between
Jupiter- and Neptune-size planets (Cridland et al. 2019). The
precision of the C/O constraints in Table 5 suggests that cross-
correlation spectroscopy can distinguish between migration and
in situ formation scenarios, as well as between gas- and solid-
dominated accretion. The weak inclination dependence of cross-
correlation techniques results in many more targets for which C/O
measurements can be made compared with transit spectroscopy,
increasing the potential sample size for studies of atmospheric
C/O in intermediate-temperature (Teq∼ 900 K) planets.

4.5. Applicability of Simulations to Observations

These simulations suggest that multi-epoch cross-correlation
is capable of significantly more than has been demonstrated
observationally. In part, this is because these simulations are
based on the capabilities of NIRSPEC2 (Martin et al. 2018),
which offers substantially improved wavelength coverage and
resolution compared with the preupgrade instrument that was
the basis for prior multi-epoch detections. As additional
observations are taken with the upgraded instrument, future
observational results should better match the simulations
presented here. We also briefly note several factors that were
not included in the simulations that do impact observations.
Stellar activity and atmospheric clouds and hazes are discussed
in detail below.

Figures 4 and 6 suggest that minor inaccuracies in the
planetary spectral template temperature or C/O ratio will have
minimal impact on the ability to make a detection. While
inaccuracies decrease the strength of the detection, the correct
value of Kp is recovered for Teq between 600 and 1400 K and
C/O between 0.1 and 1.1, regardless of the true values.
Furthermore, we demonstrate that correlating with a grid of
planet models can provide constraints on planet properties that
are not known a priori. The one case where differences between
observed and template spectra cause significant issues with
detection is when simulated observations with Teq< 1000 K
are correlated with Teq� 1000 models. This appears to be due
to the absence of CH4 features in warmer models. Provided the
species that dominate the observed spectrum are represented in
the cross-correlation template, errors in the template appear to

have a minimal and identifiable impact on the detection. Errors
in line shape or position in the template will lead to a broader,
lower-amplitude peak in the cross-correlation function and may
lead to shifts in the best-fit Kp (Brogi & Line 2019). We note
that errors in line lists represent a significant additional source
of modeling uncertainty, particularly for CH4. Using an
updated line list, Gandhi et al. (2020) is unable to reproduce the
CH4 detection reported in Guilluy et al. (2019) for HD 102195
b, indicating that the uncertainties in current line lists are large
enough to impact both detection and C/O constraints with
cross-correlation techniques. Future improvements in high-
resolution line lists should reduce the impact of this model
uncertainty.
These simulations also lack any residuals from the telluric

removal procedure, unlike observations. Buzard et al. (2020)
showed that such residuals are not necessary to reproduce
major nonplanetary features in the cross-correlation space,
which arise from correlation between the stellar and planetary
spectra. While the guided PCA approach should effectively
remove all features present in a model telluric spectrum or that
vary consistently over the observation, fixed differences
between the observed line profiles and positions and the
telluric model are likely to lead to residuals in observed spectra
that are not included in this simulation framework, but that do
contribute to off-peak structure in observations. Developing
simulations that accurately include telluric residuals is an
ongoing challenge, as it requires quantifying the deviations
between observed and model telluric spectra and how such
differences vary with air mass and observing conditions. The
near-perfect correction of off-peak structure achieved in these
simulations therefore represents a best-case scenario for telluric
removal, and we emphasize the importance of accurate telluric
correction for successful multi-epoch cross-correlation.

4.5.1. Stellar Activity

Stellar activity and the associated spectrophotometric
variations are likely to have a significant impact on the ability
to detect and characterize planets with multi-epoch cross-
correlation. The left columns of Figures 4 and 6 show that even
a perfectly modeled static stellar spectrum introduces sig-
nificant nonrandom structure in the cross-correlation space.
This structure can be entirely removed in simulations, as the
stellar spectrum is perfectly characterized and the only source
of nonrandom structure is included. In observational applica-
tions, intrinsic differences between the observed and model
stellar spectra and spectrophotometric variability from stellar
activity will lead to nonplanetary cross-correlation features that
cannot be easily removed by subtracting a set of planet-free
simulated observations created from a single stellar spectral
model. The impact of stellar variability can be reduced
by taking high-cadence observations. Minimizing the time
between observations also minimizes changes in the stellar
spectrum, reducing the resulting variable structure in the cross-
correlation function. Previous multi-epoch cross-correlation
detections have used data taken over three to eight years
(Piskorz et al. 2016, 2017; Buzard et al. 2020), covering a large
fraction of the 11 yr solar magnetic cycle and longer than the
magnetic cycles observed in other stars (e.g., Donati et al.
2008; Morgenthaler et al. 2011). Such long baselines are not
necessary for warm or hot systems with periods of <100 days,
but allow significant changes to occur in the stellar spectrum
compared with observations taken over shorter periods.
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Stellar activity can also be addressed in the analysis pipeline.
While currently the cross-correlation is performed using a
single stellar template for all epochs, using different templates
at each epoch could account for changes in the stellar spectrum
caused by stellar activity. This would require an accurate
estimate of the stellar activity at each epoch as well as high-
resolution spectral models that incorporate varying activity
levels. Such modeling would also benefit from high-cadence
observations, which may allow a Gaussian process approach to
fit spectral changes due to stellar activity, similar to the
approach described in Rajpaul et al. (2015) to reduce errors in
radial velocity observations arising from stellar activity.

4.5.2. Clouds and Hazes

All simulations used planetary spectral templates without
clouds or hazes, which are likely to be present in observed
systems with Teq< 1000 K. While clouds are responsible for
the flat transmission spectrum in GJ 1214 b (Kreidberg et al.
2014), cross-correlation techniques are sensitive to emission
features and are not necessarily impacted in the same way.
However, 3D models of hot Jupiter atmospheres find that
clouds lead to muted high-resolution emission features (Harada
et al. 2019), and models of super-Earth atmospheres find that
clouds may result in blackbody-like spectra with weak line
features (Morley et al. 2015). These findings suggest that the
presence of a significant cloud cover is likely to have a negative
impact on the ability to make detections with high-resolution
cross-correlation techniques compared with our simulations,
similar to the impact on transiting planets.

Hazy planets, in contrast, may be easier to detect in some
cases. Models of hazy super-Earths in Morley et al. (2015)
found hazes can cause temperature inversions that produce
stronger infrared emission features than similar planets without
hazes, depending on irradiation, particle size, and haze
coverage. Some exoplanets with featureless transmission
spectra due to hazes may nevertheless be amenable to cross-
correlation detection of the emission spectrum in the 1–5 μm
spectral range. Determining the precise impact of clouds and
hazes will require additional simulations with a range of cloud/
haze properties and compositions. These simulations will also
need to account for variations in cloud/haze coverage over the
atmosphere and the viewing angle of the observer at each
epoch, rather than using a single model planet spectrum for all
epochs. We leave these simulations to future work.

4.6. Instrumental Factors

Table 4 and Figure 8 indicate that improvements to either
spectral resolution or spectral grasp lead to significant
improvements in detection strength. While the increased
coverage offers a somewhat greater performance improvement
compared with increased resolution for warmer equilibrium
temperatures, an improved spectral grasp offers substantially
better performance than increased spectral resolution for the
Teq= 600 K case. We believe the relative importance of
resolution and grasp is likely to depend on both the observed
wavelength and properties of the target planet, in particular the
width of the observed planetary emission features. We leave a
more detailed exploration of instrumental factors in detection
strength considering a broader portion of the near-infrared
spectrum to future work. Table 5 shows that the atmospheric
characterization from L-band features is much less dependent

on instrument properties. Improving the C/O constraint is
likely to require the ability to simultaneously detect additional
species beyond H2O and CH4, necessitating a significant
increase in spectral grasp rather than additional improvements
in spectral resolution.
Several instruments have been proposed or are being

developed to offer single-shot 1–5 μm coverage with spectral
resolution greater than Keck-NIRSPEC, including GMTNIRS,
CRIRES+, and IGNIS. In addition to improving the detect-
ability of planets, large simultaneous wavelength coverage is
likely to offer significant improvements in the ability to
characterize planets by enabling the simultaneous detection of
additional molecules. The large spectral ranges of these
instruments will be especially valuable in cases of significant
nonequilibrium chemistry, clouds, or hazes, or a prior
uncertainty in the atmospheric composition.
Finally, we note that the space-like NIRSPEC2 simulations

in Table 4 result in a factor of ∼5 improvement in the
likelihood ratio compared with the analogous 10-epoch
simulations in Table 1 that remove portions of the spectrum
affected by telluric absorption. A space-based high-resolution
spectrograph covering the 1–5 μm spectral range would offer
significantly greater capability to detect and characterize
exoplanets through cross-correlation spectroscopy compared
with ground-based facilities.

4.7. Applications to Late-type Stars

These simulations used a Sun-like star for the host stellar
spectrum. For a given planet radius and equilibrium temper-
ature, the relative brightness of the planet increases with
decreasing stellar radius and temperature. From a purely
photometric viewpoint, we would therefore expect to make
stronger detections around later-type stars, as well as have the
ability to detect smaller and cooler planets. However, the
results from Section 4.2 indicate multi-epoch cross-correlation
is much more sensitive to spectroscopic contrast than
photometric. Increased stellar activity and stronger molecular
lines in late-type stars may cause spectroscopic contrast to
diverge significantly from photometric contrast, impacting
planet detectability in ways that are difficult to predict without
dedicated modeling. A rigorous assessment of cross-correlation
techniques around K- and M-type primary stars is currently
limited by the lack of sufficiently accurate high-resolution
spectral models for late-type stars.
The development of improved models for late-type stars

would further expand the population accessible to character-
ization through multi-epoch cross-correlation with existing
instrumentation. Of particular interest are planets falling in the
radius valley identified by Fulton et al. (2017) near 1.8 R⊕.
While our simulations show such planets are not likely to be
detectable with Keck-NIRSPEC around Sun-like stars, the
increased relative brightness of exoplanets around M-dwarfs
may enable detections, provided accurate stellar models are
available and the atmospheric spectrum offers sufficient
spectroscopic contrast. Cooler planets may pose additional
challenges for telluric correction as the emission spectrum of
the planet becomes more similar to the terrestrial spectrum. The
ability to probe the atmospheric composition of these planets
with multi-epoch cross-correlation could offer a new avenue for
investigating the evolutionary processes affecting intermediate-
mass, highly irradiated planets near the transition between
rocky and gaseous compositions.
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5. Conclusions

Our simulations indicate that the multi-epoch cross-correla-
tion approach can be used to detect and characterize a much
larger population of nontransiting planets than has been
previously studied. In particular, we find the following:

1. Planets with Rpl� 0.7 RJ and Teq� 600 K should be
detectable around Sun-like stars with existing instruments
in the L band, provided the stellar contribution to the
cross-correlation function can be effectively removed.
Cooler planets are much more detectable than suggested
by the photometric contrast. Detections are significantly
improved through additional epochs, even if total S/N is
held constant.

2. L-band cross-correlation spectroscopy is weakly depen-
dent on temperature. While day/night temperature
differences have some negative impact on the detection
strength using a single-temperature model, such differ-
ences are unlikely to prevent detection in the absence of
clouds. Precise measurements of thermal properties will
require observations at other bands, though L-band
observations may be able to estimate day/night temper-
ature contrast with future pipeline improvements.

3. L-band observations can provide good constraints on the
atmospheric C/O ratio for planets with Teq≈ 900 K.
Such constraints require the simultaneous detection of
carbon- and oxygen-bearing species. The lack of L-band
CH4 features in hot Jupiters requires observations at
other wavelengths to make a C/O measurement for
Teq� 1000 K.

4. Improvements in both spectral resolution and spectral
grasp compared with NIRSPEC2 result in improved
planet detection and atmospheric constraints. Future
improvements in instrumentation will further expand
the population of planets that can be detected and
characterized with multi-epoch cross-correlation. The
simultaneous detection of additional species should
enable more robust constraints on atmospheric properties,
particularly clouds/hazes and nonequilibrium chemistry.

In these simulations, we used a portion of the L band for which
prior NIRSPEC2 observations were available. This allows the
actual performance of the detector and losses to saturated
tellurics to be replicated in simulation, increasing our
confidence that the results presented here are obtainable in
practice. As additional NIRSPEC2 observations are taken at
different portions of the near-infrared, it will be possible to
perform these simulations at other wavelengths, allowing us to
explore how planet property constraints from multi-epoch
cross-correlation depend on wavelength and anticipate the
capabilities of future high-grasp instruments.
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