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Abstract – Material-specific atomistic aspects of brittle fracture are studied for the first time for a
complex metallic compound with realistic embedded-atom-method potentials. Crack propagation
occurs on an atomic level by a successive rupture of cohesive bonds. In many theoretical models
of fracture, however, a coarse-grained approach is applied and the explicit influence of the discrete
nature of matter is not taken into account. In this paper, numerical experiments on the complex
metallic compound NbCr2 are presented to illustrate why it is necessary to perform atomistic
simulations to understand the details of fracture behaviour: the number, strength and orientation
of bonds approached by a crack determine whether, where and how it propagates.

Copyright c© EPLA, 2009

Introduction. – In a linear elastic continuum
approach, a material is assumed to follow Hooke’s law.
To allow the failure of a sample by perfect brittle fracture
(i.e. without any dislocation activity), an additional crite-
rion is needed. Following Griffith [1], crack propagation
becomes possible when the so-called energy release rate
G equals the surface energy of the two newly generated
fracture surfaces. The linear elastic solutions for the stress
field of a sharp crack experience a singularity close to the
crack tip. The strength of this singularity is given by the
so-called stress intensity factor K. K is a measure for
the applied load and contains the geometry of the sample.
Furthermore, with G∝K2, the stability of a specimen can
in principle be checked. However, this picture has several
drawbacks. First, the singularity shows that the deriva-
tion within linear elasticity is unphysical at the crack
tip. Obviously, a linear force law is no longer valid, when
atomic bonds break. Second, the discrete nature of matter
is not included in a continuum picture. These problems
as well as the need for an explicit fracture criterion are
circumvented by the use of a direct atomistic simulation.
Thomson [2] has shown that the lattice affects crack prop-
agation. Cracks are stabilised in an interval around the
Griffith load. This effect is called lattice trapping. So far,
the material-specific atomistic aspects of brittle fracture
have been studied only in model systems (see, e.g., [3]) or
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in simple configurations (see, e.g., [4]). One extensively
investigated example in the case of covalent materials is
silicon [5–9]. However, in materials science and engineer-
ing, metals, intermetallics and alloys still play a central
role. Although structurally complex metallic alloys often
exhibit promising high-temperature properties, their brit-
tleness at low and ambient temperature limits application.
So, in this study, fracture of a complex metallic alloy at
low temperature is investigated. The chosen compound
NbCr2 forms one of the Friauf-Laves phases, which
represent the largest subset of topologically close-packed
intermetallic compounds [10]. With 24 atoms in the cubic
unit cell, C15 NbCr2 is structurally already quite complex.

Method. – Dynamic fracture in NbCr2 is studied by
means of molecular-dynamics simulations [11]. As inter-
atomic interactions we apply embedded-atom-method
potentials [12]. These were derived employing ab initio
calculations and the force-matching [13] method using
VASP [14] and potfit [15,16]. The potentials were carefully
tested and validated [17,18]. Samples consisting of about
5 million atoms are set up for the numerical experiments.
A strip geometry is used to study crack propagation with
constant energy release rate for a long time. The length l
of the strip is chosen to be about 0.1µm. The dimensions
of the sample are approximately l× l

3 × l
6 . Periodic

boundary conditions are employed along the direction of
the crack front. For the other directions, atoms in the
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Fig. 1: Schematic drawing of the orientations of the samples.
Cubic cells containing 24 basis atoms are also indicated in the
corresponding arrangements. Dark (bright) balls highlight the
positions of Nb (Cr) atoms. Nearest neighbours of the same
kind are connected by lines. Cleavage planes are depicted by a
line and a pair of scissors.

outermost boundary layers are held fixed. An atomically
sharp seed crack is inserted at a plane of lowest surface
energy from one side to about l4 . The system then is
uniaxially strained perpendicular to the crack plane up to
the Griffith load (K =KG) and is relaxed to obtain the
displacement field of a stable crack at zero temperature.
To explore dynamic fracture without strong thermal
fluctuations, a temperature of about 10−4 of the melting
temperature is applied to the configurations with and
without the relaxed crack. From the resulting configura-
tions an averaged displacement field for this temperature
is obtained. The mode I crack then is further loaded by
a linear scaling of the displacement field. The response
of the system is monitored using molecular-dynamics
techniques. The sound waves emitted by the propagating
crack are damped away outside of an elliptical cylinder
to prevent reflections (for details see [3,19–21]).

Results and discussion. – To demonstrate the crucial
role of lattice trapping, we first concentrate on one
aspect of the fracture simulations of the brittle compound
NbCr2: The dependence of fracture behaviour on the crack
propagation direction. Two seed cracks are inserted on one
and the same (111) plane of the lowest surface energy. One
crack is driven in the [21̄1̄] direction, the other one in the
[01̄1] direction (see fig. 1). From a simple global continuum
picture, there should be no difference in fracture behaviour
as the critical energy release rate would be the same
for both orientations. Molecular-dynamics simulations,
however, give different behaviour for the two cases.

Fig. 2: 10 nm× 10 nm sections of (111) fracture surfaces
geometrically scanned with a Nb atom. The crack propagated
in the [21̄1̄] (left) and in the [01̄1] (right) direction at the same
load.

In fig. 2 sections of two geometrically scanned fracture
surfaces are shown. The crack propagated from the left to
the right. Due to the load of k=K/KG = 1.3, the energy
in the system is already about 69% higher than needed for
the generation of a flat cut. In the left part of fig. 2 the
crack was driven in the [21̄1̄] direction. Apart from a few
point defects due to the overload, the surface is flat. On the
right-hand side of fig. 2 the crack propagated in the [01̄1]
direction. The resulting surface shows higher root-mean-
square and peak-to-valley roughnesses. It seems whether
the crack could not decide to choose one atomic level, as
the image mainly shows larger segments of two subsequent
atomic layers. As a consequence, the surface energies of the
two samples also differ. The surface energy is increased by
13%, respectively 28%, compared to the flat cut. So, the
majority of the energy surplus goes into radiation.
In figs. 3 and 4 the position of the crack tip vs. time is

shown for various loads. The crack speed increases with
increasing load. The curves are ordered in the figures
by increasing k from bottom to top. Dashed lines are
linear fits to the data. The velocities are given behind
the corresponding k values. At a load of k= 1.3 both
orientations show a steady-state crack propagation (third
curves from the top). The velocities of the two (111) cracks
differ significantly. For the nearly flat surface, the crack
travels at 1.05 kms , for the rougher surface at 0.76

km
s .

The cracks propagating at constant velocity in the [21̄1̄]
direction always are faster than those travelling in the
[01̄1] direction. Thus, the atomistic differences at the crack
tip strongly influence a macroscopic property, the crack
speed.
Despite the variation in the velocities, there are also

differences in crack propagation at low loads. Figure 3
shows that the crack starts to propagate for k= 1.2. For
this load, an acceleration process up to about 30 ps is
needed to arrive at the final velocity. The crack in fig. 4
starts moving already for k= 1.1. Thus, the initial barrier
for crack propagation is lower than in the former case.
However, after about 25ps, the crack stops moving. For
k= 1.2 no constant velocity can be defined. The crack
arrest and the meandering motion can be understood
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Fig. 3: Crack-tip position vs. time for a (111) crack propagating
in the [21̄1̄] direction.
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Fig. 4: Crack-tip position vs. time for a (111) crack propagating
in the [01̄1] direction.

from energy considerations. For k= 1.1 the energy surplus
compared to the Griffith value is about 21%. As the
crack propagates, the surface roughens similarly as shown
in fig. 4. When the increased surface energy becomes
comparable to the available energy in the system, crack
propagation becomes unstable. For k= 1.1 this leads to
crack arrest.
Thus, the numerical simulations have shown that the

discrete, atomistic nature of matter can lead to differ-
ences in fracture behaviour, which cannot be explained
by global continuum theories. The microscopic lattice
trapping effect can strongly influence macroscopic prop-
erties like the crack velocity. To understand the reason
for these observations, the simple picture shown in fig. 5
is sufficient. The radius of the given discs is proportional
to the energy, which is needed for a local increase of the
cleavage plane. In an oversimplified picture, this local
energy cost shows, how much energy is needed to break
“bonds” between the atoms. A vertical line represents
a crack front moving in the [21̄1̄] direction, a horizontal
line a crack front propagating in the [01̄1] direction. From
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Fig. 5: Local energy cost for cleavage.
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Fig. 6: Crack velocities.

direct comparison, it is clear that the numbers of large
discs per line length differ for the two cases, although
the overall average over a larger area is the same. Thus,
despite the fact that the two cracks see the same overall
surface energy, the hard bonds that have to be broken
instantaneously by a straight crack front differ. With this
description it is understandable why the critical load for
crack propagation varies for the two orientations. The
initial barriers that have to be overcome are not the same.
Let us once more glimpse at the crack velocities for

various loads and orientations. Figure 6 shows the speed
of cracks travelling on (010), (011) and (111) surfaces
propagating in [101], [100], [01̄1] and [21̄1̄] directions
for k values between 1 and 1.8. Obviously, the velocity
is increasing with increasing load. The cruxes indicate
that only a selected part of the data has been included
in the fit of v (before crack arrest or after initial accel-
eration, as shown in fig. 3 and fig. 4). All cracks need
a certain overload for crack propagation, as v= 0 for
k= 1. Obviously, the Griffith criterion only gives a lower
bound for the energy needed for fracture and is thus not
a sufficient criterion for fracture to occur. Once the crack
starts moving, there is a lower limit for the steady-state
velocity. For high loads, the velocity seems to tend to an
upper limiting threshold. The differences in the curves
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Fig. 7: Surface energies.

are attributed to a non-isotropic elastic behaviour of the
cubic C15 phase as well as to the varying distribution of
bonds, which is approached by the crack front (see above
comparison on (111) fracture). The measured velocities
range from about 0.4 kms to 1.5

km
s . The average trans-

verse sound velocity [22] v̄t is about 2.7
km
s . Thus, the

observed crack velocities are in a range of about 15–56%
of v̄t. A minimal non-zero value of the steady-state
crack velocity (a velocity gap) is well known from many
molecular-dynamics simulations. It can be interpreted
as a consequence of rapidly snapping bonds [23]. When
crack propagation becomes too slow, too much energy
is dispersed from the crack tip by phonons before the
crack arrives at the next bond. At a critical velocity,
this bond will no longer break. A maximal crack velocity
vmax = vRayleigh ≈ vt was proposed by Stroh [24], as a
crack resembles a strong deformation of a free surface.
The maximal observed velocity lies only slightly below
the Yoffe value [25] vY ≈ 0.6vt, which is related to the
kinetic stability of a crack. Thus, the simulations yield an
allowed velocity range for steady-state crack propagation,
which is triggered by the atomistic details of the samples.
How does the surface energy influence fracture? Follow-

ing Griffith, planes of the lowest surface energy should be
the most likely cleavage planes. In fig. 7 (top) the surface

energy is given for samples, which are cut on (010), (011)
and (111) surfaces1. Obviously, all (010) and (011) planes
possess the same surface energy, whereas two values are
realized for the (111) planes. The Friauf-Laves phases
can be interpreted as stackings of layers along the [111]
direction (see, e.g., [26,27]). The lowest surface energy is
realized for cuts close to a Kagome layer. Seed cracks on
such layers were driven in fig. 2. The roughness at low
loads is mainly limited by a motion of the crack above or
below this Kagome layer, as a deviation to other planes is
suppressed by their increased surface energy. The surface
energies obtained by flat cuts and by dynamic fracture
for k= 1.3 are compared in fig. 7 (bottom). As a crack
generates an upper and a lower fracture surface, these two
values are indicated by triangles in the figure, whereas
the average is given by circles. For all orientations the
surfaces derived by fracture show higher average values
than those for planar cuts. Thus, some of the surplus of
energy due to the lattice trapping effect causes roughness
and an increased energy of the surfaces. For the near flat
behaviour of the (111) crack propagating along the [21̄1̄]
direction, the difference of the two fracture surfaces still
shows up in unlike energies. However, for all the other
orientations —where a distinct roughening on an atomic
scale occurs— the surface energies of the two fracture
surfaces are nearly identical (topmost curves). Thus, a
crack tends to create upper and lower fracture surfaces,
which need about the same energy to be created.

Conclusions. – The discrete nature of matter is
responsible for the lattice trapping effect. It causes cracks
to propagate only for loads above the Griffith criterion.
As a consequence, the fracture surfaces are not implicitly
those of the lowest energy or the lowest roughness.
However, most of the surplus of energy causes radiation.
The roughness and energy of the fracture surfaces as
well as the path and speed of the cracks do not only
depend on the cleavage plane but also on the in-plane
crack propagation direction. This reveals the influence
of the atomistic nature of matter. The number, strength
and orientation of “bonds” approached by a crack define
whether, where and how it propagates.
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1For a comparison of the derived surface energies to values
obtained by ab initio calculations, see [18], pp. 55–60 and references
therein.
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