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Stabilising Effects of Lumped Integration Schemes for the
Simulation of Metal-Electrolyte Reactions
Tim Hageman and Emilio Martínez-Pañeda z

Department of Civil and Environmental Engineering, Imperial College London, London SW7 2AZ, United Kingdom

Computational modelling of metal-electrolyte reactions is central to the understanding and prediction of a wide range of physical
phenomena, yet this is often challenging owing to the presence of numerical oscillations that arise due to dissimilar reaction rates.
The ingress of hydrogen into metals is a paradigmatic example of a technologically-relevant phenomenon whose simulation is
compromised by the stiffness of the reaction terms, as reaction rates vary over orders of magnitude and this significantly limits the
time increment size. In this work, we present a lumped integration scheme for electro-chemical interface reactions that does not
suffer from numerical oscillations. The scheme integrates the reactions in a consistent manner, while it also decouples
neighbouring nodes and allows for larger time increments to be used without oscillations or convergence issues. The stability and
potential of our scheme is demonstrated by simulating hydrogen ingress over a wide range of reaction rate constants and
environmental conditions. While previous hydrogen uptake predictions were limited to time scales of minutes, the present lumped
integration scheme enables conducting simulations over tens of years, allowing us to reach steady state conditions and quantify
hydrogen ingress for time scales relevant to practical applications.
© 2023 The Author(s). Published on behalf of The Electrochemical Society by IOP Publishing Limited. This is an open access
article distributed under the terms of the Creative Commons Attribution 4.0 License (CC BY, http://creativecommons.org/licenses/
by/4.0/), which permits unrestricted reuse of the work in any medium, provided the original work is properly cited. [DOI: 10.1149/
1945-7111/acb971]
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An accurate estimation of metal-electrolyte reactions is key to a
number of disciplines, from corrosion to catalysis. However, this is
often hindered by the numerical instability problems that arise
because of the differences in reaction rate magnitudes. One area
where this issue is particularly pressing is the field of hydrogen
embrittlement—the fracture toughness and ductility of metallic
materials is very sensitive to the dissolved hydrogen content and
thus being able to quantify hydrogen uptake into a metal is
paramount.1,2 A vast literature has been devoted to the develop-
ment of models aimed at predicting hydrogen-assisted failures (see
Refs. 3–8 and references therein), but these take as input the
hydrogen concentration associated with a given environment,
which is generally an unknown quantity (outside of gaseous
environments and steady state conditions). Very often, simulations
assume a constant hydrogen concentration at the boundaries of the
domain.9–12 However, this is unable to account for the role of
mechanical stresses and surface absorption rates. It is slightly more
accurate to prescribe a chemical potential-based boundary condi-
tion, allowing the interactions between mechanical strains in the
metal and hydrogen ingress to be captured.13–17 A more rigorous
description is given by the generalised boundary conditions
proposed by Turnbull and co-workers,18,19 whereby a hydrogen
absorption flux is defined based on a fixed pH and overpotential.
However, while these two approaches incorporate into the
boundary conditions information about the environment, they
carry the assumption that the environment remains unaltered.
Very recently, an electro-chemo-mechanical framework has been
developed to capture the metal-electrolyte interactions and ionic
transport within the electrolyte.20 It was shown that the hydrogen
evolution and corrosion reactions have a significant impact on the
pH of the electrolyte, which in turn strongly influences the
hydrogen uptake within the metal. However, during these simula-
tions stability issues were encountered originating from the high
reaction rates at the metal surface and within the electrolyte. These
issues manifested themselves as severe oscillations and imposed
the need for small time increments to retain a stable simulation,
precluding predictions over time scales relevant to hydrogen
embrittlement.

While these stability issues are yet to be addressed in the area
of electrochemistry, inspiration can be taken from other

disciplines. For example, lumped integration schemes have been
used in solid mechanics to prevent oscillations arising at inter-
faces when penalty approaches are used to prevent
interpenetration.21,22 And in geomechanics, the use of lumped
integration for pressure capacity terms has shown to reduce
oscillations in fluid pressure and fluid flux when simulating
hydraulic fractures.23–25 Based on these promising results in other
fields, we here propose to use a lumped integration scheme to
address numerical instabilities in metal-electrolyte reactions. We
choose to demonstrate this new computational paradigm in the
area of electrochemistry by simulating the reactions involved in
the uptake of hydrogen into metals. However, it should be noted
that the lumped integration is applied to surface reaction and
volume reaction terms, and these terms are not solely limited to
hydrogen ingress. For instance, the removal of oscillations is
shown for the water auto-ionisation reaction within the context of
hydrogen absorption, but the same approach could be used for any
water-based electrolyte. Similarly, while the electrolyte-metal
interactions considered are particularly relevant for hydrogen
uptake, the proposed method is applicable to any system where
“fast” surface reactions might occur, such as corrosion under
anodic potentials and Li-Ion battery operation.26,27 As such, the
implications of the results are much wider and relevant to any
simulation of fast reactions occurring within electrolytes or at
surfaces.

The remainder of the manuscript is organised as follows. First,
the specific choices of governing equations adopted are provided,
and the lumped integration scheme is described. The ability of the
lumped integration scheme in opening new modelling horizons for
hydrogen ingress is addressed next, after which a representative case
study is used to compare the results obtained with this new lumped
integration scheme to those obtained with a conventional Gauss
integration approach, emphasising the stabilising capabilities of the
former. The stability of the integration scheme presented is further
explored and demonstrated through simulations spanning a wide
range of reaction constants and environmental conditions. These
reveal that the scheme is stable for all realistic parameters and
capable of pioneeringly providing hydrogen uptake predictions over
technologically-relevant time scales. Finally, we present results for a
more complex three-dimensional case, a tensile rod undergoing
hydrogen uptake while subjected to various mechanical loads and
electric potentials. This case study not only provides further
evidence of the ability of the present scheme to simulate complexzE-mail: e.martinez-paneda@imperial.ac.uk
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cases over large time scales, but it is also exploited to bring new
insight—mapping the relationship between applied strain, imposed
electric potential, and the resulting hydrogen uptake, as well as the
time required for this uptake to occur. The paper concludes with a
summary of the main findings.

Governing Equations

Throughout this paper, we consider the domain Ω of the type
shown in Fig. 1. This domain consists of an electrolyte region Ωe,
characterised by its primary fields the ionic species concentrations
Cπ and the electrolyte potential φ, and a neighbouring metal region
Ωm described by the displacement field vector u and the lattice
hydrogen concentration CL. Separating these two sub-domains is the
metal-electrolyte interface Γint which is included through the
hydrogen surface coverage θads= Cads/Nads, where Nads is the
number of surface adsorption sites and Cads is the surface concen-
tration. The metal domain contains a crack, as near crack tips is
where the critical content of hydrogen triggering embrittlement is
attained.

Regarding notation and units. For consistency between the metal
and electrolyte domains, the ionic concentrations in the electrolyte
and the hydrogen concentration within the metal are expressed in the
SI units mol m−3. Consequently, for all constants related to these
quantities, such as the reaction constants, their units follow accord-
ingly; e.g., the water auto-ionization constant is given by
10 mol m8 3 2( )− (as opposed to the more common terminology of
10−14(mol/l)2). As a reference point for the electrolyte potential, the
standard hydrogen electrode is used, placing the equilibrium con-
stant of the hydrogen evolution reaction at 0 VSHE. Finally, we use
lightface italic letters for scalars, e.g. CL, upright bold letters for
vectors, e.g. u, and bold italic letters, such as σ or B, for second and
higher order tensors.

Electrolyte sub-domain.—For the electrolyte sub-domain, we
consider the following ionic species: H+ and OH− to represent a
water-like electrolyte, Na+ and Cl− to approximate seawater, and
Fe2+ and FeOH+ to track the products produced by corrosion. We
assume that the solubility of any gas phases produced by reactions is
negligible, and that these gases disappear from the domain im-
mediately.

The transport of ionic species inside the electrolyte is charac-
terised by the Nernst-Planck mass balance, which describes changes
in concentration based on advection, diffusion due to gradients in
concentration, and electromigration due to gradients in electric
potential. Thus, for a volume reaction rate Rπ, charge of the ionic
species zπ, diffusivity Dπ, Faraday constant F, reference temperature
T, and gas constant R, the Nernst-Planck equation reads

C C D C

D C R

v

0 1z F

RT
φ

∇ ∇ ∇
∇ ∇

̇ + ( · ) + ·(− )
+ ·(− ) + = [ ]
π π π π

π π π
π

where v represents the fluid velocity of the electrolyte, which we will
assume equal to zero in the remainder to solely focus on reaction-
induced convergence issues and oscillations, instead of including
advection-based transport and the stability issues associated with
it.28–34

In addition to the mass balance, we require the local electric
charge to be conserved. Several popular formulations for this
charge-conservation include tracking the total current flow and
requiring it to be divergence-free, ∇ · (∑zπjπ)= 0,35,36 or using
Gauss law to describe the charge conservation within the electrolyte
and the electron double-layer, ∇2φ=− F/ε ∑zπCπ.

37,38 However,
since this double layer is extremely thin and infeasible to account for
through the discretisation of the electrolyte domain,39 we have
chosen to adopt the electroneutrality condition because of its
simplicity; such that

z C 0 2∑ = [ ]
π

π π

with this equation inducing changes in electrolyte potential to
enforce the redistribution of species through the electrolyte poten-
tial-based diffusion term from Eq. 1.

In addition to these conservation laws, we consider several
reactions to occur within the electrolyte. Since a water-like electro-
lyte is considered, the water auto-ionisation reaction is relevant:40

H O H OH 3
k

k
2

w

w⇌ + [ ]
′

+ −

and it is implemented through the reaction term Rπ from Eq. 1 as:

R R k C k C C

k K C C 4
w w w

eq w

H , OH H O H OH

H OH

2
′= = −

= ( − ) [ ]
+ − + −

+ −

Here, we assume equilibrium between the forward reaction rate,
governed through kw, and the backward reaction rate kw′ . This allows
us to rewrite the reaction rate in terms of the equilibrium constant
Kw = 10−8 mol2 m−6 and a penalty term-like constant keq, where this
penalty constant is chosen to be high enough to enforce the
equilibrium reaction to be fulfilled at all times. An alternative to
this penalty approach is using the equilibrium reaction to eliminate
COH− from the governing equations. However, this removes the
boundary influx terms and would therefore complicate applying
(electro-) chemical reactions involving this species on the metal-
electrolyte boundary. It is furthermore not an approaches that can be
generalised for the case of multiple equilibrium reactions. Therefore,
we have chosen to use the penalty approach to enforce the
equilibrium and resolve the complications with regards to stability
and oscillations, allowing for an easy and straightforward integration
of bulk and surface reactions involving an arbitrary amount of
reaction and involved reaction species.

For the corrosion products, we consider the following reaction:

Fe H O FeOH H 5
k

k
2

2
fe

fe
+ ⇌ + [ ]+

′
+ +

which in turn can react further through:

FeOH H O Fe OH H 6
k

2 2
feoh

+ ⇀ ( ) + [ ]+ +

These equations are governed by their reaction rates: kfe (forward)
and kfe′ (backward) for Reaction 5, and kfeoh for Reaction 6. Using
these rate constants, the reaction rates can be written as:41

Figure 1. Overview of domain considered, composed of the electrolyte sub-
domain Ωe with external boundary Γe, metal sub-domain Ωm with external
boundary Γm, and the electrolyte-metal interface Γint.
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R k C k C C 7fe feFe Fe FeOH H2 2 ′= − + [ ]+ + + +

R k C C k k C 8fe Fe feoh feFeOH FeOH H2 ′= − ( + ) [ ]+ + + +

R k C C k C k 9fe fe fe feohH , Fe FeOH H2 ′= − ( − ) [ ]+ + + +

From Eqs. 4 and 9, a hydrogen reaction rate RH+ can be defined that
encompasses both water ionisation and corrosion contributions:
R R Rw feH H , H ,= ++ + + .

Metal sub-domain.—The deformation of the metal sub-domain
is described by the balance of linear momentum; such that,
neglecting body forces and inertia terms,

0 10σ∇· = [ ]

where the stress tensor σ is obtained assuming linear-elastic material
behavior. As it is typically the case, no direct influence of hydrogen
on the elastic behavior of the solid is defined.

For the description of the hydrogen present within the metal, we
start with the chemical potential of the dissolved hydrogen:

RT Vln
1

11L

L
H H0 ⎜ ⎟

⎛
⎝

⎞
⎠

μ μ θ
θ

σ= +
−

− [ ]

using the lattice site occupancy θL = CL/NL, the hydrostatic stresses
tr 3H σσ = ( ) , the lattice sites density NL, and the partial molar

volume of hydrogen VH . This chemical potential is used to calculate
the hydrogen fluxes through:

D C

RT
J 12L

L L μ∇= − [ ]

where DL is the lattice diffusivity. These definitions result in the
following mass balance for the lattice hydrogen:

C
D

C N
C

D C V

RT1
0 13L

L

L L
L

L L H
H⎜ ⎟ ⎜ ⎟

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

σ∇ ∇ ∇ ∇̇ + · −
−

+ · = [ ]

In contrast to conventional formulations,42–44 we do not assume a
low lattice occupancy and as a result we obtain a hydrogen transport
equation that depends not only on the concentration gradient but also
on the concentration itself through the addition of a 1/(1− CL/NL)
factor. This allows the present formulation to be valid over a larger
range of parameters, increasing the local diffusivity to prevent the
lattice hydrogen atoms to exceed the number of lattice sites (for
instance, as caused by the presence of high hydrostatic stress
gradients). A consequence of this is that the analytical expression
for the hydrogen concentration at steady state is no longer estimated
using C C V RTexpL H H0 σ= ( ( ))45 (where C0 is the concentration
away from stress concentrators), but from setting Eq. 11 to be
constant, resulting in:

C
C N

C N
C

V

RT

C
V

RT

1

1
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1

1 exp
exp 14

L
L L

L

H H
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0
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⎝

⎞
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⎛
⎝

⎞
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σ

σ

= −
−

=
+

· [ ]
σ

−

While Eq. 14 is not directly used within the model and thus solely
provided for context, it shows that the maximum interstitial lattice
concentration will tend closer to the reference concentration C0

when these concentrations become closer to the number of inter-
stitial lattice sites. As such, the influence of stress concentrators is
less pronounced for higher C0 values. It should also be noted that
hydrogen sequestration in microstructural traps is not accounted for
in the present model. While hydrogen traps can easily be included
within Eq. 13,17,46,47 we have chosen not to do so to retain the focus
on the stability and convergence behavior of the electrolyte and the
metal-electrolyte interface.

Metal-electrolyte interface.—At the metal-electrolyte interface,
we consider the following reactions:19,48–51

Volmer acid : H M e MH 15
k

k
ads

Va

Va( ) + + ⇌ [ ]+ −
′

Heyrovsky acid : H e MH M H 16ads
k

k
2

Ha

Ha( ) + + ⇌ + [ ]+ −
′

Volmer base : H O M e MH OH 17
k

k
ads2

Vb

Vb( ) + + ⇌ + [ ]−
′

−

Heyrovsky base : H O e MH M H OH

18

ads
k

k
2 2

Hb

Hb( ) + + ⇌ + +

[ ]

−
′

−

Tafel: 2MH 2M H 19ads
k

k
2

T

T⇌ + [ ]
′

Absorption: MH MH 20ads
k

k
abs

A

A⇌ [ ]
′

Corrosion: Fe 2e Fe 21
k

k
2

c

c+ ⇌ [ ]+ −
′

where the Volmer reactions are the main source of adsorbed
hydrogen, either through the acidic Volmer reaction for low pH
environments or through the much slower basic Volmer reaction for
alkaline environments. For a low surface coverage and highly
negative metal potentials, both Heyrovsky reactions are the main
sink of adsorbed hydrogen, whereas for higher surface coverage the
Tafel reaction becomes a more prominent hydrogen sink. On the
other side, the absorption reaction characterises the quantity of
hydrogen that goes from being attached to the surface to entering the
bulk metal. For the corrosion reaction, we assume its rate to be
insufficient to significantly dissolve the metal. While it is possible to
include metal dissolution due to corrosion through smeared ap-
proaches such as phase field52–54 or interface tracking schemes,55,56

we choose here to focus on the stability of the surface reactions
when they are explicitly represented within the geometry. For the
same reason, no passivation or protective layer development/
dissolution is included within the context of the corrosion reactions.
However, these phenomena can be readily included by adding or
altering the corresponding electro-chemical reactions.57,58 Oxygen
reduction reactions have also not been included. As is common
within numerical simulations and experimental setups,36,59,60 a
constant electric potential is imposed on the metal. By applying
this potential, the anodic and cathodic reaction rates decouple, and
electric currents are allowed to enter and leave through the metal
(the corrosion reaction can produce electrons, but these do not
necessarily need to be consumed by the hydrogen and oxygen
reactions). This reduces the role of the oxygen reduction reaction to
providing a source of OH− ions, which will locally increase the pH
slightly but otherwise not influence the results. As such, the effect of
not including the oxygen reduction reaction is expected to be
limited.
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The reaction rates for the reactions 15–21 are given by:20

These reactions use constant forward and backward rate con-
stants k and k′, charge transfer coefficient α, and equilibrium
potential Eeq. The reaction rates depend on the ionic concentrations
within the electrolyte, Cπ, the hydrogen surface coverage, θads, the
lattice hydrogen concentration CL, and the metal and electrolyte
potentials through the overpotential, η= Em − φ− Eeq. As a result,
they depend on and provide the coupling between the electrolyte and
metal domain through the reaction fluxes as:

J 29Va Va HaH ′ν ν ν= −( − ) − [ ]+

J 30Vb Vb HbOH ′ν ν ν= − + [ ]−

J 31c cFe2 ′ν ν= − [ ]+

J 32L A A′ν ν= − [ ]

where we have neglected the backwards reaction rates of the
Heyrovsky and Tafel reactions based on the assumption that the
hydrogen gas produced disappears from the domain, resulting in a
negligible reaction rate ( 0T Ha Hbν ν ν′ = ′ = ′ = ). Finally, the surface
mass balance for the adsorbed hydrogen reads:

N 2

0 33
ads ads Va Va Ha T A A

Vb Vb Hb

′ ′
′

θ ν ν ν ν ν ν
ν ν ν

̇ − ( − ) + + + ( − )
− ( − ) + = [ ]

Discretisation.—We discretise the governing equations pre-
sented in the previous sub-sections using the finite element method,
interpolating the electrolyte potential and concentrations using
quadratic triangular elements as:

CN N C 34
el

el el

el
c
el∑ ∑φφ = = [ ]φ π π

Similarly, for the metal sub-domain, the displacements and lattice
hydrogen concentration are interpolated as:

N Cu u N C 35
el

u
el el

L

el
L
el

L
el∑ ∑= = [ ]

and we represent the hydrogen surface coverage using one-dimensional
quadratic line elements at the metal-electrolyte interface, such that

N 36ads

iel

el el∑ θθ = [ ]θ

In addition to this spatial discretisation, we perform the temporal
discretisation using a backward Euler scheme, evaluating the
governing equations at t+Δt and using the time derivative:

t
37

t t t

□̇ = □ − □
Δ

[ ]
+Δ

Using these discretisations, the governing equations for the metal
domain, Eqs. 10 and 13, are transformed into their discretised weak
form, with the following force components
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where the boundary conditions on the external boundary Γm are
defined as the external tractions text and external hydrogen influx jL.
The displacement to strain and displacement to strain gradient
mapping matrices are defined under plane-strain conditions as:
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such that the strains are given by ε= Bu[ux; uy] and the hydrostatic
stress gradient as BE u u3 1 2 ;H u x yσ ν∇ = ( ( − )) *[ ].

For the electrolyte, the discretised weak forms of the mass
balances, Eq. 1, and electroneutrality condition, Eq. 2, are given by:

D
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f N N C C
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Forward Backward
Volmer (acid): k C e1Va Va adsH

Va
F

RTν θ= ( − ) α− η
+ k eVa Va ads

1 Va
F

RTν θ′ = ′ α( − ) η [22]

Heyrovsky (acid): k C eHa Ha adsH
Ha

F
RTν θ= α− η

+ k p e1Ha Ha ads H
1 Ha

F
RT

2
ν θ′ = ′ ( − ) α( − ) η [23]

Volmer (base): k e1Vb Vb ads
Vb

F
RTν θ= ( − ) α− η

k C eVb Vb adsOH
1 Vb

F
RTν θ′ = ′ α( − ) η

− [24]

Heyrovsky (base): k eHb Hb ads
Hb

F
RTν θ= α− η

k p C e1Hb Hb ads H OH
1 Hb

F
RT

2
ν θ′ = ′ ( − ) α( − ) η

− [25]

Tafel: kT T ads adsν θ θ= ∣ ∣ k p1T T ads H2
ν θ′ = ′ ( − ) [26]

Absorption: νA = kA(NL − CL)θads k C 1A A L adsν θ′ = ′ ( − ) [27]
Corrosion: k C ec c Fe

c
F

RT2ν = α− η
+ k ec c

1 c
F

RTν′ = ′ α( − ) η [28]
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where the bulk reaction rates are given by:
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and the surface reaction terms by:
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Algorithm 1. Overview of Gauss and lumped integration
schemes
1: Start of element assembly
2: Set element flux vector and lumped weight vector to 0: q W 0= =
3: for integration point ip n1: ip= do
4: Calculate Gauss weights wip, and shape functions Nip

5: Calculate reaction rates ipν based on local integration point values

(C N CipH H=+ +, etc.)

6: Perform non-lumped integrations: wq q Nip
T

ipν= +
7: Calculate lumped weights: wW W Nip ip= +
8: end for
9: for node nd n1: nodes= do
10: Calculate reaction rates ndν based on nodal values (using ndCH ( )+ , etc.)
11: Perform lumped integrations: nd nd ndq q W ndν( ) = ( ) + ( )
12: end for
13: Go to next element

Finally, we have the interfacial mass balance for the adsorbed
hydrogen, which is given in discretised form as:
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The mass balances from Eqs. 39, 42 and 46, the momentum
balance from Eq. 38, and the charge balance from Eq. 43 together

fully describe the behavior of the electrolyte, metal and interface. To
eliminate any stability issues originating from the coupling between
the domains, both domains are solved at the same time in a
monolithic manner. To solve the resulting system of equations, an
iterative Newton-Raphson scheme is used. Details of the solution
scheme are given in Appendix A, together with the formulation of
the tangential matrices employed.

Integration Schemes

In the context of the finite element method, the weak form
equations are typically integrated using a Gauss integration scheme;
evaluating the value of the functions at set points within the element
and using these values to estimate the integral. However, as
discussed below, this results in spurious oscillations throughout
the electrolyte. These oscillations originate from two main sources.
One is the water auto-ionisation reaction—the first term in Eq. 44a
and Eq. 44b. More specifically, oscillations are a consequence of the
high value that must be assigned to the penalty reaction rate term keq
to ensure equilibrium. A second source is the absorption reaction, as
a result of the high magnitudes of the forward and backward reaction
rates, kA and kA′ . These are relevant for the solution of the lattice
hydrogen concentration CL, see Eq. 39, and the surface coverage, see
Eq. 46, bringing instabilities to the coupling between these two
fields.

To prevent these oscillations, we use a lumped integration
scheme.21,22 This scheme first constructs the lumped weight vector
by employing a standard Gauss integration scheme on the element
under consideration as:

wW N N xd 47T
el
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ip
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el
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where wip indicates the weighting factor of the integration point, and
xip are the coordinates of the current integration point. The nodal
integration weights are then used to integrate the reactions based on
the values in the nodes. For example, the reaction rate of OH−,
Eq. 44b, is reformulated as:
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and similarly for the water auto-ionisation term, Eq. 44a. Here,
□(nd) is used to indicate the nodal component of vector □, and the
resulting magnitude is allocated to the force vector index associated
with the OH− degree of freedom at node nd. This force vector
assembly process is summarised in Algorithm 1 and the MATLAB
finite element code developed is openly shared to facilitate under-
standing and uptake.1

Applying a similar scheme to the absorption reaction terms in
Eqs. 39 and 46 leads to the following sum over all the nodes in the
elements at the interface:
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where Nx represents the interpolation functions Nθ for the terms
associated with the surface coverage, and NL for the terms corre-
sponding to the interstitial lattice hydrogen concentration. As a result, all
off-diagonal terms associated with these reactions are taken out from the
stiffness matrix. In this way, the interactions between neighbouring
nodes that take place through these high reaction rates are eliminated.

1The code is available to download at www.imperial.ac.uk/mechanics-materials/
codes and www.empaneda.com/codes.
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Let us proceed to illustrate the effect of the lumped integration
scheme proposed by considering a simple example where only the
hydrogen absorption reaction is modelled over a single element. In
such scenario, the weak forms read:
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where q is used to denote the weak forms solely related to the
reaction fluxes. We shall now calculate the tangential matrix terms
for this system using Gauss and lumped integration. To this end, a
single quadratic element is used, the solution vectors are defined as
CL = θ= 0, and we set k k 3A A= ′ = and NL = 1, rendering:
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It can be seen that both integration schemes result in a similar
hydrogen flux (e.g., for each row, the same magnitude is obtained
when adding the terms in columns 1-3). As expected, the lumped
scheme results in a tangential matrix with all terms concentrated on
the diagonals of each degree-of-freedom sub-matrix. This is in sharp
contrast with the Gauss scheme, which results in a dense matrix.
Differences are also showcased in Fig. 2, which shows the
eigenvalues and eigenmodes obtained from the matrices in Eq. 52.
These eigenmodes indicate the manner in which concentrations are
expected to change, and the eigenvalues provide an indication of the
frequency response of these changes. Since capacity terms are not
included, three “free body motion” eigenvalues are present, repre-
senting the modes in which both the lattice and adsorbed hydrogen
concentrations increase equally. Looking at the non-zero eigenvalues
and accompanying eigenmodes, one can see clear differences

between the lumped and Gauss integration schemes. The lumped
scheme obtains three equal eigenvalues, corresponding to a single
set of nodes transferring hydrogen from the surface to the metal
lattice. As all eigenmodes are equal, this system response will allow
for an oscillation-free transfer of hydrogen from the metal surface
into the interstitial lattice sites. In contrast, Gaussian integration
results in three different eigenvalues. The lower two of these will
produce oscillations due to the way the three nodes are coupled.
Furthermore, they do not transfer hydrogen from the surface to the
lattice, but instead redistribute it between neighbouring nodes. Only
the inclusion of the highest eigenmode allows for the transfer of
hydrogen. These low eigenvalues corresponding to oscillatory
results indicate that the hydrogen absorption reaction is prone to
spurious oscillations when this term becomes dominant; this is not
observed for the lumped scheme.

On the Role of Lumped Integration in Simulating Hydrogen
Absorption

We proceed to demonstrate the potential and robustness of the
lumped integration scheme presented above by simulating the uptake
of hydrogen in the electrolyte-metal domain shown in Fig. 1. First,
the differences with Gauss integration are highlighted by examining
the results obtained after a single iteration. Then, simulations are
conducted for technologically-relevant ranges of material and
environmental parameters, showcasing the ability of the lumped
integration scheme-based framework to deliver predictions over
previously unexplored conditions and time scales. In all cases, the
electrolyte and metal sub-domains have 10× 10 mm dimensions, and a
cracked region of 5× 0.4 mm is considered. Unless otherwise stated,
the material and diffusion parameters are given in Table I, while the
reaction constants are listed in Table II. As initial condition, we use an
electrolyte with pH= 5 and initial concentrationsC 10 mol mH

2 3= −+ ,
C 10 mol mOH

6 3= − −− , C 599.99 mol mNa
3= −+ , C 6 10 mol mCl

2 3= · −− ,
and C C 0 mol mFe FeOH

32 = = −+ + . Together with 0 VSHEφ = , these
concentrations are also prescribed on the left edge as boundary
conditions throughout the simulation. For the metal sub-domain,
CL=0 and u= 0 are assumed at t= 0 and a constant vertical
displacement of Uext= 10 μm is prescribed at the top, while con-
straining both the horizontal and vertical displacements at the bottom.
Finally, the only source of lattice hydrogen is through the metal-
electrolyte interface, with all other boundaries not allowing any
hydrogen flux. For the spatial discretisation, we use a finite element
mesh composed of quadratic, triangular Bernstein elements with a
characteristic element length of 0.1 mm near the metal-electrolyte
interface and within the crack, increasing up to 0.5 mm further away.
This results in a total of 3·104 degrees of freedom (DOFs).

Figure 2. Eigenvalues and modes obtained for the matrices from Eq. 52 using: (a) a Gauss integration scheme, and (b) the lumped integration scheme. Red
dashed lines are used for the changes in lattice hydrogen concentration, while black lines are used for the changes in surface occupancy relative to the zero
concentration and occupancy (gray dotted lines). Red circles and black stars indicate the values within the nodes.
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Effectiveness of lumped integration.—To showcase the effect of
lumped integration, results are obtained after one single Newton-
Raphson iteration and compared to those obtained using Gauss
integration. More specifically, simulations are performed using no
lumped integration, lumped integration for solely the absorption
reaction, and lumped integration for both the absorption and the
auto-ionisation reactions. The results obtained are shown in Fig. 3
for the surface coverage and in Fig. 4 for the OH− concentration.
Consider first the results obtained for the surface coverage, Fig. 3.
Remarkable differences are observed between the results obtained
with Gaussian and lumped integration, with the former showing
severe oscillations and surface coverage values that are orders of
magnitude off from the expected solution. While these are still non-
converged results, and thus are not expected to be correct after a
single iteration, the oscillations observed are indicative of conver-
gence issues. However, when lumped integration is used, these
oscillations disappear and the results obtained are in agreement with
expectations after a single iteration: Attaining the right order of
magnitude, solely positive surface coverage and concentrations, and
tending toward the fully converged solution. Similar conclusions can
be drawn from the OH− concentration results, Fig. 4. Using Gauss
integration and only using lumped integration for the absorption
reaction results in oscillations an order of magnitude higher than the
correct results, while using lumped integration for both reaction
terms results in vastly improved results containing only minor
oscillations. It should be noted that the removal of these oscillations
does not guarantee an improved convergence radius and rate, but it is
a good indication of such improvements. As such, these results

emphasise the ability of the lumped integration scheme to enable the
use of larger time increments and quantify hydrogen uptake over
relevant parameter ranges without encountering convergence issues.

Predictions across environmental and material conditions.—
Converged results are subsequently obtained to demonstrate the
ability of the lumped integration-based framework to map the
parameter space and gain insight into hydrogen absorption behavior
over large time scales. All simulations are performed using an initial
time increment of Δt= 30 s, increasing by 5% per new time step
until the full simulation duration of 50 years is reached after a total
of 303 time steps. Within these 50 years, all simulated cases achieve
their steady-state solution, in which the hydrogen contents become
constant. All results in this Section presented as steady-state results
are therefore the result of performing the time-dependent simulation
for the full 50 year duration. By starting with a smaller time step, we
accurately capture short-term behavior (days) while exploiting the
ever-increasing time-step size to efficiently obtain results for all
relevant time scales in hydrogen embrittlement.More specifically,
these time increments allow the rapid changes in pH and ionic
concentrations to be captured, which occur on the order of minutes at
the onset of the simulations. Increasing the increment afterwards
allows modelling as well the slow hydrogen absorption timescales.
A representative result from the converged simulations is shown in
Fig. 5, where contours of pH are shown on the electrolyte sub-
domain while contours of lattice hydrogen concentration are
presented on the metal sub-domain. The metal absorbs hydrogen
from the neighbouring electrolyte, increasing the lattice hydrogen
content in the material while decreasing the amount of hydrogen ions
within the electrolyte and thus the pH. Within the metal, the largest
concentration of hydrogen is located around the crack tip, having
diffused to this location due to the large hydrostatic stresses present
in this region. This boundary value problem was simulated in Ref.
20 using the commercial finite element package COMSOL. However,
due to the described stability and oscillation issues inherent to
Gaussian integration, COMSOL-based simulations were restricted to
applied potentials equal to Em =−0.7 VSHE or higher, while here
results are shown for Em =−1 VSHE, a regime of relevance for
hydrogen embrittlement and cathodic protection. Furthermore, the
time step size restrictions required for stability when using Gauss
integration (with time increments between Δt= 10−5 s and
Δt= 10−2 s) imposed a constraint on the time scales addressed. In
particular, 82 h were needed to simulate 10 min of hydrogen uptake
in an Intel i7-10700 CPU. In contrast, the described lumped
integration scheme, not suffering from these limitations, is able to
deliver predictions over a time scale of 50 years within 3 h, using the
same system.

Taking advantage of the robustness and stability of the lumped
integration implementation, we proceed to obtain results in regimes
previously unexplored yet critical for hydrogen embrittlement
predictions. To this end, the absorbed hydrogen is quantified using

Table I. Material and ionic transport parameters used in all cases
reported within this paper.

Parameter Value

Young’s Modulus E 200 GPa
Poisson ratio ν 0.3
H+ diffusion coefficient DH+ 9.3 · 10−9 m2 s−1

OH− diffusion coefficient DOH− 5.3 · 10−9 m2 s−1

Na+ diffusion coefficient DNa+ 1.3 · 10−9 m2 s−1

Cl− diffusion coefficient DCl− 2 · 10−9 m2 s−1

Fe2+ diffusion coefficient DFe2+ 1.4 · 10−9 m2 s−1

FeOH+ diffusion coeffi-
cient

DFeOH+ 10−9 m2 s−1

Partial molar volume VH 2 · 10−6 mol m−3

Surface adsorption sites Nads 10−3 mol m−2

Lattice sites NL 106 mol m−3

Lattice diffusion coeffi-
cient

DL 10−9 m2 s−1

Temperature T 293.15 K

Table II. Reaction rate constants used throughout the paper (backward k and forward k′. For the cases in which a parametric sweep is performed,
all reaction constants are taken from this table except those explicitly stated to be different.

Reaction k k′ α Eeq

νVa 1 · 10−4 m s−1
1 10 mol m s10 2 1· ( )− − 0.5 0 VSHE

νHa 1 · 10−10 m s−1
0 mol m Pa s2 1( )− 0.3 0 VSHE

νT 1 10 mol m s6 2 1· ( )− − 0 mol m s Pa2 1 2 1( )− — —

νA 1 · 103 m s−1 7 · 107 m s−1
— —

νVb 1 10 mol m s8 2 1· ( )− − 1 · 10−13 m s−1 0.5 0 VSHE

νHb 1 10 mol m s10 2 1· ( )− − 0 m(Pa s)−1 0.3 0 VSHE

νFe 1.5 10 mol m s10 2 1· ( )− − 1.5 · 10−10 m s−1 0.5 −0.4 VSHE

kfe 0.1 s 10−3 m3(mol s)−1

kfeoh 10−3 s−1

keq 106 m3(mol s)−1
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the average and maximum lattice hydrogen concentrations, CL and
CL

max respectively. The maximum concentration is always located at
the crack tip, due to stress localization, whereas the average is
obtained by numerically integrating the lattice hydrogen over the
complete metal subdomain, and normalising it with the metal surface
area. These two quantities give a good indication of the total
behavior of the system; the average hydrogen concentration provides
an estimate of overall hydrogen uptake, and the maximum hydrogen
concentration indicates how unevenly hydrogen is distributed due to
the presence of the stresses within the metal.

Application across the reaction constant space.—We begin to
explore the reaction constant space by varying the values of kA and
kA′ within the experimentally reported range. All other reaction rate
constants are kept constant and take the values given in Table II. The
experimental literature reports values for kA spanning the range
kA = 2.4 · 10−12 m s−161 to kA = 1.2 · 105 m s−1.18 Accordingly, si-
mulations are conducted within the range kA = [10−14, 105] m s−1.
The backward reaction constant is chosen such that k k 7 10A A

4′ = · ,
altering the rate at which the two reactions occur but not their
equilibrium. These simulations are performed at four applied
potentials, Em =−1 VSHE, Em =−0.5 VSHE, Em = 0 VSHE, and
Em = 0.5 VSHE, going from a hydrogen-dominated regime to a

corrosion reaction dominated one. The resulting hydrogen uptake
within the metal is shown in Fig. 6 using Em =−1 VSHE. The results
are only shown up to kA = 10−7 m s−1, as higher absorption reaction
constants led to almost identical predictions. Changes in the
absorption reaction constant are seen to strongly affect the rate at
which the lattice hydrogen concentration achieves equilibrium with
the surrounding electrolyte. For unrealistically low values of kA
(∼10−14), very little hydrogen enters the metal within the simulated
50 years. In contrast, values of kA = 10−9 m s−1 and higher lead to
the same average lattice hydrogen concentrations, indicating that the
hydrogen absorption is almost instantaneous, and limited either by
the diffusion within the metal or by the other surface reactions.
Results obtained using positive metal potentials are shown in Fig. 6b
using Em = 0.5 VSHE. Hydrogen uptake is hindered by the inhibiting
effect of the metal potential, leading to a lower level of absorbed
hydrogen and thus a shorter time needed to achieve steady state. No
sensitivity to the absorption rate constant is observed for high kA
values. However, as kA takes lower values, small differences are
observed in the magnitude of the lattice hydrogen concentration at
steady state. This points to a relation between the equilibrium
hydrogen surface coverage and the absorption rate constant for low
kA values, as the Heyrovsky and Tafel reactions become dominant
and remove hydrogen faster than it is absorbed, resulting in a lower
degree of hydrogen uptake.

Figure 3. Comparison of lumped and Gaussian integration by assessing their effect on the hydrogen surface coverage θ after a single iteration using Δt = 1 s,
and k4 = 103 m s−1; (a) Gauss integration, (b) lumped integration for the absorption reaction, and (c) lumped integration for the absorption and auto-ionisation
reactions.
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The role of the Volmer and Heyrovsky reaction constants is
subsequently investigated. Two reaction rate constants (k1, k2) are
introduced to facilitate interpretation of the results and ensure

consistency across the acid and basic regimes—reaction rate con-
stants are chosen to ensure that acidic reactions are dominant below
pH= 7 while basic reactions dominate above pH= 7. The reaction

Figure 4. Comparison of lumped and Gaussian integration by assessing their effect on the OH− concentration after a single iteration using Δt = 1 s, and
k4 = 103 m s−1; (a) Gauss integration, (b) lumped integration for the absorption reaction, and (c) lumped integration for the absorption and auto-ionisation
reactions.

Figure 5. Contours of the electrolyte pH (left) and the lattice hydrogen concentration CL in the metal (right). The results are predicted for an applied potential of
Em = −1 VSHE and at steady state (t = 50 years).
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rate constant k1 alters the Volmer reaction rates, while k2 varies the
Heyrovsky rate. From these two constants, we construct the reaction
constants used in our model as: kVa= k1, k k 10Va 1

6′ = · − , kVb= k1 · 10
−4,

k k 10Vb 1
9′ = · − , kHa= k2, and kHb= k2 · 10

−4. The values for k1 are
varied between 10−10 and 1, while k2 is varied between 10

−10 and 10−2,
covering the complete range of values reported in literature.20 The
average lattice hydrogen concentrations obtained in the metal while
varying these two parameters are shown in Fig. 7. Two applied
potentials are considered, Em=−1 VSHE and Em= 0 VSHE. For both
cases, very low k1 values result in negligible hydrogen uptake,
independently of the value of k2. For increased rates for the Volmer
reaction (higher k1), more hydrogen is present within the metal. This
effect is strongest for the negative metal potential, where the Volmer
reaction is further accelerated due to the role of the electric over-
potential. In contrast, increasing the Heyrovsky reaction rates (higher k2)
reduces the amount of hydrogen available. As a result, the metal is
nearly saturated when high Volmer reaction constants are combined
with low Heyrovsky reaction constants. The time required to attain a
hydrogen content that is 90% of the steady state value is shown in Fig. 8

as a function of k1 and k2. For the Em=−1 VSHE simulations, the
longest required times correspond to the highest hydrogen contents,
requiring close to 15 years to attain these steady state values for
k1≈ 10−5 and low k2 values. When the Volmer reaction rates are
decreased by lowering k1, the time required to reach steady state is
strongly reduced to only several days. In contrast, increasing the Volmer
rates beyond k1= 10−5 brings in a reduction in the time needed to
achieve steady state. This corresponds with the reaction rates at which
the metal becomes fully saturated, and thus all additional hydrogen
produced at the surface is no longer used to increase the lattice
concentration, but rather spent on reaching the equilibrium state. For the
Em= 0 VSHE simulations, less hydrogen is present in the metal lattice at
equilibrium, and as such less time is required to attain this equilibrium.

From the results presented in this section, it can be concluded that
the presented scheme is stable, oscillation-free, and well-converging
across the whole range of relevant reaction constants. Furthermore, it
is interesting to note that the range of values reported in the literature
causes a significant spread in the results, ranging from close to no
lattice hydrogen to a fully saturated metal.

Figure 6. Influence of the absorption reaction rate constant kA [m/s] on the average lattice concentration over time.

Figure 7. Influence of the Volmer and Heyrovsky reaction rate constants on the average lattice hydrogen concentration CL at t = 50 years. As elaborated in the
text, the reaction rate constant k1 is defined to consistently vary the Volmer reaction rates, while the reaction rate constant k2 refers to the Heyrovsky reaction
rates.
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Application across the metal potential space.—Next, we inves-
tigate the influence of the applied potential on hydrogen uptake,
keeping the reaction rate parameters constant. The enhanced stability
provided by the lumped integration scheme presented here enables
obtaining results over the range Em = [−1.5, 1] VSHE, going from
strong cathodic protection conditions to the corrosion dominated
regime. Previous reported results were limited to the range
Em = [−0.7, 0.5] VSHE, due to convergence issues resulting from
the above discussed stability problems.20 The evolution in time of
the average content of hydrogen within the metal is shown in Fig. 9.
When the applied potential is −1.5 VSHE, the metal becomes fully
saturated within two days. Strong negative potentials accelerate
surface reaction, leading to rapid saturation of the surface sites and
the metal bulk sites near the surface. This, in turn, enhances
hydrogen diffusivity within the metal through the non-linear diffu-
sion term, see Eq. 13. This high diffusivity facilitates the distribution
of hydrogen within the specimen, more readily attaining steady state
conditions. On the other hand, increasing the metal potential brings
in a reduction in electric overpotential, and thus decreases the

forward surface reaction rates while accelerating the backward
reaction rates. As a result, for theEm =−1.3 VSHE simulations it
takes over 20 d to attain steady state, with the lattice concentration at
this steady state being slightly lower compared to the
Em =−1.5 VSHE results. Further increasing the metal potential
shows a more pronounced effect, with hydrogen-producing surface
reactions becoming slower and the steady stateCL becoming smaller,
which results in a shorter time needed to attain this equilibrium
condition.

The relationship between the lattice hydrogen concentration and
the applied potential at steady state is shown in Fig. 10, using a
logarithmic scale. Both the average (CL) and maximum (CL

max ) lattice
hydrogen concentrations are provided. This mapping is expected to
be useful for the hydrogen assisted fracture community, as it
provides a first order approximation for input of chemo-mechanical
models of hydrogen embrittlement aiming at delivering predictions
over large time scales. The results show that at strongly negative
potentials the average and maximum concentrations are closer to
each other since the role of stress raisers is reduced, as discussed in

Figure 8. Influence of the Volmer and Heyrovsky reaction rate constants on the time required to reach 90% of the final (steady state) average lattice hydrogen
concentration. As elaborated in the text, the reaction rate constant k1 is defined to consistently vary the Volmer reaction rates, while the reaction rate constant k2
refers to the Heyrovsky reaction rates.

Figure 9. Influence of the applied potential Em (in VSHE) on hydrogen uptake; evolution of the average lattice hydrogen concentration CL (a) over the first 15 d,
and (b) over 50 years.
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the context of Eq. 14. Increasing the metal potential lowers both the
average and maximum concentrations. Going into positive metal
potentials initially increases the hydrogen uptake through an increase
in corrosion rate and subsequent reduction in pH. Increasing the
metal potential even further to Em = 1 VSHE prevents any of the
hydrogen reactions from occurring due to the high electric over-
potential, even though the pH of the electrolyte is strongly acidic.
This is also seen in Fig. 11, showing the pH and electrolyte potential
within the crack. At low metal potentials, the environment becomes
highly basic and the electrolyte potential decreases. The opposite
happens for high potentials, increasing the metal potential while
lowering the pH. Here, one should note that due to the limited size of
the domain and the zero electric potential boundary condition on the
left boundary, the electrolyte never attains the same potential as the
metal. This explains the ever-accelerating effect of decreasing the
potential on the hydrogen reactions and the strongly inhibiting effect
at high potentials.

Application to Tensile Rods Contained Within an Electrolyte

Finally, the last case study aims at shedding light into the
interplay between applied mechanical stresses and hydrogen uptake,
and at demonstrating the performance of the lumped integration
scheme presented for relevant regimes of mechanical load. To this
end, a tensile rod subjected to a prescribed remote strain is
considered, see Fig. 12. The metal domain has a 1 cm radius and

5 cm length, and is contained within an electrolyte domain with an
outer radius of 5 cm. The metallic sample contains a defect that starts
in the outer surface and penetrates up to a depth of 5 mm. As shown
in Fig. 12, the role of the defect geometry is investigated,
considering both a rounded notch with radius 0.4 mm and the case
of a sharp crack, with an outer opening of 0.8 mm and inner tip
radius 0.05 mm. Stress concentrators result in high gradients of
hydrostatic stress, which lead to an accumulation of lattice hydrogen
in their vicinity. These high lattice hydrogen concentrations shift the
equilibrium of the adsorption reaction, increasing the surface
coverage which in turn accelerates hydrogen recombination through
the Heyrovsky and Tafel reactions. The material properties of the
rod and the reaction constants for the electrolyte correspond to those
used previously, and are given in Tables I and II. The electrolyte
boundary conditions mimic those of the previous analysis; that is, we
prescribe at its exterior boundary a constant concentration of the
relevant ionic species and a constant electrolyte potential, using
identical magnitudes to those reported in the previous study. The
displacement is constrained at the bottom of the metal, while the
vertical displacement at the top is prescribed based on the imposed
average strain, Uext = ϵext · 5 cm. This strain is varied between
ϵext = 0 and ϵext = 5 · 10−3, resulting in tensile stresses near the
top and bottom of the domain of up to σyy = 700 MPa for the used
geometries. The electric potential of the metal is varied between
−1 VSHE and 1 VSHE. The finite element model exploits axial
symmetry, allowing the three-dimensional domain to be discretised
using a two-dimensional mesh, with this mesh using a minimum
element size of 0.1 mm near the metal-electrolyte interface and
larger elements with a size of up to 1 mm away from this interface.
Near the notch tip, the rounded notch case uses an element with a
size of 10 μm, while this characteristic element size equals 1 μm for
the sharp crack. These meshes result in a total number of DOFs
between 1.6 · 105 (blunted crack) and 2.0 · 105 (sharp crack). Details
about the alterations to the previously described scheme due to the
axisymmetric nature of the boundary value problem are given in
Appendix B.

The steady state results for the blunted crack case are given in
Fig. 13, in terms of maps for the average lattice concentration CL

(Fig. 13a) and the maximum lattice concentrationCL
max (Fig. 13b), as

a function of the applied potential Em and the remote strain/stress.
The maximum hydrogen attained is highly sensitive to the applied
load as crack tip stresses increase with the applied strain and this
leads to higher hydrogen contents—see Eq. 14. However, as shown
in Fig. 13a, since this effect is localised at the crack tip, the impact

Figure 10. Influence of the applied potential Em on hydrogen uptake; steady state predictions of lattice hydrogen concentration (left) and occupancy (right).
Results are shown for the maximum (CL

max , orange dashed line) and average (CL, blue solid line) hydrogen concentrations at equilibrium.

Figure 11. Sensitivity of the environmental conditions at the crack tip to the
applied potential Em. The left axis shows the change in electrolyte pH (blue
solid curve), while the right axis denotes the variation in electrolyte potential
φ (red dashed curve).
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on the domain-wide average hydrogen concentration is negligible.
The results of Fig. 13a also reveal a CL sensitive with applied
potential that qualitative resembles the findings of Fig. 10. The
time required to achieve 90% of the steady state concentration is
shown in Figs. 14a and 14b, for the average and maximum lattice
hydrogen concentrations, respectively. Since the average concentra-
tion is almost insensitive to the imposed strain, so is the time required
to attain this average. In contrast, the time required to attain a CL

max

level that is 90% of that at steady state is dependent on the remote
load. When the metal lattice is nearly saturated, increasing the strain
facilitates achieving the maximum concentration faster, for instance
altering the time from 3 years to 5 d when the metal potential is
−1 VSHE.

The results for the sharp crack case are given in Fig. 15, showing
the maximum lattice concentration and time required to obtain this
maximum concentration. Due to the increased stresses at the tip of
the sharp crack, the hydrostatic stress gradient is much higher for
this case compared to the rounded case. As a result, the metal lattice

is saturated with hydrogen for less negative metal potentials, and for
lower applied strains. Similar to the rounded case, once the metal is
saturated, increasing the strains further reduces the time required to
obtain the maximum concentration. Due to the larger hydrostatic
stress gradient, these maxima are achieved faster, taking less than a
day to obtain the equilibrium for the largest strain and lowest
potential case. These results not only demonstrate the stability of the
presented scheme and its ability to simulate more complex condi-
tions, but also highlight the importance of coupled electro-chemo-
mechanical effects in the prediction of hydrogen ingress. Even
though the steady state average lattice hydrogen concentration does
not depend on the applied loading, the concentration at the tip of the
defect depends strongly on the strain level and the defect geometry.
Furthermore, the time scale over which this hydrogen enters the
metal also depends on these factors, with the time required to
achieve steady state conditions ranging from several days to over ten
years. The results provided bring new physical insight, given the
challenges associated measuring hydrogen content locally near crack

Figure 12. Domains considered for the tensile rod cases, containing either a rounded crack or a sharp crack.

Figure 13. Hydrogen uptake sensitivity to mechanical straining. Steady state results for the blunted crack case showing: (a) the average lattice hydrogen
concentration CL, and (b) and the maximum hydrogen concentration CL

max as a function of the remote strain/stress and the applied potential Em.
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tips. While this also hinders direct validation, other outputs of the
model (e.g., pH) can be validated against artificial crevice electro-
chemical cell measurements (see Refs. 20, 62).

Conclusions

We have presented a new lumped integration scheme for
reducing oscillations in the modelling of metal-electrolyte reactions.
The robustness and capabilities of the scheme are demonstrated by
addressing the paradigmatic case of hydrogen uptake in metals, a
technologically-relevant phenomenon whose prediction is compro-
mised by instabilities resulting from differences in reaction rates.
Thus, the lumped integration scheme presented is coupled to a
numerical framework resolving electrolyte behavior, interface reac-
tions and hydrogen bulk diffusion in the presence of a mechanical
load. The simulation of several boundary value problems of
particular interest reveals that:

• The use of conventional Gauss integration schemes results in
severe oscillations, decreasing the time increment allowed to retain

stable simulations and limiting the range of parameters and time
scales that can be simulated.

• The lumped integration scheme presented eliminates numerical
oscillations and leads to smooth solutions. Furthermore, lumped
integration leads to a significant improvement in tangential matrix
conditioning for large time increments and high reaction rates.

• The use of a lumped integration scheme enables the simulation
of hydrogen uptake in metals over a wide range of material and
environmental parameters. Moreover, it also enables the use of large
time increments, which is essential to deliver predictions over
technologically-relevant time scales.

• The lumped integration scheme presented is shown to be stable
over all relevant values of applied potential and reaction rate
constants. Among others, this enables determining the time required
to achieve steady state conditions for arbitrary choices of environ-
ment-material system.

• The results obtained for the tensile rod case study show that the
scheme also remains stable in the presence of varying mechanical
load. As a result, steady state times for hydrogen uptake near crack
tips have been obtained for the first time.

Figure 14. Hydrogen uptake sensitivity to mechanical straining. Time required to attain 90% of the steady state values of (a) the average lattice hydrogen
concentration CL, and (b) the maximum hydrogen concentration CL

max . The results have been obtained for the blunted crack case, as a function of the remote
strain/stress and the applied potential Em.

Figure 15. Hydrogen uptake sensitivity to mechanical straining. Results obtained for the sharp crack case as a function of the applied load and potential,
showing: (a) the maximum lattice hydrogen concentration CL

max at steady state, and (b) the time required to attain 90% of this steady state CL
max .
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The scheme presented has shown to make feasible the simulation
of hydrogen ingress in a coupled electrolyte-metal domain and could
be readily adopted to tackle other relevant electrochemical systems.
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Appendix A. Solution Scheme and Tangential Matrices

The discretised equations, Eqs. 38 to 46, are solved using a
monolithic Newton-Raphson scheme. Thus, the system of governing
equations,
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is iteratively solved, such that the iterative increment in the solution
(e.g., δui+1) is added to the state vector at the end of each iteration.
Here, the forces f and tangential matrices K are updated at the start of
each iteration i using the then-available solution state (e.g., ui). The
expressions for the stiffness matrices are provided below, cate-
gorised as a function of the relevant domain (metal, electrolyte,
metal-electrolyte interface).

Metal sub-domain.—For the momentum balance, the definition
of the force vector fu is given in Eq. 38, and its associated tangential
matrix is:
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Similarly, the force vector for the lattice hydrogen mass balance is
given in Eq. 42, and the relevant tangential matrices are given by
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where the matrix I(nd, CL) is used to assign the lumped integration
terms to the location within the tangential sub-matrices associated
with the node nd and degree of freedom CL.

Electrolyte sub-domain.—The force vectors for the mass balance
and electroneutrality condition within the electrolyte are given by
Eqs. 42 and 43. The related tangential matrix terms are given as
follows. Firstly, for the mass balance one obtains:
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Secondly, for the electroneutrality condition, the tangential
matrix terms are given by:
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Metal-electrolyte interface.—Finally, the relevant tangential
matrices for the metal-electrolyte interface are provided. The force
vector related to the mass balance of the adsorbed hydrogen is given
in Eq. 46. Considering the case in which a lumped integration
scheme is used for all surface reactions, the tangential matrix terms
are given by:
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Appendix B. Changes Relevant to An Axisymmetric Coordinate
System

Axial symmetry is exploited in the tensile rod cases to
simulate the three-dimensional domain depicted in Fig. 12.
Thus, a domain defined in the coordinate system (r, θ, z) is
instead evaluated within a two-dimensional coordinate system
x = (r, z), assuming the results are constant in the θ direction. The
main notable difference resulting from this transformation is the
change to the integration scheme. For instance, the absorption
reaction, Eq. 49, is integrated as follows when considering
axisymmetry and lumped integration:
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with the lumped integration weight vector W including the effects of
the axisymmetry as:
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And we proceed similarly with the volume reactions. For example,
the water auto-ionisation reaction is described by
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using lumped weights:
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Another aspect to consider is the change in the strain-displace-
ment matrix, which now reads
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Accordingly, the interpolation matrix used to obtain the hydrostatic
stress gradient form the displacement field, BE u3 1 2H uσ ν∇ = ( ( − )) * ,
is formulated as
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