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Abstract

We explore the phase reduction in networks of coupled oscillators in the higher orders of the
coupling parameter. For coupled Stuart—Landau oscillators, where the phase can be introduced
explicitly, we develop an analytic perturbation procedure to explicitly obtain the higher-order
approximation. We demonstrate this by deriving the second-order phase equations for a network
of three Stuart—Landau oscillators. For systems where explicit expressions of the phase are not
available, we present a numerical procedure that constructs the phase dynamics equations for a
small network of coupled units. We apply this approach to a network of three van der Pol
oscillators and reveal components in the coupling with different scaling in the interaction strength.

1. Introduction

Networks of coupled self-sustained oscillators are widely used to describe complex rhythmical systems in
physics [1, 2], biology [3, 4], and other fields [5, 6]. In particular, such models are relevant for the descrip-
tion of laser [7] and nanomechanical [8] oscillator arrays, coupled Josephson junctions [9] and spin-torque
oscillators [10], power grids [11], the activity of neuronal populations [12], the interaction of different organs
within a human body [13], cell assemblies [14], etc.

One of the most famous theoretical tools for the analysis of coupled oscillators is the phase reduction
[15-18]. This approach provides a recipe for a description of complex high-dimensional oscillators by a single
cyclic variable, phase ¢, so that the dynamics of a network of N generally high-dimensional elements reduces to
a set of N coupled one-dimensional differential equations for the phases. This reduction is based on the slaving
principle (the corresponding notion in mathematical literature is the normal hyperbolicity): while the phases
correspond to the neutral directions with zero Lyapunov exponents, the ‘amplitudes’ (i.e. all other variables
except for the phases) are stable and thus follow the phase dynamics. As a result, the full system’s dynamics
reduces to that on the N-dimensional torus spanned by the phases.

This reduction allows studying general behaviours of coupled oscillators through phase dynamics mod-
els, a prominent example here is the analytically tractable Kuramoto model of all-to-all interconnected units,
derived for a population of weakly coupled oscillators close to the Hopf bifurcation point [15, 19, 20]. Gen-
erally, phase dynamics models are expected to be valid for arbitrary oscillators and weak to moderate cou-
pling. However, the existing theory employs a perturbative approach and provides phase equations only in
the first-order approximation in the coupling strength. Derivation of high-order corrections would extend
the validity of the approach beyond the weak-coupling limit and, thus, essentially increase our ability to
analyze complex networks. Yet, for the moment it remains a theoretical challenge, in spite of numerous
attempts [21-26].

In addition to obvious advantages for theoretical studies, phase reduction provides a framework for model
reconstruction from measurements and, hence, plays an essential role in experimental research. Reconstruction
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of the phase dynamics equations from data is much more simple than recovery of equations for the state
variables because (i) phase equations are low-dimensional and (ii) have a simple universal form because their
right-hand sides are 27-periodic functions of the phases. Though precise estimation of the phases from scalar
signals remains a topic of ongoing studies [27-29], phase models have been successfully recovered for several
laboratory experiments as well as for physiological systems [30—38]. In particular, this approach yields a way to
tackle the connectivity problem, i.e. to recover directional causal links between oscillatory sources solely from
multivariate data.

However, for more than two oscillators and moderate coupling, the connectivity, as it appears in phase
equations, generally differs from the connectivity as defined by physical connections, e.g., the units that are not
directly coupled appear as interacting with each other or the interaction of pairwise physically connected ele-
ments appears as non-pairwise in the phase description. These effects are due to the terms that do not appear in
the first-order phase approximation. Thus, reconstruction and interpretation of phase models requires better
understanding of the high-order phase reduction [8, 39, 40].

In this paper, we take a step to explore high-order phase dynamics. Our main goal is to match theoretical
derivation of higher-order phase coupling terms with the data analysis. After a brief introduction to phase
reduction approach in section 2.1, in the rest of section 2 we outline the perturbation approach and apply it
to a particular example of three coupled Stuart—Landau oscillators. Our technique is close to the procedure
of Ref. [21], but is better suited for generic networks and different natural frequencies of the oscillators. For
this system, we derive and discuss phase dynamics equations in the higher orders in the coupling parameter
(we present the second-order terms in full details, while for the higher orders we discuss only the phase depen-
dence of the terms). Next, in section 3 we present a numerical framework for the reconstruction of the phase
equations from the simulations. First, we apply this framework to the Stuart-Landau network and in this
way verify our analytical results. The difficulty in dealing with other, more realistic, systems is that although
the phase exists, there is no simple analytic representation in terms of the system variables. In such situa-
tions, however, a numerical study is possible. To exemplify this approach, we analyze a network of three van
der Pol oscillators numerically and identify the scaling of different coupling terms with the coupling strength
parameter. In section 4 we discuss our results.

2. Theoretical analysis

2.1. Coupled oscillators and first-order phase reduction
We first briefly recall the basic ideas of the phase reduction in the first order in the coupling parameter ¢ (see
references [16, 18] for more details). One starts by considering an oscillatory dynamical system

dy B
Lty

possessing a stable limit cycle Y(f) = Y(¢ + T) in its state space. As is well-known, on the limit cycle and in its
basin of attraction one can define the phase ¢ = ®(y) which grows uniformly in time

0P
. = = —f
p=w dy (y)

with basic frequency w = 27/T. Notice, that on the limit cycle the system’s state is uniquely defined by the
phase: y = Y(¢). Outside of the limit cycle, this is not true: one also has to know the deviation from the
cycle.

In the context of oscillatory networks, one considers many coupled oscillators that we label by index k:

d
% :fk(Yk)+6Gk(Y1)Y2)~-~)- (1)

Here ¢ is the small parameter governing the strength of the coupling. The equation for the phases is obtained
by exploiting their definition ¢, = ®(y,):

) 0Py
gok:wk+€—Gk( Vo2 (2)
ayk YI YZ
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This equation is exact, but it contains the full state space trajectories {y;}. However, for a small pertur-
bation these trajectories are close to the limit cycle, up to deviations of order ~ e. Thus, substituting the
zero-order approximation y; ~ Y; into the rhs of (2), we obtain equations, where only the states on the limit
cycles appear, and these states are unambiguously determined by the phases:

. 0P
Ok = Wi + 687YI;G1<(Y1,Y2, o) = wr + eGr(r 01,925 - - ).

As s clear from the presented consideration, to extend the reduction beyond the first-order approximation,
one has to calculate the deviations from the limit cycle of orders ~ ,&?, ... and to express these deviations
in terms of the phases. Below, we do not provide a general approach valid for arbitrary systems, but restrict
ourselves to the simplest case where the phase can be introduced analytically.

2.2. A network of Stuart—Landau oscillators

Itis instructive to introduce the Stuart—Landau oscillators in dimensional variables, to understand the meaning
of dimensionless parameters in the problem. We write the equation for the complex amplitude of oscillations
Z for a particular oscillator as

j—f = (u+iv)Z — (B +iV)|ZPZ + €G(Z1, Zs, . . ), (3)

where G is the coupling term depending on the states of other elements of the network. Notice that for brevity
and without loss of generality we omit the index for the considered oscillator and label other units by the index
k=1,2,....

In equation (3), all the parameters are dimensional, and it is convenient to perform a transformation to
dimensionless variables and parameters. Here one should also take into account, that generally the parameters
might be different for different oscillators. Using only local parameters, one can introduce the dimensionless
amplitude Z = \/u/BA, so that all uncoupled oscillators will have amplitude one. Another variable that we
can scale is the time, and here one has to choose some common scaling for all oscillators. It appears convenient
to assume that the growth rate of linear oscillations p is the same for all oscillators (the results can be straight-
forwardly generalized also to the case of different ), and use it to introduce dimensionless time as t = p7.
Then we obtain

A= (1+iw)A — |APA —iaA(JA]? — 1) + eG(A}, Ay, . . ), (4)

where A now means derivative with respect to t. Here w = v/ — ~/f3 is the dimensionless frequency of
the limit cycle oscillation and the limit cycle has unit amplitude |A”’| = 1. Parameter o = /3 measures
non-isochronicity, as we will see below, it determines the phase definition function ®(A). The dimensionless
coupling parameter € depends on the scaling of the function G. If G contains first powers of the amplitudes Z,
then € = €/, where we assume that 11/ 3 ~ 1,/ i.e. all the coupled oscillators Z have similar amplitudes.
As we see, all the dimensionless parameters entering the problem, namely w, o, ¢, are the original parameters
of the system normalized by the linear growth rate of oscillations (.

For further analysis it is instructive to write the Stuart—-Landau equations in polar coordinates, with the
amplitude R and the angle 6, so that A = Re'’ and

R=R—R +eRele "G, (5)
=w-—aR*—1)+eR ' Im [e_ieG] . (6)

It is straightforward to check that, in the absence of coupling, the quantity ¢ = 6 — « In R grows uniformly in
time and, hence, is the true phase. Therefore, we rewrite equations (5) and (6) in terms of R, ¢:

R=R—R’+¢e Re[e” T " MG(R}, o1, Rys 035 . . ), (7)
. € i
QO = W + ﬁ [Im [e (pta In R) G(Rly SO])RZ) 802) .. )]

— aRe[e ?Te It B G(R,, ©1, Ry, 02, )1 ] (8)
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Here we have explicitly used that the coupling terms depend on the amplitudes and the phases of other
oscillators.

2.3. Outline of the perturbation method

Now, we outline the exploited perturbation procedure, while in the next subsection we will elaborate on it for
a particular example. The idea is to look for a dynamics, in which the amplitudes are enslaved by the phases.
Namely, we assume that the amplitude R is a function of the phases:

R=1+e"(p,01,00...) + (001,00, )+ - (9)
and that the dynamics of the phases is also represented as a power series in :
¢ =w+eVV(p,p1,0,...) + VD (0, 01,00,..) + . (10)

We substitute these expressions, together with the similar expressions for Ry, ¢, into equations (7) and (8).
Equating the terms in each power of €, we obtain the unknown functions A2 g g

We illustrate here the first few steps. In the equation for the phase, the first-order approximation, as
discussed above, corresponds to taking into account only the leading term in equation (9), this yields

Y =Im[e™ G, 01,1, ...)] —a Rele ™ G(1, 1,1, 0, ...)].
The equation for the amplitude in the first order is obtained by substituting equation (9) in equation (7):

dr®) . -
el —2r) 4 Re[e G(Lo1,1,0,...)].

We express the time derivative of ) via partial derivatives with respect to the phases, and insert the zero-order
expressions for these derivatives:

a9 g or)

r r
dr (o) 7 0y 71 0, 72
_or orH orH

w + w1

-~ e ¢

wy 4 (11)

Thus, the problem of determining first-order correction to the amplitude reduces to the partial differential
equation

ortH N orth or
w

w + Wy + - - = Re[e ¥ G(1,¢1,1,02,...)]
e 01

27D 4

= D G (12)
1my... .

m,ny,my,...

Here, we used that the function G is 2-periodic with respect to the phases and, hence, the r.h.s. can be written
as a multiple Fourier series. Similarly, we expand the function 7! as:

1 1 e
A0 — E pmm1m2mel(m»9+m1<ﬂ1+m2<ﬂ2+ )

m,1my,np,...

which finally yields an expression for the Fourier coefficients of r!)

gmmlmz... (13)

1 2 4+ imw + imyw; + impw, + - - -
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These are the basic steps in the perturbation expansion. The expressions for r(l),r,((l), being substituted
in equation (8) provide phase equations in order ~ £2. Equations for r?) are partial differential equations of
type (12) with r.h.s. containing also T D et

2.4. Example: three coupled Stuart—Landau oscillators

In this section, we exemplify the perturbative procedure for the derivation of phase dynamics equations in a
higher order of the perturbation parameter ¢ with a particular configuration of three coupled Stuart—Landau
oscillators.

2.4.1. Configuration of the network
We consider an array of three elements with the coupling structure 1 <+ 2 <+ 3 and write the equations in the
form (4):

Al = (1 —+ io.)])Al — |A1‘2A1 — iaA1(|A1\2 — 1) + g0 eiﬂ“Az,
Az = (1 —+ in)Az — |A2‘2A2 — iaA2(|A2\2 — 1) + e (CI,Z eiﬁl‘zAl + 32 eiﬁ3‘2A3) 5 (14)

Aa = (1 + i(JJa)Aa - |A3‘2A3 - iOéA3(|A3‘2 - 1) + £C3 ei‘Bz’3A2.

Notice that the oscillators have different frequencies. Introducing the amplitudes and the angle variables
according to Ay = Ry exp[if] and the phases ¢, = 0 — aIn Ry, we obtain a system of equations in the form
(7) and (8):

R, =R, — R? + e Ry cos(0, — 01 + Bo1),

Ry =R, — R; +ecipRy cos(0) — 0, + Bio)
+ec32R;s cos(03 — 0, + Bs,),
Ry = R3 — R} + 3R, cos(0, — 03 + Ba3),

. R, .
Y1 =w + ECz,lsz[sm(Gz — 01+ B21) — a0 cos(0, — 6 + Ba1)],
1

(15)
. Ry .
P2 =wy + €C1,2E[Sln(91 — b+ i) — a cos(by — 0y + Bi,p)]
2
Ry .
+ 8C3,2R—[Sln(93 — 02+ B32) — a cos(05 — 0 + B32)],
2
. R .
P3 = ws + €C2,3R—[51D(92 — 05+ B23) — a cos(0, — 05 + Br3)].
3
2.4.2. Small parameter expansion
Now we expand the amplitude deviations in powers of € (below k = 1,2, 3):
Re=1+ sr,((l) + 521’,((2) + €3r,(<3) 4+ (16)
According to this, the angles 6y can be represented as
2
O = or + {6@({1) + e —0.5¢2 (r,((l)) } +-- (17)
Also the ratios of the amplitudes, entering (15), can be expressed as
R _ o _o] 2o @ won, (m)
R——1+5 ty — 1| et | —nT =S+ e (18)
k

Substituting these expansions in equation (15), we obtain the following expressions for the dynamics of the
phases, up to the order £:
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1 =wy +ecsin(p, — @1 + Par) — a cos(pr — @1 + Ba1)]
+ %01 (1+ a?)sin(pr — 1 + Bo)(15) — 1Y)
+ a1+ a?) [ (5 = = A0 4 (1)) sin(er — 1 + Ba)
+a (O.S(rgn)z +0.5(rV)? — rgnrgn) cos(r — o1 + 52)1)] T,
P2 = wy +eaplsin(pr — 2 + B12) — a cos(pr — w2 + Fi2)]
+ecp[sin(ps — @y + f32) — @ cos(ps — @y + (32)]
+ el (1+ ) sin(pr — g2 + Bro) (1Y = 13))
+ %1+ ) sin(ps — o + Bs) (Y — 1Y)
+ (1 +a?) {(rgz) - ”52) - ril)rél) + (’;1))2) sin(p1 — 2 + B1,2) (19)
+a (O.S(rgn)2 + 0.5(r§1))2 — ril)rén) cos(p) — @p + 51)2)]
e+ o) Kréﬁ - ’éz} - rgl)rgl) + (rgl))z) sin(p3 — 2 + 332)
+a (O.S(rgn)z + 0.5(,@1))2 — rgnr;l)) cos(ps — 2 + gﬂ)] NI
©3 = ws + £a3lsin(pr — p3 + Ba3) — a cos(wr — 3 + B23)]
+ 203(1 + o) sin(ps — 3 + Bo3) (1) — 13))
+e05(14 ) {(réz) —r? =+ (rgl))z) sin(py — 3 + fa3)

+a (0.5(r§”)2 +0.5(5)? — ré“ré”) cos(py — o + 52,3)] T

Next, we have to evaluate corrections r,((l) ) r,(cz) , .. .. This is accomplished by substituting expressions (16) in

the equations for the amplitudes in (15). Here the time derivatives are calculated according to the chain rule,
as the corrections r,(cl), r,(cz), ... are assumed to be functions of the phases ¢,. For the sake of brevity, we present

only the formulas for r;:

ortV ortV ortV
w1 8(,; + w; a; + ws 8(,; + 21’51) =1 cos(r — 1 + Ba1),
1 2 3

Brgz) 31’52) Brgz)
_|_
wi o +un v, s s

+ 2r52) = —3(1’51))2

- 0462,1(7’51) - 751)) sin(yy — @1 + Ba1) + Cz,lrgl) cos(p2 — 1 + Ba1)

31’51)
Iy

+ o1 [sin(ps — 1 + Ba1) — a cos(pr — 1 + Ba1)] (20)

+ [CI,Z[Sin(Qpl — 2+ Pi2) — a cos(pr — 2 + Pi)]

(1)
1

dpa

) 31’(1)
+ c3[sin(pr — @3 + B23) — o cos(pr — 3 + 52,3)]?-
3

+ealsin(ps — 2 + B32) — a cos(ps — 2 + 53,2)]]

The partial differential equations for r,(cl), r,(cz), ... are straightforwardly solved in the Fourier representation,

because the variations of the amplitudes are 27-periodic functions of the phases, as outlined in discussion of
equation (13) above. As a result, we obtain in the 1st order in e:
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A — ﬁ cos(py — 1 + Ba1) + % sin(py — @1 + Ba1),

rgl) = ﬁ cos(p1 — 2 + Sip) + % sin(er — 2 + Bi) on
ﬁ cos(p3 — 2 + B32) + % sin(p; — 2 + B3.2),

i) = m cos(p2 — @3 + Bo3) + % sin(ps — 3 + B23)-

Substitution of these expression in equation (19) completes the second-order phase reduction and yields

closed equations:

$1 = wy +eclsin(e, — @1 + Bo1) — a cos(, — o1 + Ba1)]

+ €’ a(lz;()) + 0(1?)—2,2,0 cos(2¢p2 — 2¢1) + bf)—z,z,o sin(2¢, — 2¢1)
(2) (2) (22)
+ayl s cos(2p2 — o1 — p3) + bl;—l,z,—l sin(2p2 — w1 — p3)
+ a(lf)fl,o,l cos(p3 — 1) + b(lf)fl,o,l sin(ps — 1) |,
Py = wy +eciafsin(pr — w2 + Bi2) — a cos(or — w2 + Bi2)]
+ ecsa[sin(ps — @2 + [32) — a cos(ps — @2 + F3,)]

+é? “52;()) + ag%,fz,o cos(2¢1 — 2¢2) + b%fz,o sin(2¢1 — 2¢2)

(2) (2) ; (23)
+ a5 2y €08(2¢03 — 2¢2) + by 5, sin(2p3 — 2¢2)

+ ag)fl,z,fl cos(2p2 — 1 — 3) + bgll,z,fl sin(2p2 — 1 — ©3)
+ ag,o,—l cos(¢1 — p3) + bg,o,—l sin(pr — 803)] >
$3 = w3 +e03[sin(py — w3 + Br3) — a0 cos(r — 3 + Fr3)]

+ €’ a(az;()) + a%)z,_z cos(2¢p2 — 2¢3) + bgi)))z,_z sin(2¢, — 2¢3)
(2) (2) (24)
+ a3 cos(2p2 — 3 — 1) + b3;—1,2,—1 sin(2p2 — p3 — 1)

+ail o, cos(pr—3) + B,y sin(or —@3)|

The coefficients of the second-order coupling terms, denoted in equations (22)—(24) by a,(fl) , b,((zl) , are listed

in tables A1—-A3. Here the three-component vector I = (I}, , I3) is used to signify the term with the combina-
tion of the phases [; p; + Ly, + ;. Furthermore, in table B1 we list the terms (without coupling coefficients)
appearing in orders 7, *.

We now shortly discuss the physical meaning of the terms that appear in the leading and the higher orders

ine.

(a)

(b)

(c)

(d)

(e)

In the first order in ¢, we obtain the standard phase-reduced description of the coupled oscillators, as
described, e.g., in [15, 16]. If the focus is on first-order in € effects, no further treatment is needed.

In the second-order approximation, there are no correction terms to the first-order couplings. These
corrections appear in the third order (and, presumably, in all odd orders).

There are terms, which can be roughly described as ‘squares’ of the basic coupling terms; for the dynamics
of the 1st oscillator ¢, these are constant terms and terms containing the second harmonics of the phase
difference, e.g. ~ sin(2¢, — 2¢;). These high-order terms do not arise from the interaction within the
whole network; they appear already in a system of two coupled oscillators.

Terms containing combinations of all three phases, e.g., ~ sin(2¢, — ¢, — ¢3), mean that an effective
hypernetwork with non-pairwise coupling appears already in the second-order reduction (cf. studies of
synchronization on hypernetworks of phase oscillators [41, 42]).

Terms containing phase differences for not directly coupled oscillators, (e.g., the term ~ sin(¢; — ¢,) on
the r.h.s. of the equation for ¢;) mean that connections in terms of the phase dynamics do not coincide
with the ‘structural’ connections in the original formulation. This phenomenon is well-known in the
context of inverse problems of phase dynamics reconstruction from data [39]. In this reference, the second-
order terms in the phase coupling reconstruction of small networks, which do not exist as ‘structural’
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couplings, have been estimated numerically. The theory above provides an analytic justification of these
findings.

(f) While the first-order coupling terms are frequency-independent, the second-order terms depend explicitly
on frequency differences. In a more general setup (cf. a system of coupled van der Pol equations treated
below) we expect that coupling will depend on the frequencies themselves.

3. Numerical phase reduction

Stuart—Landau oscillator represents an exceptional case where the phase and the instantaneous frequency can
be directly obtained from equations. We exploited this feature to derive the second-order phase dynamics
equation in the previous section. For a general oscillator, one has to evaluate the phases numerically. This
immediately provides the first-order approximation of the phase dynamics via numerically calculated phase
sensitivity functions.

In this section, we describe a numerical procedure for determining coupling functions in higher orders,
by virtue of the phase analysis of numerically obtained trajectories of the full system. We will first verify it
by comparing the results for the Stuart—Landau model (14) with theory in section 2, and then apply it to a
network of three interacting van der Pol oscillators.

3.1. Numerical computation of phases and their derivatives
The first step in numerical analysis is the determination of phases ; and their derivatives ; for all elements
of the analyzed network, i = 1, ..., N. For this purpose, we extend the technique suggested in [43], where it
was described how to obtain phases from an arbitrary trajectory.

Consider a particular oscillator within a network described by equation (1). Omitting the index of this unit
for simplicity of presentation, we write
dy _ f(y) + ¢G, (25)
dr
where the last term describes the coupling to all other units. As a preparatory step we compute the autonomous
period T. It is, for ¢ = 0 we take an arbitrary point on the limit cycle Y, and assign to it ¢ = 0; the return time
to this point is exactly T. Now, for any other point on the limit cycle we can compute the time 7(Y) required
to reach the zero point where ¢ = 0 or, equivalently, ¢ = 27. Since the true phase grows linearly in time and
gains 27 with one revolution around the cycle, its value can be obtained as ¢(Y) = ZWT%(Y).

The next step is to compute ¢(¢) and H(¢) for an arbitrary trajectory, on which at some time ¢ the oscillator
has the state u = y(#), and the time derivative of this state is v = y(¢). To this end, we introduce an autonomous

copy of the investigated unit:
dw

1 = fw), (26)
and let this auxiliary system evolve from initial conditions w(0) = wu, for the time interval nT, where the integer
n shall be large enough to ensure that the trajectory attracts to the limit cycle. (Practically, we stop the evolution
when ||w ((n — 1)T) — w(nT)|| is smaller than a given tolerance.) Since the time interval of the evolution is a
multiple of the period, the initial point w(0) = u and the end point w(nT) = w have same value of the phase.
The point w is on the limit cycle, and, hence, its phase ¢ can be easily computed as described above, and
plu) = p(w(0)) = p(w) = ZWT_%(W) is exactly the desired phase of the oscillator at the state u.

In order to obtain the phase derivative we also have to follow the autonomous evolution (26) towards the
limit cycle of the initial condition u + vdt. (Practically, it can be performed simultaneously with the evolution
of the point u.) Since dt is (infinitely) small, this can be done by tracing the linear evolution of vdr to vdt
within time interval nT. The law of this linear evolution is given by the Jacobian of the original equation (26).
Thus, two states u and u + vdr of the coupled system (25) map to two points w and w + vdt on the limit
cycle of the autonomous system (26). These points are characterized by the phases ¢ and ¢ + dy, respectively.
On the other hand, let us consider the evolution of the autonomous system, from the point w to w + vdr.
This evolution occurs along the limit cycle of the system (26) within time interval d¢. (Notice that generally
dt # dt). The evolution is governed by the flow on the cycle, i.e. W+ vdt = w + f(w)dt, what yields df =
dt (v - f(w)) /||f(w)||*>. Accordingly, phase growth is determined by the natural frequency w = 27/ T, i.e. dp =
wdt, which finally yields

de v - f(w)

— =W
de w2
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Thus, with the presented algorithm we can compute phases and their derivatives as time series with an
arbitrary time step and of sufficient length. Certainly, this can be done for all elements of the network.

3.2. Numerical reconstruction of the phase dynamics equations
Now, we discuss how the phase dynamics equations of a network can be constructed numerically from given
phases and their derivatives. To explain the procedure, it is convenient to denote the r.h.s. of equation (10)
as Qu(py, a5 - - - PN)> where the subscript k = 1,2,. .., N labels the oscillator. Q; are commonly referred to
as the coupling functions. Since each Qy is 27-periodic with respect to all its arguments, we can write it as a
multiple Fourier series

Pk = Ak + Z [ak1 cos(p - 1) + by sin(p - D], (27)

140

where I = (I}, b, ..., Iy) and ¢ = (¢, ¥, - - ., @y) are N-dimensional vectors of integer indices and phases,

respectively. ¢ - I = Zszl lip; denotes the scalar product between the vectors of phases and the mode indices.
Notice the relation between the Fourier coefficients a.j, by, and coefficients in equations (22)—(24):

gy = a) + eag) +€%a) .., b = bll) + b . ..
Thus, we have time series of the phases ¢, ,,, ¢, > - . ., ¢, and their derivatives @14, Qo> - - - > Pn,u> Where
n=1,2,...,L is the point index, equation (27) becomes a system of L linear equations for the unknown

coupling coefficients a, b. It is natural to approximate Q; by a finite Fourier series, preserving only M < L
terms in the sum in equation (27). Practically, we vary the mode indices in the range |J;| < m, which leaves
M=2(m+1)2m(2m + 1) + 1) — 1 unknown coefficients. We apply the least square fit method to find the
Fourier modes in the coupling from the over-determined linear system. Practically this is accomplished via the
singular value decomposition (SVD) as described in [44].

We denote the Fourier coefficients of the truncated series obtained from this procedure by capitals A1, B
Thus, as a result of the numerical evaluation we obtain an approximation of the phase dynamics as

Ok = Ago + Z [Ak;l cos(¢ - I) + By, sin(ep - l)] . (28)
10, || <m

The sum in equation (27) goes over the combination of mode indices such that either I or —1 is counted.

The success of this numerical approach depends on how how interdependent the series (o, are. Here we use
two different protocols.

Asynchronous case. Suppose that the network does not synchronize. It means that the trajectories of the
system (1) are dense on the N-dimensional torus. Then one just has to calculate one long trajectory of the
system (1) starting from some initial conditions and compute phases and instantaneous frequencies for each
point of the solution, as described above. If the data series is sufficiently long, the computed trajectory covers
the surface of the torus spanned by ¢, ¢, ¢,, . .., @y. Hence, we obtain enough information to recover the
function Q of N variables and to determine the Fourier coefficients.

Synchronous case. If the network synchronizes, the trajectory on the torus collapses to a closed line and
equation (27) for the Fourier coefficients become dependent and cannot be solved. However, there is a way to
obtain enough data to solve the problem even in this case. For this goal one considers not one long trajectory,
but an ensemble of short transients (cf. [45, 46]). Namely, one starts numerical integration with some asyn-
chronous initial conditions and follows the trajectory unless it is on the invariant torus. The corresponding
transient time should be larger than the amplitude relaxation time, but smaller than the synchronization time
of the phases. Then the procedure is repeated with new initial conditions. Thus, instead of one long record one
collects many dynamical states on the torus, unless the sufficient number of points is obtained. Certainly, this
protocol can be use for the asynchronous case as well.

We exemplify these two protocols in the next section, but before proceeding with the examples, we have to
discuss an important issue. As we mentioned, the least squares optimization requires that data points fill the
surface of an N-dimensional torus. Thus, we face the curse of dimensionality: the data requirement grows fast
with the network size N and becomes hardly feasible already for N > 3. Some information about the network,
e.g., strength of directed links, can, however, be revealed for N > 3 as well. A possible approach is to perform
the triplet-based analysis [40, 47—49].

3.3. The Stuart—Landau network

Here, we perform the numerical analysis for the system (14) with the goal to verify main results in section 2.4
as well as the numerical approach. We choose two sets of parameters that correspond to asynchronous and
synchronous dynamics, respectively, and employ the corresponding protocols.
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Figure 1. Results for the asynchronous configuration of three coupled Stuart—Landau oscillators, see equation (15). Differences
between the numerically calculated coupling coefficients and the theoretical values given by equations (22)—(24) are shown as a
function of the coupling strength, for all oscillators. Panel (a) presents this difference for the terms appearing in the Ist order in ¢;
the black dashed line here corresponds to ~ £°. Panel (b) presents the terms appearing in the 2nd order in ¢; the magenta dashed
line here corresponds to ~ &*. Red squares (green circles) represent cosine (sine) coefficients. Additional black markers in (b)
show the differences between the zero-order terms Ao, k = 1,2, 3 and their theoretical values in the second-order approximation.

The parameter values are: « = 0.1, while w;, w, and wj; are varied to change the synchronization behaviour.
Uncoupled oscillators with these parameters have a limit cycle with R = 1 and initial conditions were chosen on
it so that the relaxation time is significantly reduced. The coupling parameters are all equal ¢ = 1 for (j, k) €
{(1,2),(2,1),(2,3),(3,2)} and the phase lags are 3,, = 0.32, 3,, = 0.44, 3,5 = 0.43 and 55, = 0.18. We
consider two sets of frequencies: case I with w; = —\/5/2, w = (/2 - 1)/10 and w3 = 0.8; here the dynamics
is asynchronous quasiperiodic; while for case II with w; = —0.055, w, = 0 and w3 = 0.33 the dynamics is
synchronous with a long transient. In both cases, we generated the set of points as follows: we started the
dynamics of system (14) with random phases and amplitudes equal to one. Then, after an initial transient
time At = 20 (which has been chosen to ensure that the relaxation of the amplitude to the invariant torus is
over, but locking of the phases still does not occur), the values of the phases and their velocities were stored.
Altogether we constructed a set of L = 10° data points.

Next, we computed the coefficients of the truncated Fourier series, see equation (28), for different values
of €, using the SVD approach as described above. The system of coupled Stuart—Landau oscillators is invariant
with respect to a phase shift ¢, — ¢, + ¢ which means that only modes that fulfill the condition

=0 (29)

can exist. To incorporate this into the analysis, we exploited two approaches:

(a) only modes satisfying (29) are taken into account, all other modes are set to zero; these modes constitute
a small subset of all possible modes and therefore we determined the Fourier coefficients up to harmonics
‘l]‘ < m = 8.

(b) all modes with |[j| < m = 4 are determined.

Here we present the results for the case (a), while the results for (b) are presented in appendix C.

First of all, we compare the theoretical findings presented in equations (22)—(24) with numerical results.
To this end, we show in figures 1 and 2 the differences |ax; — Ak,1|, |bxs — B, where k = 1,2, 3, for the the-
oretically known modes (see equations (22)—(24)), for the asynchronous and synchronous configurations,
respectively.

We see that for weak coupling the difference is on the level of numerical precision; it becomes of the order
of one only for such strong coupling as ¢ = 0.4. Next, we see that the difference for the first-order terms
grows proportionally to &%, in correspondence with our theoretical conclusion that there are no second-order
correction to the first-order terms. Thus, numerical results exhibit a good correspondence with the theory.

Figures 3 and 4 present an overview of all Fourier coefficients for which we do not have theoretical values.
Namely, we show here all coefficients except for those entering equations (22)—(24) and analyzed in figures 1
and 2. The results are in full agreement with the power-series representation of the coupling terms. Indeed, we
see four groups of coefficients that scale as €7, £*, £° and °, respectively.

10
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Figure 2. The same as in figure 1, but for the synchronous configuration.
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Figure 3. Results for the asynchronous configuration of three coupled Stuart—Landau oscillators, see equation (15). Here
amplitudes Hy,) = 4 /Ai;l + Bi;l of all Fourier coefficients for all three oscillators except for those shown in figure 1 are plotted vs.

the coupling strength. Red triangles up, green squares, blue circles, and brown triangles down show the coefficients that scale as
g3, &*, ¢, and &°, respectively. (The dashed lines, from top to bottom, have slopes 3, 4, 5, and 6 in log—log coordinates.) We did
not checked for scaling ~ ¢’ and higher, and show all the coupling coefficients that do not fulfill above scaling laws with gray
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Figure4. The same as in figure 3, but for the synchronous configuration.

Finally, we mention that the overall precision of the numerical procedure can be estimated by computing
the rest term & of the Fourier series representation in equation (28). The results presented in figure 5 show
that the rest term grows with the coupling strength as £°. This is an indication that all the terms of orders from

0 to 8 are within the set of chosen Fourier modes.

3.4. A network of van der Pol oscillators

Up to this point, our analysis was restricted to the case of Stuart—Landau oscillators where expressions for
phases and their derivatives are known. In this section we present a purely numerical evaluation of high-order
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law ~ &°.
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Figure 6. Coupling coefficients Hy; = (A}, + BY,;)"/? for all three oscillators are shown by red circles, green crosses, and blue
pluses, respectively, vs coupling strength . Panel (a) shows powers 0 and 1, and panel (b) shows power 2. Dashed black lines
correspond to the scaling ~ ¢ and ~ &2, respectively.

coupling terms for a network of three non-identical van der Pol oscillators:
X — p(l— xf))'cl + wfxl =exy
%y — p(1 — X2k 4+ wixy = () + x3) (30)

.. 2\ - 2
X3 — (1l — x3)%3 + wixs = exy.

We fixed parameters w; = 1, w, = 1.324715957, w; = w3 (here w, is the spiral mean, the root of cubic
equation wg —w; — 1 = 0). We fixed 1t = 1 and varied the coupling constant € in the range 0.001 < ¢ < 0.3,
in this range the dynamics of the network is asynchronous. From a trajectory of the system (30) we obtained
time series 1,3, (1,23 of length L = 10° points each. We used this set to estimate the coefficients of the trun-
cated Fourier series in equation (28) for m = 4. Thus, 729 coupling constants Ay, By, were calculated for each
€. Below we restrict our attention only to the strengths of the coupling and ignore the relative phase, so we
look on the properties of 364 coupling constants Hy; = (A, + Bi;l)l/ 2. Together with the free term Ay, this
constitutes a set of 365 numerically obtained coefficients for each oscillator and for each coupling constant ¢.

For presentation of the results we perform a preliminary sorting. According to the theory, we expect to
obtain terms with leading dependencies ~ ¢4, with ¢ =0, 1,2, . ... Therefore, for each set of indices I and
each oscillator, we tried to approximate the coefficients Hy;(¢) by the function ~ ¢4, and if the fitted value g
was close to an integer and the reliability of the fit was high, we attributed the corresponding power to the
coupling term. Additionally, for €% ¢, e? we used the five small values of € = 0.001,0.002, 0.005, 0.01, 0.02,
while for powers £* and £* we used larger coupling constants ¢ = 0.04,0.06,0.08,0.1, 0.15. We did not look
for powers 5 and larger.

Figures 6 and 7 illustrate these findings. It is instructive to look which coupling modes appear in each
power of e. For modes up to ~ £ we summarize this in table 1. The modes Ay, describing corrections to

12
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Table 1. All modes revealed in orders & and £* for a network of van der Pol oscillators. Italic font in the
second column denotes the modes that shall not appear in the first-order approximation.

Osc € g2

1 8 modes: (1, —1,0), (1, 1, 0), (3, —1,0), (3, 47 modes: (2, —2,0), (2,0, 0), (0,2, 0), (1, =2, 1),
1,0),(1,3,0),(1,—3,0),(3,-3,0),(3,3,0)  (1,2,-1),(1,0,—1),(1,0,1),(2,2,0), (1, =2,

—1),(1,2,1),(2,—4,0), (1, —4, 1), (1,4, —1), (0,
4,0), (4, —2,0),(2,4,0),(3,-2,1), (3,2, —1), (3,
—-2,-1),(3,0,1),(1,4,1), (3, —4,1), (4,2,0), (4,
—4,0), (3,0, —1), (1, —4, —1), (3, —4, —1), (4, 0,
0),(3,2,1),(3,4,—1),(4,4,0),(1,2,—3), (1,0,
-3),(1,-2,3),(3,4,1), (1,0, 3),(1,2,3), (1, =2,
—3),(3,-2,-3),(3,—4,—3),(3,—-2,3), (1, 1,
—4),(3,0,-3), (1,4, 3), (3,2, —-3), (1, —4, —3),
(3,2,3)

2 19 modes: (0, 1, ), (1,1,0), (0,1, 1), (1, 56 modes: (0, 2, 0), (2, —2,0), (1, =2, 1), (0, 2,
—1,0),(3,1,0), ( 1,0),(0 3,1), (0,1, -2),(2,0,0),(1,0,1), (1,0, —1), (1, =2, —1), (0,
-3),(0, 1, 3), (1, 3 0), (1, —3,0), (3, —3, 0,2),(1,2,-1),(1,2,1),(2,2,0), (4, —2,0), (0,
0), (0,3, —3), (3, 3, 0), (0, 3, 3) (1,2,0), (3, 2,2),(4,0,0),(4,2,0),(0,2,—4),(3,0,1), (3,0,
4,0),(2,1,4) —1),(0,0,4), (1, —4, 1), (1, —2,3), (3,2, —1), (1,
2,-3),(1,4,—1),(1,-2,-3), (1,0, —3), (0, 4,
—2),(0,2,4), (1, —4, 1), (3, —2,1),(2,4,0), (3,
-2,—1), (1, —4,3),(0,4,0), (1,4, 1), (1, 2, 3), (1,
0,3), (2, —4,0), (3,4, —1), (4, —4,0), (0, 4, 2), (3,
2,1), (3, —4,1), (3,0, —3), (3, —2, —3), (0, 4,
—4),(4,4,0), (1,4, -3),(3,-2,3),(3,0,3), (1,
—4,-3),(0,4,4),(1,4,3),(3, —4,-3), (3,2, 3)

1,

3 9 modes: (0, 1, 1), (0, 1, —1), (0, 3, 1), (0,3, 50 modes: (0, 2, —2), (0, 0, 2), (1,0, —1), (1, 0, 1),
—1),(0, 1, 3), (0, 1, —3), (0, 3, —3), (0, 3, (1, -2,-1),(1,-2,1),(0,2,0), (1,2, 1), (1,2,
3),(1,—1,1) —1),(0,2,2), (0,4, =2), (1, =4, —1), (1, —4, 1),

(0,4,0),(1,4,1), (1,4, —1),(0,4,2), (3, -2, —1),
(3,—4,-1),(1,0,3),(3,-2,1), (3, —4, 1), (1,0,
-3),(1, -2, -3), (1, -2, 3), (0, 2, —4), (1, 2, 3),
(1, —4,3),(1,2,-3),(0,2,4), (3,2, 1), (3,2, — 1),
(3,0,—1),(0,0,4), (3,0, 1), (1,4, —3), (1, —4,
—3),(1,4,3),(3,—2,—-3),(0,4, —4), (3,4, 1), (3,
—2,3),(0,4,4),(3,4,—-1), (3, —4, 3), (3,0, 3), (3,
2,3),(3,2,-3),(3,0,—3),(3,4,3)

13



10P Publishing

J.Phys.Complex. 2 (2021) 015005 (19pp) E Gengel et al

the natural frequency are not listed. Notice that in each cell of the table the modes are ordered according to
their amplitudes. Below we summarize the properties of the coupling modes of the van der Pol oscillators
(Egs. (30)) :

(a) Looking at the modes that appear in the first order in €, we notice that the terms with phase differences
and the terms with phase sums have nearly the same amplitude. This means that the coupling terms ~ ¢
have nearly the Winfree form: they are products of two functions of the oscillator phase and of the
driving oscillator phase, in full agreement with the first-order theory. Recall that it is different for the
Stuart—Landau oscillators, where only terms with phase differences appear due to the condition (29).

(b) Because the variable x of the van der Pol equation possesses odd harmonics of the phase (and the same is
true for the phase response curve), terms with the third harmonics appear already in the 1st order in .

(c) Inspection of terms ~ ¢ in table 1 reveals some terms that are not expected in the first-order analysis, we
show them in italic font. Data in figure 6 show that the amplitudes of these terms are extremely small,
comparable to the errors in terms reconstruction. We conclude that these terms are probably spurious
and just occasionally possess a scaling ~ €, what is not surprising due to the fact that the total number of
terms to be found is large.

(d) With the size of the time series explored, we could not reliably detect coupling terms appearing in order
°. However, as the figures show, the terms ~ 4 can be detected with good confidence.

4. Conclusion

In this work, we have presented an analytic perturbation approach, allowing the derivation of the equations for
the phase dynamics for general networks of Stuart—Landau oscillators. We exemplified this framework with
calculations for a particular system of three units. We demonstrated explicitly that already in the second order in
coupling strength, there exist coupling terms that are not present in the structural coupling configuration. This
result confirms a general statement that phase connectivity generally differs from the structural connectivity of
anetwork. In particular, in higher-order approximation we find triplet coupling terms, which are characteristic
for a hypernetwork.

Since analytic derivations of the phase dynamics equations for generic oscillators remain a theoretical chal-
lenge, we developed a numerical method to compute the phase dynamics of an oscillatory network and to
extract the coupling terms from time series of the obtained phases. These data could be one long trajectory if
the dynamics is quasiperiodic, or multiple small pieces (or points) if the dynamics is synchronous. The result
of the numerical procedure is a set of Fourier modes of the coupling functions. Analyzing these sets for differ-
ent coupling strengths, we found terms with various power-law dependencies on this strength. We first tested
this approach on the coupled Stuart—Landau oscillators, where we demonstrated an excellent agreement with
the theory. This numerical approach has also been applied to a network of van der Pol oscillators, coupling
functions of which are much more involved.

It is instructive to compare the approach presented with the technique of phase-amplitude reduction for
forced oscillations developed recently in references [50—52]. In these papers one does not reduce the number of
equations, rather one represents phases and amplitudes of oscillators through standardized phase and ampli-
tude variables. As a result, one obtains a high-dimensional system (in fact, generally no reduction of dimension
is directly included in the methods) of universal form, valid in a relatively large vicinity of the limit cycle. This
approach is suitable also for an arbitrary forcing of an oscillatory system. In contradistinction, the method
presented above is not suitable for perturbations given by arbitrary functions of time, but it is developed for
coupled oscillatory systems where all units operate close to limit cycles. In this case one can safely assume that
for small coupling the dynamics are restricted to a torus, the dimension of which is the number of oscillatory
units. The resulting equations thus have a smaller dimension than the original system.
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Table Al. Coupling coefficients of the first Stuart—Landau oscillator.

0(12;(), &1 (Cra sin(B12 + B2,1) — D1y cos(Bip + Ba1) — Do)
a(lz;),z,z,o 2,1 (Cra sin(By,1 — B12) + D1y cos(By1 — Bi)

— Gy sin 28351 + Dy cos 2(3,1)
b(lz;),z,z,o 2,1 (Cra cos(B1 — Bi2) — D1 sin(Ba1 — Bi2)

— Cy1 cos 20351 — Dy, sin 2(35))
0(12;),1,2,,1 0,1 (G sin(Ba1 — B32) + D3y cos(Ba1 — B32))
b(lz;),l,z,,l 0,1 (Csz cos(B1 — B32) — Dsp sin(Ba1 — Bs2))
a(lz;),l,o,l 1 (=Ds;y cos(Bay + B32) + Csp sin(By, + B3))
b(lz;),l,o,l 6,1 (D3, sin(fy,1 + Bs2) + Csp cos(Bay + B32))

Table A2. Coupling coefficients of the second Stuart—Landau oscillator.

a;z;()) (Cyicrp sin(Ba,1 + Brp) — Dyicry cos(Byy + B12) — Dicin

+ Cy363n sin(Bs, + Ba3) — Dsncsy — Dasesn cos(Bsn + Ba3)
aéz;;,z,o (Coac1 sin(Brn — Bay) + Dajicra cos(Brn — Bay)

— Ciac1p sin 201, + Dy cos 25315)
bg;,z,o (Coac12 c0s(Br = Ban) — Dycry sin(Bra — B21)

— Ciac1p cos 2P, — Disey sin 2031,)
ﬂéz;(),),z,z (Cy363, sin(Bsp — Ba3) + Dascsy cos(f3n — B3)

— C3503, sin 283, + Dsjc3; cos 2335)
béz;()x—z,z (Cy363n €08(B3, — Ba3) — Dasesy sin(Bsn — Ba3)

— Cs,635 cos 20355 — D335 sin 203s55)
0;2;),1,2,,1 (D361, cos(Brp + B32) — Cspcrn sin(Bia + B32)

— Cia63, sin(Bs, + B12) + Digcsy cos(Bsn + Bi2))
béz;),l,z,,l (Dsac1z sin(Biz + B32) 4 Cspery cos(Br + Bs)

+ Cia63, cos(B3, + Bi2) + Dijcsy sin(Bsa + Bi2))
a;z;)l)o)il (=Dssc12 cos(Bia — B32) — Cspcrn sin(Biy — Bs2)

— Cia63 sin(B3, — B12) — Dipcsy cos(Bsn — Bi2))
béz;)w,,l (Dszc1 sin(Bry — Bs2) — Cspcry cos(Brn — B32)

+ Cia632 cos(B32 — Bra) — Dipcsy sin(Bs, — Bi2))

Table A3. Coupling coefficients of the third Stuart—Landau oscillator.

aéf?, €3 (Csz sin(Bs + f23) — D3y cos(Bsn + Ba3) — Das)
a@ff,yzy,z 023 (Csa sin(fy3 — B32) + D3y cos(Bys — B32)

— Cy3 sin 28355+ Dy3 cos 203,3)
béf?,yzy,z €3 (G55 cos(Ba3 — B32) — D3z sin(Ba3 — Bs2)

— Cy3 cos 23,3 — Dy sin 2(3,3)
a&fll,z,,l €3 (Cr sin(By3 — Bi2) + D1y cos(Bys — Bi)
béf),l,z,,l 03 (Crp cos(Bas — Bi2) — Dy sin(By3 — Bi2))
”gz;)l,o,—l €3 (=D1y cos(By3 + B12) + Cip sin(Bas + Bi2)
bgf},o,,l €3 (D1 sin(Bys + Bi2) + Cia cos(Ba3 + f12))

section 3.3, Grant Number 17-19-01534). This paper was developed within the scope of the IRTG 1740 / TRP
2015/50122-0, funded by the DFG / FAPESP.

Appendix A. Second-order coupling coefficients in a network of Stuart—Landau
oscillators

Here we present the coefficients for (1, 3 in equations (22)—(24). In tables A1—A3 we use the notation

14+ a2 2Cmk 1+ 0% (Wy — W)lmk
Cm,k = 5> Dm,k = -
2 44 (wm—wr) 2 44 (wn—wr)

Appendix B. Terms in the higher orders for coupled Stuart—Landau oscillators

In table B1 we present coupling modes appearing in higher orders in . Namely, we just give the vectors I of
these modes. Up to order 4 we checked all of them both analytically and numerically; for order 5 we present
only numerical results.
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Table B1. Coupling terms that appear in different orders (see columns) and for all three oscillators (see rows).
land3 2and 4 3 4 5
1 (=1,1,0) (0,0,0) (=3,3,0),(0,—-1,1) (—4,4,0),(0,-2,2) (0,3,-3), (5 -5,0)
(=2,2,0)  (=1,3,-2),(-2,3,-1) (-2,0,2),(2,-4,2) (2,-5,3),(3,-5,2)
(-1,0,1)  (=1L,-1,2),(=2,1,1) (-1,-2,3),3,-2,-1) (5, *1 -2),(2, 1 -3)
(1,-2,1) (=1,4,-3),(=3,4,-1)  (4,-51),(1,-5,4)
(4,-3,-1),(1,3,-4)
2 (L,-10) (0,0,0) (=3,3,0),(0,3,-3) (—4,4,0), (0,4, —4) (5, =5,0), (0,5, =5)
0,-1,1)  (2,-2,00 (=1,3,-2),(=2,3,-1) (=2,0,2),(2,—4,2) (3,-1,-2),(1,2,-3)
(0,-2,2)  (=1,-1,2),(=2,1,1) (=1,-23),(3,-2,-1)  (1,3,-4),(4,-3,-1)
(=1,0,1) (=1,4,-3),(=3,4,-1)  (4,-51),(1,-5,4)
(1,-2,1) (2,-5,3),(3,-5,2) (3,-5,2),(2,-5,3)
3 (0,1,-1) (0,0,0) (0,3,-3),(1,-1,0) (0,4, —4),(2,-2,0) (3,-3,0), (0,5, —5)
0,2,-2) (-1,3,-2),(-2,3,-1) (2 0 2),(2,-4,2) (3,-5,2),(2,-5,3)
(1,0,-1) (=1,-1,2),(-2,1,1) (=1,-2,3),(3,-2,-1) (3,-1,-2),(2,1,-3)
(1,-2,1) —1 4, —3),( 3,4,—-1)  (1,-5,4),(4,-5,1)
(1,3,-4),(4,-3,-1)
T (a)' T T M
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Figure C1. Results for the asynchronous configuration (case I) of three coupled Stuart—Landau oscillators, see equation (15).
Differences between the numerically calculated coupling coefficients and the theoretical values given by equations (22)—(24) are
shown as a function of the coupling strength, for all oscillators. Panel (a) presents this difference for the terms appearing in the 1st
order in ¢; the black dashed line here corresponds to ~ &°. Panel (b) presents the terms appearing in the 2nd order in €; the
magenta dashed line here corresponds to ~ *. Red squares (green circles) represent cosine (sine) coefficients. Additional black
markers in (b) show the differences between the zero-order terms Ay, k = 1, 2, 3 and their theoretical values in the second-order
approximation.
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Figure C2. The same as in figure C1, but for the synchronous configuration.
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Figure C3. Results for the asynchronous configuration (case I) of three coupled Stuart—Landau oscillators, see equation (15).
Here all Fourier coefficients for all three oscillators except for those shown in figure C1 are plotted vs. the coupling strength. Red
triangles up, green squares, blue circles, and brown triangles down show the coefficients that scale as €, %, and £°, respectively.
(The dashed lines, from top to bottom, have slopes 3, 4, and 5, in log—log coordinates.) We did not checked for scaling ~ £® and
higher, and show all the coupling coefficients that do not fulfill above scaling laws with gray pluses.
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Figure C5. Accuracy of the phase dynamics reconstruction. Red squares and blue circles illustrate asynchronous and
synchronous cases, respectively. The dashed line shows power law ~ £°.

Appendix C. Numerical reconstruction of coupling for Stuart-Landau oscillators:

approach (b)

Here we present the result of the numerical procedure using the approach (b), i.e. here we do not exclude zero
modes that do not fulfill the condition (29). Comparison of this case with the results for the approach (a),
presented in the main text, is important for the analysis of networks of van der Pol or other oscillators, for
which no modes can be excluded a priori. Figures C1—-C5 shall be compared to figures 1-5, respectively. The
comparison shows that the results are consistent. As expected, the approach (a) provides a higher accuracy
since fewer unknowns shall be found. However, even with the second approach, we managed to reliably reveal
scaling of the mode coefficients up to the order ~ &°.
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