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Abstract. Existing scale estimation methods mainly use fixed-size tracking box for target 

tracking. However, when the moving direction of the target changes from near to far or from far 

to near, the size of the current tracking box cannot adapt to the scale change. In order to overcome 

the disadvantage of invariant size of tracking box in the scale change, this paper proposes a scale 

offset estimation method based on correlation filter by combining the state of previous frame 

and current frame of the target. Select the scale proposal box in the scale layer, and adjust the 

position and size of the actual tracking box in real time according to the size  of the proposal box, 

target position and scale offset. In this paper, OTB-100 is used as the dataset. The obtained 

tracking results show that our algorithm Ours has better tracking performance than the existing 

others tracking algorithm in scale variation, and it has better tracking effect and stronger 

robustness in drift and occlusion events. 

1. Introduction 

With the improvement of automation technology, the application scope of computer vision is expanding.  
Target tracking [1] is one of the main applications of computer vision and one of the basic problems to 
be solved in robust control of computer vision. Target tracking is based on the state of the previous and 
the current moment, to find the exact location and size of the target in the video sequence at the next 
time[2], which is convenient for the higher level processing and analysis of the target .However, due to 
the restriction of tracking environment and the limitation of tracking algorithm, the research of target 
tracking method needs to be further improved and developed. 
In recent years, the method of target tracking based on the idea of correlation filter[3] has been widely 
adopted . However, during the scale change process the fixed tracking box[4] can’t well solve the tracking 
difficulty problem caused by the scale change .Until now, target tracking method based on correlation 
filter is still a research hotspot in the field of computer vision [5], especially in the tracking of target when 
scale changes. In literature [6], Danelljan et al. [1][2] adopted the idea of scale pyramid weight decreasing 
to solve the scale change problem. However, this method uses the initial size of the target as the center 
layer. When the scale changes, the response value of the actual tracking box will decrease, and there 
will be deviations between the layers of the pyramid, resulting in the accumulation of scale estimation 
errors .Aiming at the occlusion problem, Ma et al.[7] Used the response value of the target tracking model 
to determine the occlusion, but this process is greatly affected by the changes in the appearance of the 
tracking target[8], which easily leads to target tracking failure.  
Inspired by the word “concern” [9-10]. This paper is based on the basic principles of correlation filters, 
the scale proposal box is used in the scale change, which solves the problem that the size of the tracking 
box is invariable when the target changes from near to far or far to near scale. At the same time, 
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combined with the direction of scale change, the tracking box is adapted to the changes of the target on 
different scale layers in real time according to the operation of the proposed box size and scale offset 
[11], so as to achieve accurate target tracking. 

2. Scale Analysis 

In order to make better use of the thought of the kernel correlation filter, based on previous studies, we 
apply the correlation filter method in the process of scale change analysis to effectively improve the 
robustness of target tracking. 

2.1. Ridge Regression Analysis 
Combining the previous and current states of the tracking target and the scale change, the correlation 
filter is regarded as a classifier according to the target tracking scale estimation principle. After the 

cyclic shift of the scale layer
s

ix , all the training samples on the scale layer are obtained, and the regression 

target of each sample is represented by
s

iy . Its purpose is to identify functions [12] ( )s T s s

i i if x x y= to find . 

The training and learning process combined with the least square error method is as follows: 

 min 2 2
( ( ) )s s

i if x y


 − +   (1) 

The purpose of the solution is to find 𝛼 that minimizes the least square error equation, according to the 
operation principle of diagonal matrix elements, the following formula can be obtained: 

   * *

( )
s s s s

x y x x = +
  (2) 

2.2. Scale Layer Circular Matrix Analysis 
In order to achieve accurate target tracking, the cyclic displacement theory is adopted to sample the 
objects and the samples around the objects in the scale layer. 

The reference object of pixels is represented by
s

ix , using the vector of 1n  to represent, where the 

reference vector is 0 1 1[ , , , ]s s s s

i nx x x x −= .The scale training sample sX was obtained by cyclic shift [12] of the 

reference object sample. The cyclic matrix { | 0,1, 1}s w s

iX p x w n= = −  is obtained by using the permutation 

matrix P .  
Where the permutation matrix P can be expressed as: 
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X can be expressed as: 
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Combining the target state of the previous frame and the current frame, the cyclic sample matrix of the 
scale layer is obtained, as shown in figure 1. 
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Figure 1. Scale layer cyclic sample matrix. 



CNAI2019

IOP Conf. Series: Materials Science and Engineering 790 (2020) 012038

IOP Publishing

doi:10.1088/1757-899X/790/1/012038

3

2.3. Kernel Tricks Analysis 
The kernel tricks [13] is used to classify nonlinear features in high-dimensional space. The initial target 
input is mapped to the nonlinear target tracking space, Through the nonlinear mapping function, the 
linear combination of the input samples can be expressed as:  

 
( )s s

j

j

x  =
  (3) 

Where ( )s

jx represents the distribution of multi-scale samples in higher-dimensional space. therefore, 
according to the formula transformation, the least square formula on the scale layer is obtained as 
follows: 

 
2

min 2
( ( , ) ) ( )s s s s s s

i j i j

i j j

k x x y x


   − +  
  (4) 

Finally, the ridge regression analysis is used to calculate the 
s  in the frequency domain. The model is 

as follows: 

 
s s ij

y k = +   (5) 

According to the above analysis, the scale response based on the correlation filter is the matrix 
representing the target confidence.  

3. Select the Scale Proposal Box 
According to the sample cyclic matrix to determine the position of the maximum response value. Based 
on the center of the target position, keep the center unchanged and slide the rectangular box to predict 
multiple regions with different coordinates, as shown in figure 2.  
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Figure 2. Scale proposal box selection. 
Select the box most likely to be the target as the proposal box according to the size of the correlation. 
The selection method is as follows: 

3.1. Discard Strategy 
Generally, only the nearest bounding box around the target is kept on the classification feature map, and 
the bounding box that is too far away from the center of the target is discarded. For a moving target, the 
size of the bounding box around the tracking target will not change much in scale relative to the 
bounding box far from the center of the target. The specific discarding scheme is selected step by step 
based on classification and regression. 
Assuming that there are t scale tracking boxes, it will output 2t classification channels and 4t regression 
channels. The size and position of the scale proposal box are expressed by the coordinate set, such as 
formula (6) and formula (7). 

 2 {( ) , ( ) }w h t s cls s cls

cls i jA x y  =   (6) 

  
2

4

{( ) , ( ) }

{( ) , ( ) , ( ) , ( ) }

s s
i ix y t s reg s reg

reg i j

w h t s reg s reg s reg s reg

reg i i a a

A x y

A dx dy dw dh

 

 

 =


=

  (7) 
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Where
( , )s s

i jx x
represents the central position coordinates, ( , )s s

a aw h represents the width and height,
s

idx ,
s

idy

and 
sdw ,

sdh represent the target center and position scale offsets, respectively.  

3.2. Coincidence Ratio Comparison 
In order to select the best scale proposal box, a threshold value is set to determine the maximum 
coincidence rate between the scale proposal box and the actual target bounding box  in this paper. the 
upper limit value of the coincidence rate is set to 0.7, the lower limit value of the coincidence rate is set 
to 0.3.  

4. Scale Offset Adjustment Tracking Box 

The position corresponding to the maximum response value obtained from the scale cyclic matrix is 
taken as the target point. Multiple prediction boxes with different coordinate sizes are obtained with the 
target point as the center, and the tracking box with the maximum confidence [14] is obtained as the 
proposal box according to the selection method of the scale proposal box. 

4.1. Classification and Regression  
Determine the target category and location based on the size of the correlation .Where the scale proposed 

sample is denotable as
sg , and the target sample is denotable as

sx . Firstly, find the target position through 
correlation analysis, and then according to the direction of scale change to adjust the size of boundary 
box. classification and regression as follows. 

 ( ) ( )s s

cls cls clsN g x =    (8) 

 ( ) ( )s s

reg reg regN g x =    (9) 

Where  indicates convolution operation, ( )sg represents the kernel space, ( )s

clsg and ( )s

regg represent the 

category and location, respectively. ( )sx represents the target sample kernel space on the scale layer, 
( )s

clsx and ( )s

regx represent the category and location, respectively. 

4.2. Calculate the Offset and Determine the Proposal Box 
Based on the above analysis, the target tracking loss function is defined as: 

* * *1 1
( , ) ( , ( ) ) ( ) ( , ( ) )s s s s s s s

i i cls i i i reg i i

i icls reg

loss a b L a a a L b b
N N

= + 
 

Where i represents the number of proposal boxes,
s

ia represents the i proposal box with the highest 

similarity to the tracking target,
*( )s

ia means that when the proposal box is a positive sample, its value is 

1, otherwise it is 0.
s

ib represents a vector consisting of the center position of the actual box as well as its 

width and height, 
*( )s

ib represents the actual tracking box that is related to the positive sample proposal 

box. 
*( )s

i rega L means that the regression loss is considered only when 
*( ) 1s

ia = . 

In order to adapt to scale changes, the position and size of the tracking box are normalized as follows: 

 ( )( )
,

log( ), log( )

s ss s
js si

i js s

a a

s s s s s s

a a

y yx x
dx dy

w h

dw w w dh h h

 −−
= =




= =

  (10) 

Where ( , )s sx y , sw , sh represent the center, width and height of the actual tracking box. 

When the scale of the target changes, the proportion of positive and negative samples in the actual 
tracking box will change accordingly. Therefore, the offset between the selected scale proposal box and 
the actual box with the greatest correlation needs to be calculated. According to formula (10), the 
position and size of the offset can be deduced, which can be expressed as: 
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* *

* *

* * * *

(( ) ) (( ) )
( ) , ( )

( ) log(( ) ), ( ) log(( ) )

s s s s
s si i
i js s

a a

s s s s s s

a a

x x y y
dx dy

w h

dw w w dh h h

 − −
= =


 = =

  (11) 

Combining the above formula (11), the position and size of the actual tracking box in the scale change 
can be deduced as shown in formula (12). 

 
* *

* * * *

* ( ) * ( )

( ) ( ) * ,( ) ( ) *

( ) * ,( ) *
s s

s s s s s s s s

i i a i j a

s s dw s s dh

a a

x x dx w y y dy h

w w e h h e

 = + = +


= =

  (12) 

In summary, according to the scale proposal frame and position offset, the actual frame size in the scale 
change is adjusted, and the coordinates corresponding to the position and size of the actual tracking box 

of the target as follows: * *{( ) , ( ) }s sx y , * *{( ) , ( ) }s sw h . 

5. Analysis of Results 

5.1. Experimental Configuration 
The trackers involved in this paper are all completed on the MATLAB2017a programming platform, 
The experimental hardware environment was configured to run on an Intel(R) Core(TM) i7-4510u CPU 
on a 4GB PC. 
In this paper, Struck, ASLA, SCM are compared and analyzed with Ours. The results of all test sequence 
runs were evaluated using SRE and TRE and OPE. At the same time, different tracking attributes in 
scale changes are considered, and the specific comparison results are shown in table 1. 

5.2. Overall Results Analysis 
The otb-100 dataset was used as the test set for validation, the first four trackers (Ours, Struck, ASLA, 
SCM) with better overall tracking performance were selected through testing. The comparison results 
of their tracking on the video sequence are shown in (a), (b). 

       
(a)  Fleetface_1 

       
(b)  sylvester_1 

Ours Struck ASLA SCM  

Figure 3. Comparison chart of tracking effect in the process of scale change. 
According to the results of Ours algorithm, this paper analyzes OPE, SRE and TRE respectively.  The 
error range for all sequences on the precision graph is [0,50] and the ordinate range is  [0,0.9]. The 
overlap range of all sequences in the success rate graph is [0,1], and the ordinate range is [0,0.9]. As 
shown in Figure 4, Figure 5. 
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Figure 4. Target tracking precision chart. 

           

Figure 5. Target tracking success rate chart. 
In order to visualize the results, only the top 10 trackers with better accuracy are selected in Figure 4 
and Figure 5.the result shows that Ours algorithm is obviously better than other tracking algorithms. The 
precision of Ours algorithm is 70.3%, 75.0% and 73.8% respectively on SRE, TRE and OPE, and the 
success rate is 65.6%, 69.9% and 66.8% respectively on SRE, TRE and OPE. In terms of time robustness 
(TRE), Ours tracker improves tracking accuracy by 6.1% and improves success rate by 13.7% compared 
to Struck tracker. 

5.3. Analysis of Different Trace Attributes 
In order to demonstrate the robustness of the algorithm, the five tracking attributes of deformation (SD), 
background clutter (SBC), occlusion (SO), removed field of view (SOV) and scale change (SV) were 
analyzed. As shown in table 1. 

Table 1. Parameter comparison of different trackers under different tracking properties. 

 SD SBC SO SOV SV 

Ours 
precision 0.720 0.649 0.726 0.577 0.712 

success 0.709 0.651 0.679 0.609 0.649 

Struck 
precision 0.655 0.622 0.631 0.484 0.652 

success 0.605 0.580 0.551 0.489 0.511 

ASLA 
precision 0.571 0.575 0.560 0.0 0.634 

success 0.557 0.524 0.519 0.0 0.580 

SCM 
precision 0.635 0.600 0.633 0.0 0.633 

success 0.616 0.548 0.597 0.0 0.589 

This paper compares and analyzes the tracking effect of Ours tracker and Struck, ASLA, SCM, which 
are 4 advanced trackers under the 5 tracking attributes of deformation(SD), background clutter (SBC), 
occlusion (SO), removed field of view (SOV) and scale change (SV). Table 1 shows that: Compared 
with the existing advanced methods, our algorithm Ours has improved tracking accuracy and tracking 
success rate on these five tracking attributes, and its tracking accuracy has reached 71.2% and the 
tracking success rate has reached 64.9% in the scale change, compared with the advanced algorithm 
Struck, its accuracy is improved by 9.2%, and the success rate is increased by 27%.  
Combining the tracking results of the Ours algorithm in scale changes in Table 1, this paper makes an 
overall robust assessment of the scale changes with respect to 28 sequences representing the properties 
of scale changes, using time robustness (TRE) as an evaluation index, as shown in Figure 6. 
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Figure 6. Time Robustness Evaluation. 
It can be seen from figure 6, Ours algorithm has improved its precision tracking performance and success 
rate tracking performance compared with other advanced tracking algorithms in the overall tracking test 
of scale change. 

6. Summary 

In this paper, a scale proposal box is proposed in the scale layer based on the correlation filter, and the 
offset between the proposed box size and the actual tracking box is used to overcome the problem that 
the position and size of the target tracking box are immutable in the scale change. In the tracking process, 
the correlation analysis is carried out on the scale layer based on the correlation filter, and the real-time 
adjustment of the position and size of the current scale layer tracking box is realized by combining the 
position and size of the proposed box and the offset size. 
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