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Abstract. The application of artificial intelligence techniques for river flow forecasting can further improve the management of water resources and flood prevention. This study concerns the development of support vector machine (SVM) based model and its hybridization with particle swarm optimization (PSO) to forecast short term daily river flow at Upper Bertam Catchment located in Cameron Highland, Malaysia. Ten years duration of historical rainfall, antecedent river flow data and various meteorology parameters data from 2003 to 2012 are used in this study. Four SVM based models are proposed which are SVM1, SVM2, SVM-PSO1 and SVM-PSO2 to forecast 1 to 7 day ahead of river flow. SVM1 and SVM-PSO1 are the models with historical rainfall, and antecedent river flow as its input, while SVM2 and SVM-PSO2 are the models with historical rainfall, antecedent river flow data and additional meteorological parameters as input. The performances of the proposed model are measured in term of RMSE and $R^2$. It is found that, SVM2 outperformed SVM1 and SVM-PSO2 outperformed SVM-PSO1 which meant the additional meteorology parameters used as input to the proposed models significantly affect the model performances. Hybrid models SVM-PSO1 and SVM-PSO2 yield higher performances as compared to SVM1 and SVM2. It is found that hybrid models are more effective in forecasting river flow at 1 to 7 day ahead at the study area.

1. Introduction
Rainfall and river flow are the main factors that contribute to floods. In Malaysia, river flow resulted from rainfall is an important source of water. However, heavy continuous rainfall and river flow effected by additional meteorology parameters such as evaporation, sunshine hours, humidity, and temperature have frequently lead to disaster. The parameters are significantly affect the total river flow [1-3]. Besides that, forecasting of river flow is found to be very difficult to measure due to nonlinear, time varying, and indeterminate of river flow data [2, 4-5].

Various statistical forecast and artificial intelligence (AI) models are developed in river flow forecasting. Artificial neural network (ANN) is widely and successfully used in river flow forecasting as it has the ability of mapping the nonlinear data [6-9]. However, ANN do have some drawbacks such as overfitting, subject to local convergence and slow learning [10-11]. Support vector machine (SVM) are developed as an alternative to conventional statistical and ANN model in forecasting of river flow.
In some cases, SVM provides better estimation as compared to ANN and other conventional methods in rainfall runoff modelling [15-18].

Having a growing number of applications in river flow forecasting, SVM is proved to be a reliable method to compute large nonlinear time series data [6, 11, 16-17, 19-20]. The performance of SVM mostly depends on the choices of kernel function and hyper parameter namely soft margin C, $\varepsilon$-insensitive loss function and kernel function $\gamma$ [21, 14]. RBF kernel seems to be the most common kernel function used in development of SVM model [11, 22]. However, SVM has certain drawbacks where, in order to determine these parameters, large time consumption and sufferings from dimensionality during data analysis are experienced [4, 13]. Thus, to find the optimum SVM parameters, particle swarm optimization (PSO) techniques is implemented in SVM based forecasting model resulting in a hybrid model, SVM-PSO.

Based on the above statements, this study proposed the development of river flow forecasting model using SVM as an alternative technique to the conventional statistical and ANN models. It is estimated that SVM will overcome the drawbacks of ANN. Besides that, the impacts of additional meteorology parameters to forecasting of river flow are investigated.

2. Support Vector Machine for Regression

In the early 1990s, SVMs were developed for classification then it was extended for regression purpose [23]. There are several advantages of SVM as stated by Lin et al. [13] which are SVMs is constructed using structural risk minimization (SRM) induction principle. As SRM induction principle applied in SVM, both empirical risk and model complexity should be minimized simultaneously. The use of SRM induction principle produces better generalization ability of SVMs. Besides that, SVMs based on SRM basically involves quadratic programming problem which can produces optimum results and shorten the time consumed. The methodology of support vector regression (SVR) used in this study is briefly described [4, 13, 23-25].

Based on $n$ training data $\{(x_1, y_1), (x_2, y_2), \ldots, (x_n, y_n)\}$, where $n = 1, 2, \ldots, n$, $x$ is the input, $y$ is the output. The aim of SVR is to find a non-linear regression function to yield the output $\hat{y}$, which is the best approximation of the desired output $y$ with an error tolerance of $\varepsilon$.

To learn non-linear relations with linear machine, a fixed non-linear, $\phi(x)$ mapping of the data to a feature space is applied. Hence, the regression function can be written as

$$\hat{y} = f(x) = w\phi(x) + b$$

where $w$ and $b$ are weights and bias of the regression function, respectively. Parameter $w$ and $b$ are estimated by minimizing the following structural risk function based on SRM induction principle:

$$R = \frac{1}{2}w^T w + C \sum_{i=1}^{n} L_\varepsilon(\hat{y}_i)$$

where the Vapnik’s $\varepsilon$-insensitive loss function $L_\varepsilon$ is defined as

$$L_\varepsilon(\hat{y}) = |y - \hat{y}|_\varepsilon = \begin{cases} 0 & \text{for } |y - \hat{y}| < \varepsilon \\ |y - \hat{y}| - \varepsilon & \text{for } |y - \hat{y}| \geq \varepsilon \end{cases}$$

The first and second terms in equation (3) represent the model complexity and the empirical error, respectively. The trade-off between the model complexity and the empirical error is specified by a user-defined parameter $C$. $\varepsilon$ is called the tube size and equivalent to the approximation accuracy placed on the training data points. Both $C$ and $\varepsilon$ are user determined parameters [12].

Sequential minimal optimization (SMO) for regression algorithm is chose as learning algorithm in this study. Therefore, SVM adopted in this study will solve the optimization problem through SMOreg [4, 24 - 25]

$$\text{Minimize} \quad \frac{1}{2} ||w||^2 + C \sum_{i=1}^{n} (\xi_i + \xi_i')$$
subject to
\[
\begin{align*}
& y_i - (w\phi(x_i) + b) \leq \varepsilon + \xi_i \\
& (w\phi(x_i) + b) - y_i \leq \varepsilon + \xi'_i
\end{align*}
\]
\[\xi_i, \xi'_i \geq 0 \quad i = 1, 2, ..., l\]

where \(\xi_i\) and \(\xi'_i\) are slack variables, representing the upper and lower training errors respectively. The optimization problem can be solved in its dual form using Lagrange multiplier and taking into account that \(\xi_i\xi'_i = 0\). Therefore with the same relation \(\alpha_i, \alpha'_i = 0\) where \(\alpha_i, \alpha'_i\) are Lagrange multiplier.

Maximize
\[
\sum_{i=1}^{N} y_i (\alpha_i - \alpha'_i) - \varepsilon \sum_{i=1}^{N} (\alpha_i + \alpha'_i)
\]
\[\frac{1}{2} \sum_{i=1}^{N} \sum_{j=1}^{N} (\alpha_i - \alpha'_i)(\alpha_j - \alpha'_j)(\langle x_i \cdot x_j \rangle + \frac{1}{\gamma} \delta_{ij}) \]

subject to
\[
\sum_{i=1}^{N} (\alpha_i - \alpha'_i) = 0 \\
\alpha_i \geq 0, \alpha'_i \geq 0 \\
i = 1, 2, ..., l
\]

In this study radial basis kernel (RBF) is used as kenel function. The equation for kernel function can be written as [13, 21, 26-27]

\[
K(x_i, x) = \exp(-\gamma |x_i - x|^2)
\]

where \(x_i\) denote the \(i\)th support vector and \(x\) is input vector. \(\gamma\) is RBF parameter which gives the width of the kernel.

3. Particle Swarm Optimization

Particle swarm optimization (PSO) is an optimization technique with a population-based search algorithm that is based on the metaphor of social behaviour [28]. PSO is implemented in this study to optimize the SVM parameter namely gamma (\(\gamma\)) [4, 12]. \(\gamma\) is a SVM user determined parameter thus, determination of the parameter selection technique is an important issue. SVM has certain drawbacks in determining the optimal value of \(\gamma\). Therefore, this study proposed PSO technique in optimizing parameter \(\gamma\).

Initially, the value of parameter \(\gamma\) is specified randomly. The value is then, is fed into SVM model for training and testing purposes. Next, the fitness function is evaluated. In this study, the fitness criterion used is relative mean square error (RMSE). The fitness evaluation of the particles are compared with particle’s personal best (pbest) value. If the current value is better than pbest, pbest value is then set to current value and the position of pbest is equal to current position in dimensional space. Next, the fitness evaluation is compared with the population’s previous overall best for global best (gbest) update. If the current value yield better than gbest, gbest is reset to current value of the particle. The particle file will change to new position by calculating the velocity according to equations (7) and (8) [4, 28].

Velocity,
\[
v_{ij}(t) = \left[ \omega v_{ij}(t-1) + c_1 r_1 (pbest_{ij}(t-1) - x_{ij}(t-1)) + c_2 r_2 (gbest_{ij}(t-1) - x_{ij}(t-1)) \right]
\]

Position,
\[
x_{ij}(t) = x_{ij}(t-1) + v_{ij}(t)
\]

where \(v_{ij}(t)\) is the velocity of particles \(i\) in dimension \(j = 1, ..., n\), at time step \(t\), \(x_{ij}(t)\) is the position of particles \(i\) in dimension \(j\) at time step \(t\), \(c_1\) and \(c_2\) are positive acceleration constant which used to determine how much the pbest and gbest influence its movement, \(r_1\) and \(r_2\) are random real numbers between 0 to 1. The random values introduce a stochastic element to the algorithm. Next, \(\omega\) presents the inertia weight to control the impact of velocity’s history on the current value. The RMSE values are repeatedly determined until the stopping criterion condition is met. The stopping condition used in this study is to terminate the iterative search process is when the number of iteration reached its maximum allowable [4, 28].
4. Study Area and Data Used

The study area is Bertam catchment located at Cameron Highlands in the state of Pahang, West Malaysia. The catchment has a total area of 108.15 km². Nevertheless, this study concerns only at the upstream of this catchment at an area of 33.55 km². Figure 1 shows the study area and the location of rainfall station and river flow station chosen.

Total of 10 years data from 1 January 2003 to 31 December 2012 were used in the development of the proposed model. All data used namely rainfall, river flow and other meteorology data are at daily interval. Other than rainfall, various meteorology data being used as input to the model include minimum temperature (Celcius), maximum temperature (Celsius), mean relative humidity (percent), evaporation (mm) and mean wind speed (m/s). Table 1 summarizes the dataset, date and number of data for rainfall, river flow and additional meteorology parameters used.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rainfall</td>
<td>Training (80%)</td>
</tr>
<tr>
<td>River flow</td>
<td>1 Jan 2003 – 31 Dec 2010 (2922 days)</td>
</tr>
<tr>
<td>Additional Meteorology Parameters</td>
<td></td>
</tr>
<tr>
<td>i. Min temperature</td>
<td>1 Jan 2011 – 31 Dec 2012 (731 days)</td>
</tr>
<tr>
<td>ii. Max temperature</td>
<td></td>
</tr>
<tr>
<td>iii. Mean relative humidity</td>
<td></td>
</tr>
<tr>
<td>iv. Evaporation</td>
<td></td>
</tr>
<tr>
<td>v. Mean wind speed</td>
<td></td>
</tr>
</tbody>
</table>

5. Model Development and Input Design

In order to conduct comparison between the non-hybrid and hybrid model, two kinds of SVM based models which are SVM and SVM-PSO forecasting models are constructed to yield 1 to 7 day ahead of river flow forecasting. In addition, to evaluate the improvement in forecasting performance due to the addition of meteorology data used, two different types of model inputs are designed. First is with rainfall and river flow input data for SVM1 and SVM-PSO1 and second is with rainfall, river flow and other various meteorology data used as input to SVM2 and SVM-PSO2.

The SVM1 and SVM-PSO1 models can be expressed in a general form as

\[
RF_{t+\Delta t} = f(RF_t, RF_{t-1}, ..., RF_{t-(L_{RF}-1)}, R_t, R_{t-1}, ..., R_{t-(L_R-1)})
\] (9)
where $t$ is the current time, $\Delta t$ is the lead-time period (from 1 to 7 day), $RF_t$ and $R_t$ are river flow and rainfall at time $t$, respectively. Besides, $L_{RF}$ and $L_R$ denote the lag length of river flow and rainfall, respectively.

Based on SVM1 and SVM-PSO1, additional meteorology parameters are added to develop SVM2 and SVM-PSO2 models. The form of SVM2 and SVM-PSO2 is

$$RF_{t+\Delta t} = f(RF_t, RF_{t-1}, \ldots, RF_{t-(L_{RF}-1)}, R_{t}, R_{t-1}, \ldots, R_{t-(L_R-1)}, MT_t, MT_{t-1}, \ldots, MT_{t-(L_{MT}-1)})$$

(10)

where $MT_t$ is meteorology parameters at time $t$ and $L_{MT}$ denotes the lag length of meteorology parameters. All meteorology parameters namely maximum temperature, minimum temperature, evaporation, relative humidity and mean wind speed are added to the input. For all models, it should be noted that the lag length ($L_{RF}$, $L_R$, $L_{MT}$) are constant for lead time $\Delta t$.

6. Result and Discussion

In this study, SVM and SVM-PSO models are developed to evaluate the performance in river flow forecasting. The models are developed based on two scenarios, (i) historical rainfall and antecedent river flow data and (ii) historical rainfall and antecedent river flow data with other additional meteorology parameters. The forecasting models were developed to yield 1 to 7 day ahead of forecasting for river flow. The performance measurements used to evaluate the forecasting model which are root mean square error (RMSE) and coefficient of determination ($R^2$).

6.1. Comparison between SVM and SVM-PSO Models

To compare the forecasting performances between hybrid model and non-hybrid models, comparison between two forecasting models without additional meteorology parameters which are SVM1 and SVM-PSO1 is first being focused. The comparison of RMSE and $R^2$ between SVM1 and SVM-PSO1 is presented in figure 2. As shown in figure 2, RMSE for both SVM1 and SVM-PSO1 increased with increasing forecasting lead day. However, it is clear that SVM-PSO1 yields lower RMSE as compared to SVM1 at 1 to 7 day river flow forecasting. Besides that, $R^2$ for both models decreased with increasing lead day of forecasting. Figure 2 shows that $R^2$ values for SVM-PSO1 are relatively higher as compared to SVM1. Therefore, as the lead day of forecasting increased, the correlation between forecasted and actual river flow decreased. Also, SVM-PSO1 yields higher correlation as compared to SVM1 for 1 to 7 day ahead of river flow forecasting. In the scenario where the input to the model are only historical rainfall and antecedent river flow data, hybrid SVM-PSO model yielded better performances as compared to non-hybrid SVM model in river flow forecasting.

Similar results are also obtained by the comparison between two forecasting models with additional meteorology parameters which are SVM2 and SVM-PSO2 as presented in figure 3. It is found that SVM-PSO2 has better performances as compared to SVM2 in river flow forecasting. SVM-PSO2 yielded lower RMSE as compared to SVM2 and provides higher $R^2$ value which indicated better performances and high accuracy in forecasting the river flow.

![Figure 2. Comparison of RMSE and $R^2$ between SVM1 and SVM-PSO1](image-url)
6.2. Improvement due to Additional Meteorology Parameters

To highlight the effect of additional meteorology parameters to river flow forecasting, comparison between SVM1 and SVM2 is then being focused. As shown in figure 4, RMSE values for both model SVM1 and SVM2 increased with increasing lead day forecasting at 1 to 7 day ahead of river flow forecasting. However, it is clear that SVM2 has lower RMSE as compared to SVM1. Besides, $R^2$ values for both models decreased with increasing lead day forecast. $R^2$ values for SVM2 are relatively higher than SVM1. The results show that SVM2 forecasted river flow more accurate as compared to SVM1.

Figure 5 illustrates RMSE and $R^2$ values for SVM-PSO1 and SVM-PSO2 in river flow forecasting at 1 to 7 day ahead of forecasting. It is found that hybrid model with additional meteorology parameters, SVM-PSO2, yielded lower RMSE value as compared to model without additional meteorology parameters, SVM-PSO1. SVM-PSO2 also produced $R^2$ higher than SVM-PSO1. Thus, SVM-PSO2 yielded higher performance in river flow forecasting at 1 to 7 day ahead as compared to SVM-PSO1.

7. Conclusion

Total of four SVM based models were developed in this study, in order to forecast daily river flow at upstream of Bertam catchment. SVM and hybrid SVM-PSO models are developed based on two
different scenarios or input design which are; (i) only historical rainfall and antecedent river flow as input, (ii) historical rainfall, antecedent river flow and additional meteorology parameters used as input. Testing on the forecasting performance and accuracy of each model are conducted.

Hybrid models, SVM-PSO performed better than non-hybrid models, SVM. SVM-PSO models produced lower RMSE and higher $R^2$ as compared to SVM models. Besides that, it can be proved that the use of hybrid models, instead of non-hybrid models has effectively improved the forecasting performance in river flow. The models that incorporate additional meteorology parameters such as temperature, evaporation, relative humidity and wind speed as well as rainfall have effectively improved the long lead day forecasting. For non-hybrid model, SVM2 yields the highest performance and produced the most accurate forecasting at 1 to 7 day ahead river flow forecasting. For the hybrid models, SVM-PSO2 produced the highest performance and forecast the river flow most accurately. Thus, additional meteorology parameters including rainfall have influenced the performances and accuracy of river flow forecasting at 1 to 7 day ahead. In short, the hybrid SVM-PSO model with additional meteorology parameters including rainfall data is the most reliable and robust model in forecasting of daily river flow.
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