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Abstract
The rapid polar sea ice retreat and its drivers are challenging and still unresolved questions in
climate change research. In particular, the relationship between near-surface wind speed and sea
ice extent remains unclear for two main reasons: (1) observed wind speeds over Polar Regions are
very sparse, and (2) simulated winds by climate models are dependent on subjective
parameterizations of boundary layer stratification, ultimately leading to large uncertainty. Here, we
use observation-based data (passive microwave sea ice concentration and six different reanalysis
datasets) together with output from 26 climate models (from the CMIP5 archive) to quantify the
relationships between near-surface wind speed and sea ice concentration over the past 40 years. We
find strong inverse relationships between near-surface wind speed and sea ice concentration that
are consistent among the six reanalysis datasets. The poleward wind component is particularly
increasing in years of reduced sea ice concentration, which contributes to the enhancement of the
atmospheric (surface oceanic) poleward heat flux by up to 24± 1% (29± 2%) in the Arctic and
37± 3% (51± 3%) in the Antarctic seas, therefore boosting the impact of polar sea ice loss and
contributing to polar amplification of climate warming. In addition, our results show a marginal
contribution of the dynamical (pushing/opening/compacting) effects of wind on sea ice compared
to the thermodynamic effects which in turn play a lower role than the associated change in local
surface Autumn–Winter turbulent and Spring–Summer radiative fluxes. Climate models generally
produce similar results but with lower magnitude, and one model even simulates the opposite
relationship wind/sea-ice. Given the rapid changes in polar climate and the potential impacts on
the mid-latitudes, it is urgent that model developments make use of evidence from satellite
observations and reanalysis datasets to reduce uncertainties in the representation of relationships
between polar winds and sea ice.

1. Introduction

Polar regions, especially the Arctic, are warming at
least twice as fast as the global average (Blunden
et al 2012), a feature called polar amplification. This
accelerating warming is impacting sea ice area, one
of the most prominent indicators of climate change
(Parkinson 2019). Variation in sea ice area is widely
cited as the trigger of the positive feedback responsible
for polar amplification (Hansen et al 1997, Kirtman

et al 2013), because the warming-induced reduction
of sea ice cover contributes to more absorption of
solar radiation by the surface and thus contributes to
more warming. However, the largest polar amplific-
ation occurs in the cold season, when the ice–albedo
effect is zero or small and processes other than albedo
accordingly dominate. In particular, sea ice cover
change may also affect atmospheric and ocean circu-
lations, which in turn may contribute to polar amp-
lification (Vihma 2014). This does not exclude totally

© 2020 The Author(s). Published by IOP Publishing Ltd

https://doi.org/10.1088/1748-9326/abc379
https://crossmark.crossref.org/dialog/?doi=10.1088/1748-9326/abc379&domain=pdf&date_stamp=2020-11-30
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://orcid.org/0000-0002-7692-4328
https://orcid.org/0000-0002-6557-7084
mailto:ram.alkama@hotmail.fr
https://doi.org/10.1088/1748-9326/abc379


Environ. Res. Lett. 15 (2020) 124022 R Alkama et al

the role of albedo feedback that can warm the Polar
Ocean in the warm seasons and then this can be com-
municated to the cold season by a reduction in winter
sea ice coverwhich allows the relativelywarmocean to
rapidly heat the overlying cold atmosphere. The rel-
evance of these processes goes well beyond the polar
zones, since sea ice decline contributes to the ampli-
fication of warming in the polar regions andmay ulti-
mately affect the entire climate system (Cohen et al
2014, England et al 2020): rising sea levels with its
possible impact on ocean and sea shores (Nicholls and
Cazenave 2010), changes in climate and precipitation
patterns (Dore 2005), increase of the frequency and
intensity of severe weather events (Stott 2016), and
its impact on birds, marine mammals and polar bears
(Stirling 1997, Smetacek and Nicol 2005).

The causes of such an amplification are still being
debated by the scientific community (Maksym 2019).
In fact, the direct effect of increasing greenhouse gases
alone (excluding atmospheric and oceanic feedbacks)
cannot explain the observed rapid sea ice retreat
(Comiso et al 2008, Maksym 2019). Some authors
have suggested the important role of internal vari-
ability, in addition to the forced response, on the
observed Arctic sea ice trend (Kay et al 2011, England
et al 2019, Ding et al 2019). Others have sugges-
ted an increased ocean heat transfer to the poles
as a potential driver (Chylek et al 2009). However,
numerous recent studies show a slowing down of
poleward ocean heat transport during the last dec-
ade (Srokosz and Bryden 2015, Thornalley et al 2018,
Caesar et al 2018), concomitant with the observed
acceleration of sea ice retreat (Maksym 2019). This
does not exclude completely oceans as potential driver
since the top ocean heat transfer, which is differ-
ent from the total ocean heat transfer, is known to
play an important role in Bering and Barents Sea
ice retreat (Nakanowatari et al 2014, 2015, Sato et al
2014). Others have suggested the cloud radiative feed-
back as a potential driver (Cao et al 2017). Indeed,
clouds play a warming role by increasing the emis-
sion of thermal radiation back to the surface. But
clouds may also play a cooling role by reflecting
incoming solar radiation to space, and on an annual
scale, the cooling role of clouds is dominant, mean-
ing that clouds play a damping role for sea ice retreat
rather than an enhancing role on the surface radiat-
ive budget (Alkama et al 2020). This does not exclude
the thermal role of clouds but rather suggests that it
moderates the formation of sea ice during winter and
then, because of lower surface albedo, solar radiation
plays a dominant warming role on the surface radiat-
ive budget during summers (Screen and Simmonds
2010), despite the associated cloudier atmosphere
that damps partially this effect (Alkama et al 2020).
Some authors point out a potential role for atmo-
spheric heat transfer (known to partly be driven by
wind speed and direction: ‘thermodynamic effect of
wind’) as a potential driver, but unfortunately they

did not quantify such an effect on sea ice retreat
(Zhang et al 2008, Graversen et al 2008, Overland
and Wang 2010). Other authors find that wind may
impact inter-annual variations and seasonal extent of
sea ice concentration by contributing to the drift and
deformation of sea ice (Rigor et al 2002, Rampal et al
2009, Jakobson et al 2019) (‘dynamic effect of wind’).
However, these studies generally have not accounted
for the thermodynamic effect of wind.

Satellites have provided since 1979 a consist-
ent and continuous record of sea ice concentration
(SIC) retrieved from passive microwave radiometer
measurements, which can be ideally used to pro-
duce an evidence-driven assessment of recent trends
and drivers of polar sea ice retreat. Unfortunately,
evidence-based studies have been limited by the
paucity of in situ observations of wind speed (WS)
and direction in the Polar Regions. Only a few
in situ polar datasets exist, which unfortunately do
not provide enough coverage in space and time for
a robust observation-driven analysis of the interplay
between wind and SIC. To overcome this limitation,
the use of climate reanalysis is required. Reanalysis
datasets are created through data assimilation sys-
tems based on numerical weather prediction models
constrained by a large number of in situ and satel-
lite observations. Reanalyses provide a dynamically
consistent estimate of 10 m wind and other atmo-
spheric components that have proved to be highly
correlated with observations over the Arctic (correl-
ation around 0.9) (Francis et al 2005, Lindsay et al
2014, Graham et al 2019) and Antarctic (Dong et al
2020). To account for the physical uncertainty of
reanalyses, we used 10 m wind speed and direction
from an ensemble of six different datasets (ERAint-
erim (Dee et al 2011), ERA5 (Hersbach et al 2020),
NCEP_NCAR (Kalnay et al 1996), NCEP_DOE
(Kanamitsu 2002),NCEP_CFSR (Saha et al 2010) and
ASR (Bromwich et al 2018); see data and methods
section).

As briefly discussed above, wind impacts SIC by:
(1) a dynamical effect, by contracting, drifting and
deforming sea ice; and (2) a thermodynamic effect,
by bringing more atmospheric (Zhang et al 2008,
Graversen et al 2008, Overland and Wang 2010) and
surface ocean heat (Nakanowatari et al 2014, 2015,
Sato et al 2014) to the polar regions. Both these large-
scale horizontal fluxes effects of wind on SIC, have
an impact on the surface albedo, and thus indirectly,
have an impact on the local vertical fluxes via sur-
face radiative budget (Screen and Simmonds 2010).
Bringingmore atmosphericmoisture to polar regions
is also known to have an important impact on the sur-
face radiative budget (Boisvert et al 2013, Vihma et al
2016, Woods and Caballero 2016). As an additional
local vertical fluxes effect, the transport of heat and
moisture to the Polar Regionsmay impact SIC change
via surface turbulent fluxes (Park et al 2015b, Woods
and Caballero 2016). The first objective of the study is
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then to quantify the inter-annual sensitivity between
wind speed and SIC over the last 40 years, which has
never been quantified before, in both polar seas using
6 different reanalysis datasets and 26 climate models
from the CMIP5 archive. The second objective is to
study which of the zonal andmeridional components
of wind dominates this sensitivity and pay particular
attention to the meridional (poleward) wind that has
a larger potential to bring heat and moisture to the
Polar Regions. After studying the wind-SIC sensitiv-
ity, the third objective is to understand the direction
of causality between them. Is an increase of wind the
underlying driver for sea ice loss? Or does the decline
in sea ice increase wind with its potential positive
feedback on sea ice loss? This will be accomplished
using a month-to-month analysis, since it does not
make sense to use the inter-annual signal ignoring
what is happening in previous months. Finally, we
will explore the relative importance of the large-scale
horizontal fluxes (dynamic, atmospheric heat flux
(ATM), ocean heat flux (OHF)), local vertical fluxes
(net surface radiation (NSR) and surface turbulent
flux) and both effects of wind on sea ice.

Before discussing the results and the conclu-
sion, we first describe the methods and data used in
this work.

2. Methods and data

2.1. Sea ice concentration
Sea ice concentration was computed from satellite
passive microwave brightness temperatures from the
series of Special Sensor Microwave Imager/Sounder
(SSMIS), the Special Sensor Microwave/Imager
(SSM/I), and the Scanning Multichannel Microwave
Radiometer (SMMR). It provides a consistent,
daily and monthly time series of sea ice concentra-
tions from 1978–onwards through the most recent
processing for both the North and South Polar
Regions. This dataset is produced at the EUMET-
SAT Satellite Application Facility on Ocean and
Sea Ice (OSI SAF) on a 25 km × 25 km grid
(https://cds.climate.copernicus.eu
/cdsapp#!/dataset/satellite-seaice?tab=overview).

In order to check the robustness of our analysis,
the latest Bootstrap_nt and Bootstrap_merged sea
ice concentration derived from passive microwave
brightness temperatures is also used as a test. These
datasets are from the National Snow and Ice Data
Center (NSIDC; http://nsidc.org/data/G02202).

2.2. Reanalysis
In the past several years, a number of reanalysis data-
sets have become available. The six leading datasets
used in the current study are described below.

a. ERAinterim: This belongs to the European
Center for Medium-Range Weather Forecasts
(ECMWF) reanalysis series (including ERA-15,

ERA-40, ERAinterim (Dee et al 2011) and
ERA5). ERAinterim uses four-dimensional
variational data assimilation (4D-Var) and is
run at T255 (nominally 0.70◦) horizontal resol-
ution. In addition, data assimilation of ERAin-
terim benefits from more extensive use of radi-
ances with an improved fast radiative trans-
fer model compared to the previous version
ERA-40.

b. ERA5: ERA5 (Hersbach et al 2020) is the most
recent ECMWF reanalysis product. It is based
on the Integrated Forecast System (IFS), the
main ECMWF global forecasting model. Its
horizontal resolution is about 30 km (distrib-
uted at 0.25◦), it is available from 1979 to the
present. Most variables are provided hourly. In
addition to wind speed, we also used wind gust,
surface pressure, boundary layer height, 2 m
air temperature, zonal and meridional wind,
surface turbulent flux (surface latent and sens-
ible heat flux), surface net radiation and atmo-
spheric integral of northward kinetic and heat
flux. (http://climate.copernicus.eu/climate-
reanalysis).

c. NCEP_NCAR: The Reanalysis 1 project is using
a state-of-the-art analysis/forecast system to
perform data assimilation using past data from
1948 to the present. A large subset of this data is
available from NOAA in its original 6 hourly
format and as daily averages (Kalnay et al
1996) (https://www.esrl.noaa.gov/psd/). This
product is distributed with a spatial resolution
of 2.5 degree latitude × 2.5 degree longitude.
(https://www.esrl.noaa.gov/psd/data/gridded/d
ata.ncep.reanalysis.derived.surface.html).

d. NCEP_DOE: NCEP-DOE (Kanamitsu 2002)
Reanalysis 2 is an improved version of the
NCEP_NCAR Reanalysis 1 model that fixed
errors and updated parameterizations of phys-
ical processes. This product is distributed on a
T62 Gaussian grid and is available from 1979 to
the present with a 6 hourly temporal resolution.
(https://rda.ucar.edu/datasets/ds091.0/).

e. NCEP_CFSR: The Climate Forecast System
Reanalysis (CFSR) is a global, high resolution
(hourly, T382 Gaussian grid ∼38 km), coupled
atmosphere-ocean-land surface-sea ice system
designed to provide the best estimate of the
state of these coupled domains over this period.
This product covers the period 1979–2010. Des-
pite the use of a coupled ocean-atmosphere
model, the ocean-atmosphere interactions
are not used directly. The actual reana-
lysis is uncoupled. This product is retrieved
from (https://climatedataguide.ucar.edu/climate-
data/climate-forecast-system-reanalysis-cfsr).

f. ASR: The Arctic System Reanalysis (ASR
(Bromwich et al 2018)) is a multi-agency,
university-led retrospective analysis (reanalysis)
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of the Greater Arctic. ASR is produced using
high-resolution versions of the Polar Weather
Forecast Model (PWRF) and the WRF-VAR
and High Resolution Land Data Assimila-
tion (HRLDAS) data assimilation systems that
have been optimized for the Arctic. ASR is a
comprehensive integration of the regional cli-
mate of the Arctic, currently for the period
2000–2016. We used the ASRv2 version which
is produced at 15 km spatial resolution, 3
hourly temporal resolution and available
through the NCAR Research Data Archive.
(https://climatedataguide.ucar.edu/climate-data
/arctic-system-reanalysis-asr).

2.3. CMIP5models
We used monthly 10 m wind speed and sea ice
concentration from an ensemble of simulations
conducted with 26 Earth system models (names
of the used models are shown in an animation
file, see supplementary materials (available online
at https://stacks.iop.org/ERL/15/124022/mmedia))
contributing to the Coupled Model Intercompar-
ison Project Phase 5 (CMIP5) (Taylor et al 2012).
These model experiments provided: (a) historical
runs (1850–2005), in which all external forcings
are based on observations; (b) future runs (2006–
2100) under RCP8.5 emission scenarios (Taylor et al
2012). The comparison with the satellite data is car-
ried out for the period 1979–2018. For this purpose,
we merged the historical runs 1979–2005 with the
RCP8.5 runs 2006–2018. The difference between
RCP8.5 andRCP4.5 over the period 2006–2018 is very
limited so the choice of emission pathways should not
have a major impact. All models are analyzed on their
native atmospheric model grids. SIC is bi-linearly
interpolated from the ocean grid (higher resolution)
to the atmospheric grid (lower resolution).

In addition to wind speed and SIC, we also used
2 m air temperature of the two extreme models
CanESM2 and MRI-CGCM3, since all other mod-
els show intermediate sensitivity between wind and
sea ice.

2.4. Estimation of the local variation in wind speed
from the changes in sea ice concentration
In order to estimate the local variation in wind speed
or other variables from the change in SIC, we used the
following steps:

1. For a given area, we calculate the wind speed
change ∆WSi, i.e. the differences of wind
between two consecutive years.∆WSi values are
summarized in a schematized plot (figure S1a)
where each cell i shows the average ∆WSi
observed for all possible combinations of sea
ice concentration in the two consecutive obser-
vation years (year yi and yi + 1 from the
time period 1979–2018) reported on the X and

Y axis, respectively. For the sake of clarity in
figure S1 the X and Y axes report sea ice con-
centration by intervals of 10%, while in the dis-
cussed figures the axes are discretized with 2%
bins.

2. Because of the regular latitude/longitude grid
used in the analysis, the area of the grid
cells (am) varies with latitude. The energy sig-
nal (∆WSi) is therefore computed as an area
weighted average (equation 1):

∆WSi =

∑M
m=1 am∆WSm∑M

m=1 am
. (1)

3. The area weighted average (∆WSp) of the
energy signal (∆WSi) of all (N) grid cells with
the same fraction X of change in sea ice con-
centration (shown with the same colour in
figure S1) is calculated as follows (equations 2
and 3):

Ai =
M∑

m=1

am (2)

∆WSp =

∑N
i=1Ai∆WSi∑N

i=1Ai

. (3)

The average energy signals (∆WSp) per class of
sea ice concentration change are finally reported in a
scatterplot (figure S1 right panel) and used to estim-
ate a regression line with zero intercept.

The slope S of this linear regression represents
the local WS energy signal generated by the complete
sea ice melting. The weighted root mean square error
‘WRMSE’ of the slope is estimated by equation (4),
where p represents one of the NP points in the scat-
terplot (figure S1 right panel) and Xp is the relative
change in sea ice concentration in the range±1 (equi-
valent to±100% of sea ice cover change).

WRMSE=

√√√√∑NP
p=1Ap

(
∆WSp − SXp

)2∑NP
p=1Ap

,

where Ap =
N∑
i=1

Ai. (4)

2.5. The vertical integral of northward atmospheric
heat flux
The vertical integral of northward atmospheric heat
flux as defined in the ERA5 reanalysis dataset that is
based on (Oort and Peixóto 1983) (equation below),
is a function of the gravity ‘g’, absolute temper-
ature ‘T’, specific heat capacity cp, the northward
wind component ‘v’, atmospheric pressure ‘p’ and
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the vertical hybrid coordinate used within the ERA5
framework ‘η’.

1

g

1ˆ

0

vcpT
∂p

∂η
dη.

This parameter is the horizontal rate of flow of
heat in the northward direction, per meter across the
flow, for a column of air extending from the surface of
the Earth to the top of the atmosphere. Positive values
indicate a flux from south to north.

2.6. The vertical integral of northward kinetic
atmospheric flux
The vertical integral of northward atmospheric kin-
etic flux as defined in the ERA5 reanalysis dataset
that is based on (Oort and Peixóto 1983) (equation
bellow), is a function of the gravity ‘g’, the north-
ward wind component ‘v’, atmospheric pressure ‘p’
and the vertical hybrid coordinate used within the
ERA5 framework ‘η’.

1

g

1ˆ

0

v
1

2
v2
∂p

∂η
dη.

2.7. Northward ocean heat flux
The northward top ocean heat advection (OHF) is
computed by multiplying the density ρ and the spe-
cific heat of water cpand by vertically integrating over
a layer spanning from the surface to 55 m, which we
consider as the mixed layer depth (MLD). In reality,
MLD has a clear seasonal cycle which can be deeper
than 50 m in winter and shallower than 10 m in sum-
mer. However, if we assume that MLD is constant for
each month of the year, then choosing MLD = 10 m
or 55 m does not have any impact on the relative
importance method since multiplying a time series
by a constant does not have any influence on the res-
ults (Grömping 2006). The northward top ocean heat
flux as defined in the equation below is used to estim-
ate the relative importance (see section 2.9) for each
month of the year of four drivers on SIC.

ρcp

MLDˆ

0

v
∂T

∂y
dz.

Here y and z indicate a meridional and vertical axis
respectively. T is the sea surface temperature from
ERA5 that is mainly based on observations, and ‘v’
is the northward component of water advection of
the top few meters from the ERA5 dataset. In reality,
T should represent the average temperature of water
over the MLD, but there is an absence of observed
mixed MLD temperature data. Therefore, we must
use sea surface temperature, which should be close
but may suggest a slight overestimation of the OHF.

2.8. Net surface radiation and surface
turbulent flux
Net surface radiation (NSR) is the balance between
total incoming radiation from the atmosphere and
upward-reflected shortwave radiation and emitted
longwave radiation from the surface. Surface turbu-
lent flux (Turbulent) is the sum of latent and sensible
heat flux at the surface. The NSR and Turbulent used
in the current study are taken from the ERA5 dataset.

2.9. Quantifying the relative importance of the
dynamic, surface net radiation, atmospheric and
oceanic heat transport part of wind on sea ice
concentration change
To separate the thermal part of wind from the dynam-
ical, turbulent and the radiative part we used a relat-
ive importance index from the R package (Grömping
2006) for the multilinear equation below:

∆SIC = α1∆(northwardatmosphericheat flux)

+α2∆(northwardoceanheat flux)

+ α3∆(northwardkinetic flux)

+α4∆(netsurfaceradiation)

+α5∆( surface turbulent flux) .

Here, ‘northward atmospheric heat flux’ and ‘north-
ward kinetic flux’ is the northward heat and kin-
etic flux at 10 m from ERA5, while SIC is taken
from observations as described before (section 2.1).
∆ refers to the difference of the same month between
consecutive years. α1, α2, α3, α4 and α5 are con-
stants that are estimated from solving a system of
five unknowns and a large number of equations
(39 = 40−1 years multiplied by the number of grid
cells with SIC > 0), using the relative importance
index from the R package (Grömping 2006).

Atmospheric heat flux (AHF)

= α1∆(northwardatmosphericheat flux)

Ocean heat flux (OHF)

= α2∆(northwardoceanheat flux)

Dynamic part(Dynamic)

= α3∆(northwardkinetic flux)

NSR= α4∆(net surface radiation)

Turbulent= α5∆( surface turbulent flux) .

In order to estimate the large-scale horizontal
fluxes effects of wind on SIC, only the three first
(AHF, OHF and Dynamic) terms of the equation are
used. However, for the local vertical fluxes effects,
only the last two (NSR, Turbulent) terms are accoun-
ted. Thus, the full equation accounts for both hori-
zontal and vertical fluxes effects. We have to note here
that, when using the full equation, we are making
a simple summation of the five effects. However, in
reality, the separation between the horizontal and ver-
tical fluxes effects is a complicated issue, since the
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two are connected. For example, the horizontal fluxes
may impact the vertical effects by transporting sea
ice, heat and moisture into the Polar Regions. On the
other hand, the vertical fluxes effects, may impact the
boundary layer height which in turn may have an
impact on wind speed and direction that drives the
horizontal effects.

3. Results and discussions

3.1. Quantifying the senssitivity between wind and
sea ice concentration

We analyze SIC and 10 m wind speed using a
monthly linear regression over 1979–2018. Note that
areas with constant SIC are excluded. We found, in
general, a significant relationship (p value < 0.05
fromT-test) between increasing ERA5 (Hersbach et al
2020) wind speed and sea ice retreat, which in some
locations and particular months may approach 100%
(figure 1). Similar patterns, althoughwith slightly dif-
ferent magnitude, are also found using wind data
from the other five reanalyses both for the Arctic and
the Antarctic regions (not shown). We note here that
the ASR reanalysis product covers a shorter period
(2000–2016) and therefore a different area of sea
ice. In addition, reanalyses with a coarser resolution
(e.g. NCEP_NCAR with 100-times larger grid cells
than ERA5) may show lower correlation because of
spatial compensatory effects on the temporal vari-
ation in SIC. Despite the slight differences between
reanalysis products, the emerging correlation signal
is consistent and statistically significant across the
ensemble.

One may argue that such a correlation between
wind speed and sea ice may originate from the long-
term trends in both SIC and atmospheric circula-
tion even without a clear relationship between the
two parameters. To confute this hypothesis and prove
the robustness of the relationship between the vari-
ables, we developed a new method to isolate the
signal from short-term year-to-year variations (here-
after defined as inter-annual variations; see Meth-
ods). The key aspect of our methodology is that it
assesses the variation between consecutive years of
sea ice concentration to quantify the sensitivity to
environmental drivers. This particular methodology
that has been developed a few years ago (Alkama and
Cescatti 2016), has several advantages:

• It factors out the long-term trend driven by cli-
mate change that generates a high collinearity of
the variables under investigation.

• It factors out short-term variations (from days to
weeks) that are related to the fast dynamics of the
system and that have limited value in a climate
change perspective.

• It takes advantage of the large climate variability on
inter-annual time scales to quantify the sensitivit-
ies to environmental drivers.

Results obtained over the period 1979–2018 show
that even at the year-to-year scale there is a con-
sistent increase in wind speed (WS) with decreased
SIC and vice-versa (figure 2). The largest increases
are observed in autumn and winter: 46 ± 7% and
36 ± 5% over the Arctic and Antarctic regions,
respectively. Given the large number of observations
(i.e. pixels, figure S2) used in the analysis, the like-
lihood of isolating the effect of changes in sea ice
from other potential drivers is high (figure S3). Con-
sequently, the signal obtained is clear and symmetric
for gaining and losing sea ice, indicating that the rela-
tionship between sea ice and WS is robust (figures 2
and S2, S3).

Analyzing the seasonal cycle of the sensitivity of
the WS to SIC variability, we find that all the reana-
lysis products ERAinterim (Dee et al 2011), ERA5
(Hersbach et al 2020), NCEP_NCAR (Kalnay et al
1996), NCEP_DOE (Kanamitsu 2002), NCEP_CFSR
(Saha et al 2010) and ASR (Bromwich et al 2018)
and the median of the CMIP5 simulations exhibit a
lower sensitivity of WS to SIC during late spring and
summer for both the Arctic and Antarctic seas (fig-
ure 3). Different observed SIC datasets exist and loc-
ally may experience a big difference (Nose et al 2020).
However, this difference is demonstrated to have little
impact on our analysis (section 2.1 and figure S4).
This may not, for example, explain the large differ-
ence between NCEP_CFSR and other reanalysis data-
sets. We would like to note here that it has been
demonstrated that ERA5 produces the best reanalysis
wind speed product over the Arctic (Graham et al
2019) and Antarctic (Dong et al 2020) regions, which
is the reason why we decided to pay more attention
to this product in the rest of the study. The same
method has also been applied to 26 CMIP5 climate
models. Overall, the median value from the 26 mod-
els captures quite well the seasonal pattern of the
observed sensitivity but the spread among climate
models is large and the magnitude is considerably
lower, except for the model CanESM2 that shows a
similar and in some months a slightly larger sensitiv-
ity (see the animation in the supplement). Specific-
ally, the model MRI-CGCM3 shows a strong oppos-
ite sensitivity while the GFDL-CM3, GISS-E2-H-CC,
GISS-E2-H, GISS-E2-R-CC and GISS-E2-R models
show a very low or non-significant WS sensitivity to
SIC in summer.

The seasonal cycle of sensitivity of the ERA5 wind
gust (maximum hourly wind) to SIC is similar to the
mean WS sensitivity, with generally a higher mag-
nitude in winter and a lower magnitude during sum-
mer months, in both the Arctic and Antarctic seas
(figure 3).With sea ice retreat, themaximum increase
of 55 ± 5% in wind gust occurs during October to
January over the Arctic Ocean, while the minimum
increase of 23 ± 3% is observed in June. Over the
Antarctic region, the maximum increase in gust of
42 ± 3% is observed in June and the minimum of
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Figure 1. Percentage change in Arctic and Antarctic wind speed for a complete sea ice loss over areas with observed change in SIC
during the 1979–2018 time period. Values are derived from the linear regression between normalized (0–100%,
WSi = 100(WSi −WSmin)/(WSmax −WSmin), where WSmin and WSmax represent the minimum and the maximum wind of the
month being analyzed over 40 years) monthly mean ERA5 wind speed and observed sea ice concentration over 1979–2018. Only
significant (based on T-test) slopes with p value < 0.05 are shown for 38= 40−2 degrees of freedom.

8± 2% inDecember. This suggests that a reduction in
atmospheric stability, which should be largest during
autumn-winter, is a critical factor for driving stronger
winds in areas of reduced sea ice (Mioduszewski
et al 2018). Indeed, with sea ice loss, the boundary
layer height and the 2 m air temperature increase in
both Polar Regions, especially during autumn-winter
(figures 4(e)–(h)). Another potential driver of WS is
the change in surface pressure. Over the Arctic Ocean,
years with less SIC correspond with years with lower
surface pressure (figure 4(i)) especially in winter. This
result is not observed, however, over the Antarctic
region (figure 4(j)).

3.2. Causality between wind and sea ice concentra-
tion

To understand which component of the wind
(i.e. meridional V or zonal U) is responsible for the
observed WS increase with decreasing SIC, a sim-
ilar analysis as in figure 3 was performed but for
the two wind components (positive in the west-to-
east and south-to-north directions). Results suggest
that decreasing SIC over the Arctic is associated with
a reduction in zonal wind speed over all seasons
(figure 4(c)). Over the Antarctic, no clear pattern is
observed during spring and winter while in sum-
mer and autumn a weaker zonal wind coincides with
reduced sea ice cover (figure 4(d)). In the Antarc-
tic sea, because of the absence of land around 60S,

the dominant westerly winds (clockwise around the
pole, figure S5) are stronger compared to the North-
ern hemisphere. And due to the presence of the Ant-
arctic continent, sea ice is generally located in lower
latitudes compared to Arctic sea ice. This may explain
the opposite sign between the two hemispheres in
August and October. Meridional wind shows a con-
sistent pattern for both the Arctic and Antarctic seas,
with increasing wind speed from lower to higher lat-
itudes associated with the decline of SIC (figures 4(c)
and (d)). The poleward wind sensitivity is gener-
ally larger than the zonal wind sensitivity, especially
over the Antarctic region. Moreover, the seasonal
shape of the meridional wind and wind speed sens-
itivities is similar. This result suggests that the cor-
relation of sea ice reduction with increased surface
wind speed is driven by the poleward (from lower to
higher latitudes) wind component. This finding is of
particular interest, since poleward winds are respons-
ible for the advection of heat toward the poles. In fact,
we show that the sea ice reduction is strongly linked
to the increase of the atmospheric vertical integral
of poleward heat flux (figures 4(k), (l) and S6) in
both polar regions, which enhances the SIC sensitiv-
ity to wind. Altogether, these results clearly show that
the surface wind speed increases with sea ice retreat
and vice versa. However, this evidence cannot reveal
which change comes first: stronger poleward wind or
reduced ice cover.
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Figure 2. Seasonal changes of ERA5 wind speed (∆WS) as a function of inter-annual variations in SIC. Percentage changes in
seasonal wind speed (shown in blue and red colors) over the Arctic (left column) and Antarctic (middle column) as a function of
SIC change between two consecutive years yi (X-axis) and yi+1 (Y-axis) from 1979 to 2018. The graphs in these two columns are
gridded in bins of 2% SIC in the range 0–1 on both axes. The plotted change of the 10 m wind speed data is calculated for each
bin as average of all the grid points and year combinations, where∆WS=WS(yi+ 1)−WS(yi). The top triangles in these two
columns represent cases of increasing SIC (i.e. SIC(yi+ 1) > SIC(yi)), while the lower triangles represent cases of decreasing SIC
(i.e. SIC(yi+ 1) < SIC(yi)); the blue color indicates a reduction in 10 mWS, while red indicates an increase of WS. Each dot in
the right column represents the average of one parallel to the diagonal in the left (shown by orange) or middle (shown by purple)
columns, as described in the supplementary materials.

In order to investigate the causality in the
observed processes we address the following two
questions and hypotheses:

1. Is the monthly variability in polar wind driven
by variability in SIC? The hypothesis is that
a strong reduction of the sea ice area and
thickness in all seasons may lead to a substan-
tial thermodynamic influence on the overlying
atmosphere due to the sharp increase in sur-
face temperature. This is likely to affect wind
regimes over the polar oceans owing to changes
in atmospheric stability, surface roughness,
and/or baroclinicity (Mioduszewski et al 2018).

2. Or is the variability in SIC driven by monthly
variability in wind speed? The hypothesis is
that increasing poleward wind may enhance

poleward atmospheric and oceanic heat trans-
port and consequently reduce SIC (thermic
effect of wind on SIC). On the other hand,
depending on the direction of wind, it may
contribute to the expansion or contraction of
sea ice (Rigor et al 2002, Rampal et al 2009)
(sea ice movement/deformation resulting from
a dynamic effect of wind on SIC). We have to
note here that once sea ice has beenmoved pole-
ward by the poleward winds, the extra open
ocean acts as a heat source. The poleward atmo-
spheric heat transports the expanded warm
open ocean into the inner sea ice area and thus
would amplify the thermal effect. Therefore,
both dynamic and thermodynamic processes
would be closely linked. In addition, wind may
modify the atmospheric total water column and
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Figure 3.Monthly changes in 10 m mean wind speed and wind gust for a hypothetical 100% decrease in SIC over the areas where
we observed SIC changes during the period 1979–2018. This estimate was derived by linear interpolation of the change of wind
speed as a function of change in SIC using all possible combinations of pairs of consecutive years for a given month from 1979 to
2018 (except for ASR, that covers 2000–2016, and NCEP_CFSR, that covers 1979–2010) and for all grid cells for which SIC is
larger than zero in one of the two years. Reanalyses are shown by solid lines (ERA5 red, ERAinterim orange, NCEP_NCAR blue,
NCEP_DOE green, NCEP_CFSR purple and ASR cyan), where the standard deviation of the slopes is indicated by the colored
rectangles. CMIP5 models are represented by grey boxplots, in which the box represents the first, second (median) and third
quartiles (whiskers indicate the 99% confidence interval and grey markers (plus) show outliers).

surface albedo, and both of them may clearly
impact SIC mainly via the NSR (Taylor et al
2013, Gong et al 2017) and via surface turbulent
fluxes (Park et al 2015b, Woods and Caballero
2016).

To address these two questions we applied a
Granger causality test (Granger 1969) between the
two monthly time series (WS and SIC), in which the
mean seasonal cycle is removed. We find that wind
significantly (p value < 0.05) leads to SIC changes
across the entire spatial domain of the analysis with
an optimal lag of +2 months (figures 5(a) and (b))
which is in agreement with a previous study (Ogi
et al 2010) that demonstrated that wind-forcing in the
Arctic explains 50% of the inter-annual September
Arctic sea ice variability and about 1/3 of the down-
ward linear trend of sea ice over the past 31 years.

This is also in agreement with another study (Kapsch
et al 2019), which suggested that transport of heat and
moisture into the Arctic during spring enhances the
annual melt onset, setting the stage for the Septem-
ber ice minimum. Such diminishing sea ice with its
associated albedo feedback has had a leading role
in recent Arctic temperature amplification (Screen
and Simmonds 2010). This suggests that the second
hypothesis is likely to be correct. On the other hand
we also find that changes in SIC lead to changes
in wind over about half of the spatial domain (fig-
ures 5(c) and (d)), with an optimal lag of one month
in general. This suggests that the first hypothesis may
also hold locally, with SIC changes causing variations
in near-surface wind speed. This may be due to the
near-surface warming induced by sea ice reduction
that would increase the boundary layer height (reduce
atmospheric stability) and in turn increase the wind
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Figure 4.Monthly changes in 10 m wind speed, zonal wind (‘U’ positive in the West–East direction), meridional wind (‘V’
positive in the south–north direction), boundary layer height (BLH), 2 m air temperature, surface pressure and vertical integral of
atmospheric northward heat flux (positive in the south–north direction) for a hypothetical 100% decrease in SIC over the areas
where we observed SIC change during the period 1979–2018. These estimates were derived from linear interpolation of the
change of ERA5 wind speed and other variables as a function of change in SIC resulting from all possible combinations of pairs of
consecutive years for any given month from 1979 to 2018 and for all grid cells for which SIC is larger than zero in one of the two
years. The thick bars represent the standard error of the slope.

speed. Altogether, the results of the causality analysis
show that polar sea ice and wind positively interact in
a two-way mode that may substantially amplify the
overall impact on sea ice loss through an enhance-
ment of the warming and dynamic effects of poleward
winds. This strong positive feedback in the interplay
between winds and sea ice undoubtedly contributes
to the polar amplification of climate warming.

3.3. Relative importance of wind impacts (dyn-
amic,heat transport, radiative and turbulent fluxes)
on sea ice concentration

To estimate which of the large-scale horizontal
fluxes (OHF, AHF, Dynamic) and local vertical

fluxes (NSR, Turbulent) predictors is dominating the
SIC change, we used the relative importance index
(see section 2.9). Our analysis shows clearly that OHF
is dominating the horizontal effects of wind on SIC
change (Fig. 6ab) in both Polar Regions and accounts
for 66% (79%) in the Arctic (Antarctic), followed by
AHF that accounts for 28% (18%) while the Dynamic
effect plays a marginal role with only 6% (3%) of
the total horizontal effects. But as discussed before,
these horizontal effects induce two vertical effects that
show a clear seasonal cycle (figures 6(c) and (d)). NSR
dominates the spring and summer while turbulent
fluxes are dominant during autumn and winter.
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Figure 5. Optimal lag (in months) from Granger causality test. Only lags with significant F-test (p value < 0.05) are shown.

When combining all effects together, our ana-
lysis shows clearly that local vertical effects are
dominant. Indeed, the radiative predictor domin-
ates (NSR ∼95%) the summer SIC change in both
polar regions (figures 6(e), (f)). This is consistent
with previous studies (Screen and Simmonds 2010,
Kashiwase et al 2017) that pointed out the import-
ance of sea ice albedo for warming the surface of the
Arctic ocean, especially during the summer period.
However, in winter, where solar radiation is absent or
very low, change in clouds and atmospheric moisture
dominate the observed change in NSR since the role
of albedo becomes insignificant. Indeed, our analysis
shows that with sea ice retreat, due to an increase of
the polewardwind, the poleward latent heat transport
increases by up to 50% in the Arctic and by up to 45%
in the Antarctic seas (figure S7), which may reduce
SIC especially during winter by absorbing and emit-
ting back to the surface part of the upward surface
thermal radiation (Taylor et al 2013, Gong et al 2017).
However this effect is marginal compared to the role
played by turbulent heat fluxes in autumn and winter
that may be caused by poleward heat and moisture
transport. This is consistent with previous studies
that demonstrated the role of moisture transport and
sensible heat flux on the Arctic sea ice retreat (Park
et al 2015a, Vihma et al 2016, Woods and Caballero
2016). During autumn and winter (from September
to March) over Arctic regions, heat transport plays
a small role (but higher than in other months) that
accounts for 3% to 7% of the change in SIC and is
almost equally distributed between the atmosphere
and the ocean. However, over austral autumn and

winter (mainly from April to August), heat trans-
port in the Antarctic plays a non-negligible role
(between 20% and 30%). At the seasonal cycle scale,
it was demonstrated (Holland and Kwok 2012) that
wind-driven changes in ice advection are the domin-
ant driver of SIC trends aroundmuch ofWest Antarc-
tica, whereas wind-driven thermodynamic changes
dominate elsewhere. However, our analysis shows a
very limited effect of the dynamic role of wind in
both Polar Regions, with generally less than 1%except
during autumn andwinter, for which the values range
from 1% to a maximum of 2%. But as mentioned
before, both the dynamic, thermodynamic, turbu-
lent and radiative processes are closely linked. For
example, both the dynamic and thermodynamic pro-
cesses have an impact on SIC which in turn impacts
the radiative and turbulent processes, which clearly
creates a positive feedback between the four processes.

4. Conclusion

Our results clearly show strong relationships between
near-surface wind speed and sea ice concentration
that are consistent among the reanalysis datasets, such
that less ice cover is associated with stronger winds.
In addition, this study unveils some of the mech-
anisms that link wind and sea ice cover, demon-
strating that the poleward wind component is par-
ticularly relevant, because it enhances the poleward
moisture and heat flux and boosts the polar sea ice
loss even in some cases where a change in SIC pre-
cedes the change in wind speed. Climate models on
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Figure 6. Relative importance of large-scale horizontal fluxes (a), (b), local vertical fluxes (c), (d) and both (e), (f) effects of wind
on SIC. Relative importance of ocean heat flux (OHF), convergence/divergence of sea ice (dynamic), atmospheric heat flux
(AHF), net surface radiation (NSR), surface turbulent fluxes and their associated standard error on the change of sea ice
concentration (SIC).

average produce similar patterns, but with a large
spread in magnitude and even sign of the relation-
ship. In addition to the thermal and dynamical effects
of wind, enhanced poleward heat andmoisture trans-
port may also drive sea ice retreat via turbulent flux
(Park et al 2015a, Woods and Caballero 2016, Vihma
et al 2016). Our analysis shows that such local vertical
effects may explain 87% of the winter (December–
January–February) Arctic SIC change and 67% of
winter (June–July–August) Antarctic SIC change. The
poleward ocean and atmosphere heat transport plays
also an important role for the winter Arctic (5%)
and Antarctic (25%) SIC change. During summers, a
small change in SIC (albedo) that can be caused by
the dynamic or thermal transport effect is strongly
exacerbated by the large solar input. This is the reason

why the local NSR is shown to be responsible for a
large part of SIC change.

Future projections of sea ice concentration are
uncertain not only because of unknown emission
trajectories of greenhouse gases, but also due to the
multiple and relevant pathways through which sea
ice feeds back onto the Earth’s climate system (Arzel
et al 2006, Zhang and Walsh 2006). Discovering the
reasons behind the large spread of simulated warm-
ing and sea ice loss among climate models is a
scientific challenge that has large consequences for
future climate strategies and policies (Turner et al
2013, Simmonds 2015, Holland et al 2017). As an
example of uncertainty, in this study the MRI-CGM3
model, which shows an opposite sensitivity of wind
to SIC compared to that derived from remote sensing
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Figure 7. Monthly change in 10 m wind and 2 m air temperature for a hypothetical 100% decrease in SIC over the areas where we
observed SIC change during the period 1979–2018. This change estimate was derived from the use of a linear interpolation of the
change of wind speed and 2 m air temperature as a function of change in SIC resulting from all possible combinations of pairs of
consecutive years for a given month from 1979 to 2018 and for all grid cells for which SIC is larger than zero in one of the two
years. All the analysis are based on the two extreme CMIP5 models MRI-CGCM3 (the only model showing negative sensitivity of
wind to SIC) and CanESM2 (the model showing the highest positive sensitivity of wind to SIC that is similar to reanalysis).

Figure 8. Linear regression (grey solid line and its 68% (dark grey envelope) and 95% (light grey envelope) confidence interval)
between: the trend in wind speed and trend in sea ice concentration of the 26 CMIP5 climate models shown by grey dots over
1979–2018. The observed and reanalysis trends are shown by red colors where the confidence interval refers to the standard error
of the trend.

and reanalyses (figures 7(a) and (b)), produces a 5 ◦C
weaker warming for a complete sea ice retreat over
the areas with observed SIC change during the last
40 years than the model CanESM3, which shows

the most realistic sensitivity of wind and 2 m air
temperature to SIC (figures 7(c) and (d), and for a
comparisonwith the ERA5 reanalysis figures 4(g) and
(h)).
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In conclusion, we believe that the robust-
ness of our results, which are stemming from
evidence-driven analysis, is substantially reducing the
uncertainty regarding the covariation between polar
wind and sea ice, and improving our understanding
of present and future polar climates. For example, our
results show that models that simulate a larger trend
in SIC are also those simulating larger trends in wind
speed (figure 8). Ultimately, these findings regard-
ing the interplay between wind and sea ice variability
may lead to an improved model representation of the
wind-sea ice feedback, a mechanism that is likely to
affect the speed of the polar sea ice retreat, which in
turn has a broad impact on the global climate system
(Deser et al 2015, England et al 2020).
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