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Abstract
A fiber optic sensor inspired by the compound eye of the common housefly, Musca domestica,
has been developed. The sensor coupled with analog preprocessing hardware has the potential
to extract edge information quickly and in parallel. The design is motivated by the parallel
nature of the fly’s vision system and its demonstrated hyperacuity or precision of visual
localization beyond the conventional resolution limit. The fly’s anatomy supporting the design
is reviewed, followed by the design of a one-dimensional, cartridge-based sensor. The sensor’s
ability to locate a line stimulus in a two-dimensional space is demonstrated. Discussion is
provided to extend this work in scale, cartridge dimension, information and array processing.

(Some figures in this article are in colour only in the electronic version)

1. Introduction

The early vision system of the common housefly (Musca
domestica), as well as many higher level organisms, exhibits
interesting aspects such as cellular preprocessing, parallel
structure and high resolution. These features may be mimicked
in sensor technology to allow for the rapid extraction of image
primitives: object edges, boundaries, image segmentation and
movement parameters. We define early vision as the vision
processes that occur within the first few cellular synapses
beyond the photoreceptor layer. This analog, parallel approach
to vision provides advantages over most current electronic
imaging systems that digitize the spatially sampled pixel
information early in the signal path. The same type of object
information can be extracted with a digital-based system;
however, extraction usually requires multiple passes of image
processing techniques that must be exhaustively applied pixel
by pixel to an image. A fly-inspired, analog-based sensor can
be useful for imaging applications that are currently difficult or
computationally expensive using traditional image processing
techniques. Furthermore, some applications might optimally
employ a hybrid approach using both technologies.

We have divided our biomimetic computer vision research
efforts into the following categories: electrophysiology of

the fly’s vision system; ongoing system modeling using
a MATLAB coded, multi-sensor (>10 000), video-based
simulation; physical sensor development and application
development. In this paper, we concentrate on the
development of a physical sensor to extract the location
and position of a line stimulus within the field of view
(FOV) of a one-dimensional fly-inspired sensor. We begin
with a brief review of limitations of traditional digital-based
machine vision, followed by a brief review of the fly’s vision
system apropos to this research effort. We then discuss the
development and testing of a physical sensor. We conclude
the paper with a discussion of results and our future research
plans for sensor development.

2. Background

2.1. Digital-based machine vision processing

Modern machine vision systems typically contain three major
components: a camera containing sensor array (such as a
charge coupled device (CCD) array), a frame grabber to
convert the CCD information into a useable two-dimensional
array of gray or color-scale pixel data representing the captured
image, and a host processor to extract pertinent information
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from the digitized image. The CCD sensor comprised a
rectangular array of individual photo detectors which converts
impinging photons into a usable electrical signal. For
sampling-limited systems, increased resolution implies more
pixels, and thus comes at the cost of more data that must be
transmitted to the main processor. These data may be sent
serially (one bit at a time) for the most basic frame grabbers
or with serial interface devices that utilize USB or Firewire;
however, alternate devices may transmit in parallel (32 bit
transfers are common). Some of the fastest common methods
for transferring data between digital devices are capable of
speeds in excess of 400 Mbps (million-bits-per-second) [1].
Depending upon the specific application, the digitally rendered
image may then be filtered, edge detected, segmented, etc,
to extract the features or information of interest from the
image. These operations often require multiple passes of time-
consuming pixel-by-pixel processing, taking a large number
of CPU clock cycles. In certain time-sensitive or CPU-limited
applications, a digital-based approach may not be practical.

2.2. Musca domestica vision

The goal of our research is not to exactly reproduce the form
and function of the fly’s vision system. Instead, we mimic
selected features and characteristics that prove useful in sensor
development and image processing. The vision system of the
common housefly and other dipterans exhibit a highly parallel,
compartmentalized, analog vision system. The primary visual
system of the housefly consists of two compound eyes that
exhibit neural superposition. Each eye contains approximately
3000 ommatidia, the major modular structural unit of the eye.
A single ommatidium consists of a 25 µm facet lens followed
by a cone-shaped lens and a complement of photoreceptors as
shown in figure 1. The photoreceptors (R1–R6) are arranged
in an almost circular fashion. Two other photoreceptors
designated R7 and R8 lie inside the pattern, one above the
other, and are connected directly to the medulla [2–5]. The
major function of the photoreceptors is to act as transducers
which convert light energy or photons into an ionic current.
The photoreceptors are sensitive to the magnitude and angle
at which the light approaches. This angular sensitivity has a
very distinct profile that is approximately Gaussian [2, 6–8].

Each photoreceptor is connected, along with common
view photoreceptors from adjacent ommatidium, to the
monopolar cells L1 and L2 forming a structure known as
the ‘cartridge’. While these photoreceptors for a given
cartridge share a nearly identical view of the same point
in distant space (i.e. in the far field), there is a slight
displacement which results in overlapped Gaussian profile
responses as shown in figure 2. These overlapping signals
are combined and preprocessed by the L1 and L2 monopolar
cells. The exact function of the L1 and L2 output is not entirely
known. While some researchers hypothesize that they could
be encoded signals containing position information [9], others
disagree [10, 11]. Douglass and Strausfeld have concluded
that the responses of L1 and L2 to motion and flicker are
indistinguishable at equivalent contrast frequencies and are
therefore not motion specific [12]. Juusola and French have

Figure 1. A single ommatidium consists of a 25 µm facet lens
followed by a cone-shaped lens and a complement of
photoreceptors. The photoreceptors are arranged as shown in the
cross section. Two photoreceptors (R7 and R8) are connected
directly to the medulla.

cross
sectional

view
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Figure 2. Each photoreceptor is connected, along with common
view photoreceptors from adjacent ommatidium (a), to the
monopolar cells L1 and L2 forming a structure known as the
‘cartridge’ (b). While these photoreceptors share a nearly identical
view of the same point in distant space (i.e. in the far field) (c) there
is a slight divergence which results in Gaussian profile overlapped
responses (d).

concluded that the large monopolar cells ‘improve the ability
of the eye to detect moving objects by compressing the wide
range of photoreceptor responses at different light levels to a
narrower range’ [8].

A third monopolar neuron found in the cartridge, L4,
is connected distally to the L1 and L2 monopolar cells and
proximally to neighboring cartridges. L4 is thus capable of
transmitting information encoded by the L1 and L2 monopolar
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cells to neighboring cartridges [4, 5, 11–13]. This analog
communication network is thought to provide the foundation
necessary to perform much of the preprocessing required
to reduce an image into its salient features. Because this
processing is performed in the retina and lamina, using
only a small number of neurons rather than the medulla,
it is equivalent to a real-time analog preprocessing stage
and is thought to be responsible for much of the speed and
accuracy of the fly’s vision system [10]. There are other
cells within the cartridge, and their exact function remains
under investigation. van Hateran and Stavenga et al have
accomplished a large body of work studying the vision system
of related species. Specifically, they have investigated optics,
coupling mechanisms and system response to varied stimuli
[14–21].

2.3. Hyperacuity

Houseflies are capable of resolution greater than that
implied by the photoreceptor spacing of the retinal array, a
phenomenon known as hyperacuity [9]. Nakayama defined
hyperacuity ‘as a precision of visual localization beyond the
resolution limit’ [22]. Hyperacuity in a neural superposition
compound eye is possible because each photoreceptor that
projects into a cartridge shares a common visual axis and thus
views an overlapped sample of the same point in space [23–25].
Pick showed that the photoreceptors do not share precisely the
same visual axis. Instead they are slightly ‘misaligned’ [24].
We hypothesize that the fly would not maintain such alignment
if the eye could not make use of the advantage gained by the
disparate photoreceptor axes [25]. Measurements by Snyder
et al further support this hypothesis. They have measured the
optical quality of many animals and found that the modulation
transfer function (MTF) is 10 to 100 times better than it has to
be to match the spacing of the photoreceptor matrix [6]. It is
notable that the value of the improved optical quality matches
the animals’ observed behavioral performance, suggesting that
they actually use the high resolution information for vision
[25]. Also, Bucklew and Saleh indicate that the actual practical
limit for resolution is the contrast limit [26]. This biological
evidence, while not conclusive, encouraged our development
of a new sensor based on the early layers of the fly’s vision
system.

While the responses of Musca domestica are Gaussian, it
should be noted that hyperacuity can be achieved with other
types of continuous, nonlinear function. Figure 2 shows the
overlapped Gaussian curves representative of a response to an
object crossing the fields of view (or response lobes) of three
photo elements in one dimension.

When using multiple common view photoreceptors such
as those found in Musca domestica, the overlapping signals
can be used together to determine the precise position of
an object within a sensor field of view. When an object
is stationary within any of the multiple element lobes, one
or more photoreceptors output a constant signal dependent
upon the object position. Comparison of the magnitudes
of the photodetector signals provide enough information to
determine the precise position of an object such as a line
stimulus.

2.4. Information sharing between ommatidia

As previously mentioned, the fly’s vision system has 3000
independent ommatidia collecting image information in
parallel. Previous research on optomotor response and
cellular interconnectivity suggest that the ommatidia share
information from their neighbors to perform coordinated,
higher level image processing tasks. Hartline, Wagner and
Ratliff (1956) demonstrated that the outputs of ommatidia
interact with one another through a process of lateral inhibition
between neighboring photoreceptors [27]. Reichardt (1961)
determined that the motion processing behind the optomotor
response in insects was mediated by local interactions between
adjacent ommatidia and developed a classic model of motion
based on this interaction [28]. It is unresolved in the literature
as to the exact underlying cellular structure for ommatidia
interaction. However, the L4 monopolar cell has three
collateral connections to three different cartridges, one of
which is the parent cartridge of the neuron. This provides an
individual ommatidium with the ability to share information
with its neighbor as well as compare present output to previous
output (made possible by temporal delays between certain
cellular connections).

2.5. Early vision processes

Several research groups have performed outstanding work in
investigating the vision processing of the common housefly
[29–39]. Space does not allow an exhaustive review of this
body of work. We limit our discussion to some of the findings
most relevant to this study. Specifically, we address previous
research relative to processing in the first cellular synapses in
the visual system. We believe from an engineering standpoint
that there is considerable visual information to be gleaned from
the photoreceptors and their interaction with the first several
cellular layers, and our work has replicated much of this in
sensor hardware. In addition, we briefly mention the work of
other research groups investigating higher processing centers
in the fly’s vision system for completeness. The interested
reader is referred to [22] for a historical literature review.

Past researchers studying single unit recordings in various
organisms found visual neurons which had sensitivity to
moving images [40–42]. These researchers noted that the
impulse rate of specific cells were modified by changes in the
stimulus direction. Even higher order vision processing tasks
may be possible in the early vision system (i.e. prior to the
visual cortex). Marr noted in his landmark work ‘Vision’ that
primitive but vital forms of object recognition may take place
on the retina. He further noted that a single neuron can perform
much more complex and subtle tasks than had been previously
thought, such as to detect pattern elements, discriminate the
depth of objects, etc [43]. He based these conclusions on
the early work of Barlow on frogs. Barlow observed the
selectivity of the retinal neurons and the frog’s reaction time
when they are selectively stimulated, suggesting that they are
bug detectors performing a primitive but vitally important form
of recognition on the retina [40, 43]. Work by Nakayama
and Loomis (1974) also supported the belief of sophisticated
processing occurring at the retinal level. They noted that
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center–surround motion detectors (cells insensitive to uniform
motion over the center and surround) are highly sensitive to
velocity differences between the center and surround [44].
O’Carroll further noted that insects possess neurons that are
tuned for detecting specific pattern features such as oriented
line edges and moving spots [45]. Various algorithms have
recently been developed to describe motion processing in the
fly at the ommatidia level. It is believed that the fly eye
perceives details of images as a result of uneven excitation
of different ommatidia at the same time. However, another
type of perception of detail has recently been proposed based
on the uneven excitation of the same ommatidium at different
times. This model implies that the eye has some kind of
‘memory’ element that allows comparison of previous retinal
excitation with a subsequent one [46]. As previously noted,
there are several cellular feedback mechanisms in the literature
that support this hypothesis. Zheng et al investigated the role
of feedback synapses. They demonstrated that the feedback
synapses form a negative feedback loop that controls the
speed and amplitude of photoreceptor responses and hence
the quality of transmitted signals. Furthermore, Zheng noted
that ultrastructural studies have shown a complex arrangement
of feed forward and feedback synapses that use a diverse array
of excitatory and inhibitory transmitters. Processes are linked
together and to adjacent cartridges with thin extending fibers
suggesting that each process could be a locally interacting
element, which may see only a limited activity from other
such segments in the same or neighboring cartridges [47].

2.6. Higher order processing

Extensive work has been accomplished on vision and motion
processing within higher order process regions of the fly’s
vision system. Nakayama summarizes four different types
of motion processing models based on elementary motion
detectors (EMDs). Most notably, Reichardt ascertained that
the motion processing underlying the optomotor response in
insects was mediated by local interactions between adjacent
ommatidia [48]. Reichardt presented a computational model
employing the principle of autocorrelation which still remains
an important general theory of motion processing. Srinivasan
also found directionally sensitive cells in the fly’s lobular plate
[49], while Bishop reported classes of directionally sensitive
motion detecting units [50]. As mentioned previously,
van Hateran and Stavenga et al have accomplished a
large body of work studying the vision system of related
species. Specifically, they have investigated optics, coupling
mechanisms and system response to varied stimuli [14–21].

3. Previous sensor work

There are three basic configurations of compound eyes:
apposition, optical superposition and neural superposition
[51–53]. In apposition eyes, pigment cells surround the
ommatidium so light is received down the central ommatidial
axis. In optical superposition eyes, the pigment is not present
so insects are able to collect light from a variety of directions.
This increases the sensitivity of the eye while reducing

its resolution. In neural superposition eyes, the cartridge
is equipped with the interommatidial pigment, but light is
collected from adjoining cartridges as previously discussed
[51–53]. Several research groups have developed artificial
apposition compound eyes [54–56]. Currin developed a
system based on an apposition eye. He used three gradient
index (GRIN) lens and their overlapping fields of view to
develop a point tracker designated the multi-aperture vision
system (MAVS) [57]. Jeong has developed techniques to
manufacture a 3D compound eye on a spherical surface
using microlens technology [56]. Rosen and Abookasis
have employed neural superposition principles to image bones
hidden within biological tissues [55]. Tanida et al developed
a compact image-capturing system designated TOMBO for
thin observation module by bound optics. This system uses
compound-eye imaging optics to capture a number of images
that are then rendered to retrieve the image of the object
[58–60]. Hoshino et al have developed an insect-inspired
micro-fabrication technique which combines a microlens
array, photo-diode array and an electrostatically driven
scanning slit on a single chip. This system can detect a contrast
with high temporal resolution [61]. Our current work falls into
the category of a neural-superposition-based sensor.

Harrison has compiled a noteworthy body of work on
the fly’s flow field processes. Harrison studied the system in
detail and rendered silicon flow field generators inspired by
the fly [62–65]. He stated that ‘optic flow is a computationally
demanding task because, like early vision tasks, it involves
operations that must be performed identically on every
pixel of an image. Local estimates of motion must be
laboriously computed before the overall pattern is analyzed.
This task is ideally suited for parallel computation. If we
divide the job to many processors, each dealing with one
pixel and communicating with its immediate neighbors, the
task becomes much easier’. Harrison developed a single-
chip analog VLSI sensor that detects imminent collisions
by measuring radially expanding optic flow based on the
delay-and-correlate scheme similar to that first proposed by
Reichardt (1956) [62–65]. Pudas et al have also developed a
bio-inspired optic flow field sensor based on low temperature
co-fired ceramics (LTCC) technology. The LTCC technology
provides reliable, small profile optic flow sensors that are
largely invariant to both contrast and spatial frequency [66].

With this brief review of previous related work complete,
we now describe our efforts toward designing a sensor based
on the early vision processes in the fly’s eye.

4. Methods

In order to design a sensor based on the vision system of
the common housefly with the key attribute of hyperacuity,
we investigated the optical design, electronic processing and
sensor housing design of a one-dimensional sensor consisting
of three photo elements with overlapping Gaussian profiles.
Each design area will be discussed in turn.
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Figure 3. (a) The basic sensor configuration consists of a
plano-convex lens shared by three 1 mm optical fibers, each
equipped with a 1 mm ball lens. (b) The three fibers are such that
the lens’ focal point was at the effective focal point of the center ball
lens.

4.1. Optical design

The basic optical design of the sensor consisted of a common
lens focusing light onto an arrangement of photodetectors
similar to the configuration found in the fly’s eye as shown
in figure 3(a). To make the system functionally similar to the
fly, we needed to produce electrical signals with an angular
sensitivity that was Gaussian in form and would possess the
correct amount of overlap between adjacent sensors.

The biological response data collected in Musca
domestica research and the known anatomy of the fly provided
an estimate of the amount of overlap present in the fly eye.
The goal of this design was to obtain 75% ± 5% overlap
of Gaussian responses [9]. Further overlap was limited by
the physical spacing of sensor optics for this configuration.
Research has shown Musca domestica to have overlapping
responses as high as 90% [24].

To achieve the desired Gaussian overlapped response,
three 1 mm diameter jacketed fiber optic light guides [67] were
mounted adjacent to one another. The polished end of each
fiber was equipped with a 1 mm ball lens as shown in figure 3.
The interaction of light between the acceptance angle of each
ball lens coupled to the core by the optical fiber provides
the desired Gaussian profile for a given photoreceptor. The
close proximity of the ball lenses provides for the overlapping
Gaussian profile. The three fibers were mounted behind a
plano-convex lens (d = 12 mm, f = 12 mm) such that the lens

stimulus

photodiode
gain &
offset

transimp
amp

right

center

left

R-L

R

C

L
diff
amp

(a) 

(b) 

t

R-L
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R & C & L
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sensor

fibers

Figure 4. The output from each optical fiber is fed to a
photodiode/transimpedance amplifier monolithic device followed
by a single operational amplifier stage to provide gain and offset.
Construction of the analog hardware within a Faraday cage
minimizes noise effects. Additional processing is required to extract
the stimulus range. (a) Analog hardware and (b) signal response to a
stimulus moving left to right in sensor FOV.

focal point was at the effective focal point of the center ball lens
[68–71], as shown in figure 3(b). The other end of each fiber
was terminated with an Advanced Optoelectronic Solutions
(TAOS) TSL250R light-to-voltage optical sensor mounted
within fiber sensor coupling [68], as shown in figure 4. Harman
has described the field of view for specific sensor configuration
based on the characteristics of the plano-convex lens (diameter
and focal length), the ball lens diameter and the diameter of the
optical fiber using geometric ray tracing principles [73]. For
the specific physical configuration described, the individual
photoreceptor field of view was approximately 60◦ while the
overall cartridge field of view was 22.6◦ [74].

4.2. Analog preprocessing

In selecting a photodiode, spectral responsivity, response time,
angular sensitivity, active capture area and packaging were all
taken into consideration. Because the housefly sees primarily
in the visual wavelengths and this was also our own region of
interest, a photodiode with maximum responsiveness between
390 and 780 nm was employed. The TAOS TSL250R light-
to-voltage converter was chosen as it contains a monolithic
combination of a photodiode and a transimpedance (current-
to-voltage) amplifier circuit and its high sensitivity. The off-
the-shelf TSL250R is equipped with a half ball lens, which was
filed off for this application. The output from the photodiode
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was connected to a single stage non-inverting operational
amplifier configuration to provide variable gain and offset as
shown in figure 4. The variable gain allowed the output from
each photodiode to be matched to one another.

4.3. Fiber and lens housing

A single-piece sensor housing was designed to provide a rigid
structure for the sensor. By making the housing a one-piece
part and placing a large tapped screw hole in the top of the
housing directly above the fiber slot, it was possible to use a
nylon screw with a flat tip to hold the fibers in place. This
solution allowed for easy replacement of fibers as necessary.
The design was made to house three adjacent optical fibers
(each 1 mm in diameter) and a single 12 mm diameter, 12 mm
focal length plano-convex lens. After fabrication, the design
was tested and found to be capable of securing both the fibers
and the lens without any permanent adhering of surfaces. The
optical housing (15 mm × 25 mm × 22 mm) was precision
machined from Delrin R© plastic. However, the ball lens
(1 mm) were manually glued to the optical fibers (1 mm)
using UV curable optical glue. The impact of the manual
placement will be discussed later in the paper.

4.4. Information processing

The simplistic nature of the developed L4 response algorithm
lends itself to determining the position, velocity and location
of a line stimulus within the sensor field of view. It should
be emphasized that each sensor cartridge will independently
and in parallel using analog processing hardware determine
the location of a line stimulus (image edge) within its field of
view.

To provide a single signal output from the sensor,
the signals from each of the individual photodiodes were
combined using the function (L4 output = (left photoreceptor)
− (right photoreceptor)). This function was originally
proposed by Olson [75], based on the morphological structure
of the fly’s early vision cells. Olson developed an algorithm
that weighted the response from the individual photoreceptors
that was then relayed to the L1 and L2 monopolar cells. The
difference between the L1 and L2 monopolar cells provided
the L4 output. A simple one-dimensional equivalent using
three photoreceptors simply takes the difference between the
left and the right sensor responses. Figure 4(b) provides the
characteristic response for the L4 output for a line stimulus
being swept from left to right in front of a one-dimensional
sensor as previously described. The center photoreceptor is not
used in this specific application but is used in other information
processing [76].

Based on the physical structure and dimensions of the
sensor, along with the application of basic geometric optical
principles, a relationship can be determined between the
displacement of a line stimulus within the field of view of
the sensor and the corresponding L4 output. Furthermore, if
the sensor’s field of view is limited between the minimum
and maximum L4 responses, a near linear relationship is
obtained relating angular stimulus displacement to L4 output
[69]. Most importantly, a contrast-invariant response can be

achieved by normalizing the L4 response by the maximum L4
response as the stimulus enters the sensor field of view (FOV).
Other contrast-invariant, normalization techniques have been
further investigated by Anderson [76]. The circuit producing
the L4 response was implemented using standard differential
amplifier configuration as shown in figure 4(a) [74].

If an object enters the FOV of the sensor from the right, the
initial slope of the signal will be negative. If it enters from the
left, the initial slope will be positive (figure 4(b)). By taking
the derivative of the signal, it is then possible to determine the
direction by which the object entered the field of view. Another
possibility is to monitor the L4 (difference) signal and wait for
the moment in which the derivative of the signal goes to zero.
At this moment, the object has passed through the point where
one of the outer photoreceptive elements returns a maximum
response. This response provides a definite location of the
object in relation to the center of the sensor. By determining
the slope of the response as the object passes the point of
the maximum response of the initial sensor, it is possible to
determine the direction of motion of that object. A negative
slope after the initial maximum response point indicates that
the object is moving from left to right and a positive slope
indicates that the object is moving from right to left.

A simpler solution to the motion problem is within the
built-in characteristics of the sensor. The location of an object
relative to the center of the sensor is known based upon the peak
responses of the left or right sensor elements. By determining
which peak has occurred first temporally, it is intuitive that
the direction of motion of the object has originated from the
direction opposite that of the ball lens sensor that peaks first
(due to the image reversal caused by the 12 mm plano-convex
lens). For instance, if within a sensor the left ball lens sensor
returned a peak response, it would then be known that the
object became incident to the FOV of the sensor from the right
side. At this point monitoring could continue within the
sensor until the right ball lens sensor returned a peak response,
confirming the direction of motion of the object.

The determination of velocity of an object is the next
logical step in the analysis of the response from the sensor.
Since the relationship between the maximum response of the
photoreceptors and the angular offset from the center of the
lens is known, it is possible to determine when an object
has passed one of the maximum response points and when
it has passed the second maximum point. Because the radian
distance between the two maximum response points is constant
and known based on fixed sensor geometry, it is possible to
determine the relative speed of the object based upon how
much time it takes to pass through each of the maximum
response points. Therefore, the velocity of an object passing
in front of a sensor can be measured in terms of radians per
second. If the range of the object is also known, it would then
be possible to determine a linear velocity of the object. If it is
possible to determine the location of an object by monitoring
the response of the sensor, it then should be possible to
determine the range of an object.

Determining the range of an object without prior
knowledge of the distance traveled by the object as it passes
in front of the sensor is not possible, but if motion were
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Figure 5. (a) Initial position of the tracked stationary object and the
response of the right sensor indicating a position of 4.5◦ off center to
the left of the sensor, (b) final position of the tracked object and the
response of the left sensor indicating a position of 4.5◦ off center to
the right of the sensor, and (c) the geometry of the data obtained to
determine the range of the object based upon the known angles of
incidence and the distance traveled by the sensor platform.

instead initiated by the sensor as it monitored a stationary
object, the distance of that object from the sensor can be
determined through triangulation. This intentional sensor
motion, sometimes called ‘dithering’, is similar to the constant
saccadic eye movements of humans and other animals [77].
It is known that the angle an object is offset from the center
of the sensor on the left side is approximately 4.5◦ when the
right photoreceptor returns a peak response (figure 5(a)). By
moving the platform to the left until the left photoreceptor
returns a peak response (figure 5(b)) and precisely measuring
the distance the platform traveled, the range of the object can
be calculated using simple triangulation. For example, if a
line object is detected, a peak response is returned by the right
photoreceptor indicating that the object lies at an angle of 4.5◦

to the left of center. The platform is then moved a distance of
100 mm to the left when the response of the left photoreceptor
peaks. It is also known that a peak response from the left

photoreceptor indicates that the object now lies at an angle
of 4.5◦ to the right of the sensor’s center. The data obtained
through the motion of the sensor platform can be represented
by a triangle (figure 5(c)). Calculating the distance from the
plane in which the sensor platform traveled along the object
is a matter of applying trigonometric principles. Since the
physical architecture of a given sensor is fixed at manufacture,
the amount of necessary sensor self-motion to determine the
range is determined by the tangent relationship of motion to
range. The sensor parameters may be scaled and optimized
for a specific application. For this example, the distance of the
object from the sensor would be approximately 635 mm for a
sensor self-motion of 100 mm. To minimize self-motion, the
sensor may take two subsequent position measurements with
some known sensor movement between the two readings as
opposed to waiting for two peak responses from the sensor.

Aside from sensor movement, this method also implies
the requirement for onboard memory as well as the ability to
calculate trigonometric functions. Alternatively, two adjacent
similarly configured sensors can determine the stimulus range
without movement as long as the stimulus is in both sensors’
field of view. This then becomes the familiar triangulation
formulation. In this implementation, a memory element is not
required; however, the capability to calculate trigonometric
functions is still required. This does not preclude the
use of an all-analog operational amplifier process; however,
the complexity of the processing circuitry will dramatically
increase. Depending upon the specific application, a hybrid
approach using a combination of analog and digital processing
may be used.

5. Testing and results

To test the Musca domestica inspired sensor, we designed
a battery of experiments and a test platform to perform
the tests. The components of this test platform included
an oscilloscope for monitoring the signals from the sensor
cartridge, a powered breadboard for development of signal
conditioning circuitry and a modified X–Y plotter. The
modifications to the plotter included the addition of a black
shroud to provide a constant background while testing took
place. The plotter provides a platform in which movement
can be regulated both horizontally and vertically to represent
motion as it passes in front of the sensor and distance as it
is moved away from the sensor. A line stimulus (wire) was
attached to the moveable plotter platform. Since our ultimate
goal is a completely passive system, ambient daylight was used
as an illumination source. A thorough description of the test
configuration is provided by Riley, Harmann and Prabhakara
[73, 74, 78].

5.1. Photoreceptor Gaussian profile response

To test the response of a single photodiode configured to mimic
the response of the fly’s photoreceptor, the plotter (Houston
Instrument Omnigraphic 100 Recorder) was used to slowly
(4.33 cm s−1) and constantly move a white strip line stimulus
across the sensor’s field of view at a range of 20 cm. A curve
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Figure 6. Oscilloscope output for a white object passing through a cartridge sensor field of view at a constant velocity through field of view
at 20 cm [85]. The cartridge sensor consists of three bio-inspired photosensors sharing a common main lens.

fitting program (Table Curve 2D version 5.01 [79]) was used
to determine the mathematical profile of the test result. The
iteratively fit curves were very close to Gaussian curves (r2 =
0.994).

5.2. Overlap of neighboring photo elements

A single sensor consisting of three photosensors sharing a
common lens was then tested using the technique described
above. Representative results of this test are provided in
figure 6. As desired, three nearly identical overlapped
Gaussian profiles were obtained. The slight mismatch in
Gaussian height was remedied by adjusting the analog gain of
the non-inverting amplifier for each photoreceptor to obtain
similar profiles. As previously discussed, the amount of
overlap required to obtain a vision system with hyperacuity
similar to that found in Musca domestica was estimated to be
between 70% and 80%. The overlap for the tested sensor was
measured to be 70%.

5.3. Sensor response to a line stimulus

The sensor’s ability to detect small objects was measured by
recording a single photo element’s response to various sized
white line stimuli at different distances from the lens. The
first trial tested 25 mm, 14 mm, 7 mm and 1 mm width white
strips at a range of 33 cm from the lens (equivalent to 4.33◦,
2.43◦, 1.2◦ and 0.174◦ of arc respectively). The amplifier gain
was set to a suitable value and an oscilloscope was used to
record the response. The line stimuli were moved across the
lens’ field of view at a speed of 4.33 cm s−1 by the plotter
discussed previously. As shown in the test results of figure 7,
the sensor was capable of detecting a 1 mm line stimulus at a
distance of 33 cm from the lens (0.174◦ of arc). The next test
was preformed using the same set of conditions with a fixed
1 mm line stimulus at ranges of 33 cm, 49 cm and 65 cm.
The results shown in figure 8 show that at the same gain, the
sensor can detect a 1 mm line stimulus at a range of 65 cm
(0.088◦ of arc). Further tests showed that by increasing the

gain of the amplifier, the sensor was capable of detecting the
movements of a 1 mm line stimulus at a range of up to 100 cm
(0.114◦ of arc). At the worst case range tested (65 cm), the
signal-to-noise ratio (SNR) was approximately 8 dB. As can
be seen in figure 8, the resolution of the analog-to-digital
converter in the measurement instrument became the limiting
case.

5.4. Position determination tests

A line object represented by a white wire was passed in
front of the sensor, while the response of the sensor was
being monitored by an oscilloscope and two voltmeters. The
voltmeters were necessary to monitor the magnitude of the
responses and to obtain baseline information on background
illumination. The testing was initiated by recording the
baseline response of the sensor. The line object was then
continuously passed in front of the sensor until a peak response
was obtained by the right ball lens sensor. The magnitude of
this response was then recorded. The object was then moved a
minimal distance and the magnitude of the response was again
recorded. This procedure was repeated until the response of
the sensor returned to the baseline value. Further investigation
had shown that the area between the peak responses was not
completely linear as earlier assumed. There are regions of
‘roll-off’ within the signal due to the Gaussian nature of the
photoreceptor responses. Results of a representative test are
provided in figure 9. The overall angular error for the data set
was 0.036◦ with a standard deviation of 0.21◦. This equates to
an average stimulus position error of 0.126 mm with a standard
deviation of 0.737 mm at a range of 203 mm.

5.5. Range testing

To test the principles of determining the range of a stationary
object, it was necessary to simulate the movement of the sensor
platform as to obtain a second view of the object. Given the
data from the previous testing, the location of the object is
known when the response from either of the photoreceptors

8
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Sensor Response to White Line Stimuli at 33 cm from lens
(amplifier gain = 41)
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Figure 7. Results for test of a fixed 1 mm line stimulus at various ranges passing through a cartridge sensor field of view at a constant
velocity [85]. The cartridge sensor consists of three bio-inspired photosensors sharing a common main lens.

Sensor Response to a 1 mm White Line Stimulus
(amplifier gain = 41)
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Figure 8. Results for test of a fixed 1 mm line stimulus at various ranges at various ranges passing through a cartridge sensor field of view at
a constant velocity [85]. The cartridge sensor consists of three bio-inspired photosensors sharing a common main lens. The resolution of the
analog-to-digital converter in the measurement instrument became the limiting case.

peaks. By measuring the distance traveled by the sensor, it is
then possible to determine the range of the object by applying
trigonometric calculations as described previously. Since only
relative motion is important, and the sensor was in a fixed test
setup, we chose to simulate the movement of the sensor by
moving the object instead. The distance traveled by the object
between the peak responses of the photoreceptors was used
to indicate the distance traveled by the sensor as if it was
mounted on a stationary object. To calculate the perceived

range of the object, simple geometry was employed. Since the
object was moved instead of the sensor for purposes of this
test, calculations were based upon the movement of the object
in reference to the sensor and the distance of the sensor from
the object was calculated. The distance calculated would be
from the object to the focal point of the sensor. The angles used
to calculate the range would be those determined by the object
location tests. Since these angles varied slightly between the
left and right ball lens measurements and average of the values
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Figure 9. Calculated versus measured angular offsets of a 1 mm
line stimulus at a range of 203 mm localized using a bio-inspired
cartridge sensor. The cartridge sensor consists of three bio-inspired
photosensors sharing a common main lens.
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Figure 10. Average of the calculated range values from the right
and left ball lens sensors of a cartridge sensor as compared to the
measured values of the actual range.

were used to calculate the sensor range. Results are provided
in figure 10. The overall range error for the data set was 5.5 mm
with a standard deviation of 3.63 mm.

It must be emphasized that even in contrast-varying
situations, the shape of the sensor response will remain
constant. That is, the location of the peak responses within the
signal will always occur in the same location. This allows for
the simple tracking of peak values from the left-most and right-
most photoreceptors in the sensor to obtain the range. These
principles can be applied to an array of sensors to determine the
range of a moving object and stationary platform. In an array
of sensors, the physical distance between sensor elements is a
known factor. Location information is available as the object
passes by each sensor in the array. Therefore, if two separate
sensors in the array capture location information concerning
the object, it is then possible to apply the same procedures
outlined above to calculate the range of the moving object
from the stationary array.

5.6. Follow-on testing

Additional testing and modeling of the described sensor has
been accomplished under a variety of stimulus widths, contrast

and lighting conditions, and also in a noisy environment.
These results are reported elsewhere [76, 78, 80]. Anderson’s
work will be covered in detail in a subsequent article for this
journal.

6. Discussion

There are a number of sources of error for a sensor
configuration of this type. Each will be discussed in turn.

(i) We have assumed a linear response for the difference
term for the right photoreceptor response and the left
photoreceptor response. The difference between two
Gaussian-shaped profiles are actually quasi-linear when
examined between the peak values. The variation from
the linear response is more pronounced at the peak of
the difference waveform. The impact of the quasi-linear
response may be minimized by insuring enough overlap
between the Gaussian profiles.

(ii) For the individual photoreceptors, a 1 mm ball lens was
manually affixed to a 1 mm optical fiber using UV curable
glue. Any misalignment between the ball and the fiber
will result in an induced error in determining the stimulus
position and range.

(iii) We have positioned the focal point of the main lens at the
focal point of the center ball lens. We have assumed that
the image is in focus at the focal point of the lens. The thin
lens equation indicates that this assumption is valid when
the object is at a distance from the lens far greater than
the focal point of the lens [81]. Sensitivity analysis of this
consideration indicates that for ranges less than 100 mm
for the tested configuration, significant errors will result.
This causes short-range limitations.

(iv) At long ranges, the limiting factor is the ability to
distinguish the stimulus from its background. This is a
combined effect of the stimulus and background contrast
as well as the resolution of the analog-to-digital converter
employed in the measurement. Prabhakara and Anderson
have studied the contrast effects in detail [76, 78, 80].

Even with all of these error sources taken into account,
we were able to localize a 1 mm line stimulus at a range of
203 mm with an overall angular error for the data set of 0.036◦

with a standard deviation of 0.21◦. This equates to an average
stimulus position error of 0.126 mm with a standard deviation
of 0.737 mm at a range of 203 mm. We were also able to
determine the range of the stimulus with an overall range error
for the data set of 5.5 mm with a standard deviation of 3.63 mm.
Furthermore, all error sources are well understood and may be
characterized and compensated for in a specific application.

7. Summary and conclusions

A sensor has been developed, inspired by the early processes
of the fly’s vision system. It is important to emphasize some
of the key attributes of this sensor.

Basic feature detector. The sensor is able to detect and localize
a line stimulus in two-dimensional space. We are already
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extending this work to the recognition and localization of other
image tokens such as edges and spots.

Parallel. Each sensor cartridge is self-contained, although
it has the capability to share information with its nearest
neighbors. This allows development of an array of such
sensors, all operating in parallel.

Continuous, analog operation. The sensor provides
continuous output. Information may be tapped off from
individual photoreceptors or the various operational amplifier
outputs. As previously mentioned, all-analog processing
or hybrid analog/digital processing should be carefully
considered for the application at hand.

Passive. The system is entirely passive in operation. That is,
it emits no source of radiant energy. This can be an extremely
important attribute, particularly in sensitive applications.

Contrast invariant. Due to the normalization of sensor output
characteristics, the sensor provides identical outputs under
varying contrast conditions between the stimulus and the
background with a very wide range. Recently, Prabhakara
et al characterized the sensor under widely varying contrast
environments. It was demonstrated that the sensor continues to
operate even when a black line stimulus is swept across a black
background [78, 80]. Anderson has also studied alternative
methods of contrast variation [76].

Simple response. The sensor is quite simple in design using
standard optical and operational amplifier components.

Scalable. The sensor geometry is scalable. It can be employed
at the VLSI level as well as in large-scale sensors. A second
VLSI scale prototype consisting of seven cartridges and seven
photoreceptors is currently under development [9, 82].

Sensor overlap. Due to the overlapping Gaussian field of views
(FOVs) within the sensor, an object is never ‘lost between
pixels’ once it enters the field of view. Furthermore, an array
of such sensors would all have overlapping FOVs such that an
object would not be ‘lost’ across the entire face of the array.

2D sensor. The lessons learned with the one-dimensional
sensor may be extended to a 2D and even a 3D sensor
much like the vision system of the fly. We have extensively
modeled an array of 10 000 interacting 2D sensors. There
is much information to be exploited here. We have already
demonstrated the capability to generate flow field data using
temporal information. This allows for higher level image
processing procedures such as segmentation and tracking.
We are also working to integrate the sensor technology with
existing and new object recognition algorithms [76, 83].

Fabrication. The sensors used in this study were ‘handmade’.
The fabrication of a prototype 2D sensor would be significantly
challenging if we continued the use of a ball lens and fiber to
obtain the overlapping Gaussian profile. We are currently
fabricating a sensor prototype consisting of seven ommatidia
with seven photoreceptors, each using standard off-the-shelf
photodiodes. The photodiodes were specifically chosen to
provide overlapping Gaussian profiles (OPTEK 906). Use of
this photodiode will replace the need for optical fibers for larger

scale sensors. Furthermore, recent work by Lee and Jeong
have demonstrated the feasibility of using machine processing
to fabricate ommatidia in an omnidirectional arrangement
along a hemispherical polymer dome such that they provide a
wide field of view similar to that of a natural compound eye
[56, 84].

The sensor technology described in this paper would
find wide application in a variety of medical, commercial,
industrial and defense applications. For example, the military
has identified a need for better robotic vision to be incorporated
into unmanned vehicles, unmanned aerial vehicles or guided
weapons such as missiles. The sensor design approach
we have described shows promise for these applications
due to its potential for complete analog processing, passive
operation and the capability to be scaled to integrated circuit
size applications. The sensor would also be a potential
candidate for high speed inspection as found in production
industry or detecting inconsistencies in overhead power lines
or track inconsistencies in commercial rail line applications.
We envision this new sensor as a supplement to more
traditional imaging sensors for most applications, and not as a
replacement. Just as Musca domestica has both two compound
eyes and a very simple camera eye, many computer and robot
vision tasks can benefit from both types of sensors.
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