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Abstract: Coherent Synchrotron Radiation (CSR) is an important and often detrimental effect in particle accelerators. While one-dimensional models have been successfully used to design and explain the behavior of modern machines, questions remain about their domain of validity. In recent years, two- and three-dimensional models have been developed that are amenable to efficient numerical computation. This article gives an overview of CSR computation from its discovery through the present state of the art.
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## 1 Introduction

The theory of charged particles moving on a circle was first studied in the early 1900s as an attempt to explain atomic spectral lines. In the 1940s physicists worried that overall energy loss due to coherent effects would limit the operation of future particle accelerators, which led to great development in theory and the experimental discovery of synchrotron radiation (SR). The subject eventually gave birth to an entirely new field of photon science. A good summary of these developments and many references can be found in an earlier Newsletter [1].

In the 1990s plans for strong longitudinal bunch compression in free electron lasers (FELs) and linear colliders motivated the development of one-dimensional models for the self-effect of coherent synchrotron radiation (CSR). While these models have served the community well and agree with important measurements [2], questions remain about their domain of validity. The transverse force first introduced by Talman [3], for example, is still debated among experts. Today ideas for even stronger compression (for example, to probe non-perturbative quantum electrodynamics [4]), and the opportunities to measure their effects [5] have motivated new work in developing models for CSR in two- and three-dimensions [6-11].

This article focuses on the computational aspects of the self-effect of the CSR on the source particles. In the early days physicists relied on their knowledge of special functions, numerical approximations, and symbolic manipulations to derive useful analytic expressions. Today we also rely on high-performance computing and efficient numerical techniques to go beyond what can be written in closed form.

## 2 Early history

The electromagnetic field produced by an accelerated charged particle has been of fundamental importance to physics for well over a century now. The power radiated by such a particle was first calculated by Larmor in 1897 [12], with Liénard deriving the first relativistically correct version in 1898 [13]. In non-covariant form, this power is

$$
\begin{equation*}
P=\frac{2}{3} \frac{r_{c} m}{c} \gamma^{4}\left(\dot{\boldsymbol{\beta}}^{2}+\gamma^{2} \boldsymbol{\beta} \cdot \dot{\boldsymbol{\beta}}\right), \tag{2.1}
\end{equation*}
$$

in which $\boldsymbol{\beta}$ and $\dot{\boldsymbol{\beta}}$ are the velocity and acceleration vectors relative to the speed of light $c$, respectively, $m$ is the mass, $r_{c}$ is the classical electromagnetic radius, $\gamma=\left(1-\beta^{2}\right)^{-1 / 2}$ is the Lorentz factor of the particle, and $\beta=|\boldsymbol{\beta}|$. For purely transverse acceleration this reduces to

$$
\begin{equation*}
P^{(1)}=\frac{2}{3} \frac{r_{c} m c^{3} \beta^{4} \gamma^{4}}{\rho^{2}}, \tag{2.2}
\end{equation*}
$$

where $\rho$ is the instantaneous radius of curvature.
The scaling with energy $\mathcal{E}=\gamma m c^{2}$ prompted Iwanenko \& Pomeranchuk to note that this would ultimately limit the maximum energy attainable in a betatron accelerator [14]. However, it was known at the time that continuous currents do not radiate, and conversely that $N$ closely spaced charged particles would radiate power coherently proportional to $N^{2}$. This dichotomy prompted Blewett in 1945 to search for energy losses experimentally in a 100 MeV betatron, who found that indeed the particles lose energy, but incoherently. At first he expected that the power would be within the first thousand harmonics, but looking at the microwave part of the spectrum he was unable to observe any radiation [15].

Perhaps forgotten at the time, the power spectrum of a particle moving on a circle had already been derived by Schott in his Adams Prize essay of 1909 [16]. Written in a time before the establishment of relativity and quantum mechanics, this work contains interesting discussions regarding various extended models of the electron, superluminal particle motion, and the influence of the æther. However, like Larmor and Liénard, he generally relies on the assumption that Maxwell's equations are correct. In examining the motion of a single particle moving in a circle of radius $\rho$ he finds the spatial distribution of the radiated fields and, in particular, he finds that the electromagnetic power radiated in the $n^{\text {th }}$ harmonic of the revolution frequency is

$$
\begin{equation*}
P_{n}^{(1)}=n \frac{2 \beta c r_{c} m c^{2}}{\rho^{2}}\left[\beta^{2} J_{2 n}^{\prime}(2 n \beta)-n\left(1-\beta^{2}\right) \int_{0}^{\beta} J_{2 n}(2 n x) \mathrm{d} x\right], \tag{2.3}
\end{equation*}
$$

in which $J_{n}$ is the $n^{\text {th }}$ Bessel function of the first kind. It was hoped that the origin of atomic spectral lines would be explained by such radiation, but this approach ultimately failed.

Meanwhile in late 1944 the problem had been introduced to Schwinger, who in 1945 performed detailed calculations of the spectrum. In a then-unpublished manuscript [17], he independently derives eq. (2.3) and, because it does not explicitly contain the dependence on $\gamma$ that eq. (2.2) implies, he concludes that a great many harmonics must contribute to the total power. Using approximations for Bessel functions, he finds that

$$
\begin{equation*}
P_{n}^{(1)} \approx \frac{\sqrt{3}}{2 \pi} \frac{\beta r_{c} m c^{2}}{\rho^{2}}\left(\frac{2 n}{3}\right)^{1 / 3} \xi^{2 / 3} \int_{\xi}^{\infty} K_{5 / 3}(x) \mathrm{d} x \tag{2.4}
\end{equation*}
$$

with $\xi \equiv \frac{2 n}{3 \gamma^{3}}$, and $K_{n}$ is a modified Bessel function of the second kind. The power is peaked around the critical harmonic $n_{c} \equiv \frac{3}{2} \gamma^{3}$. This can also be written as a power spectrum

$$
\begin{equation*}
\frac{d P^{(1)}}{d \omega}(\omega)=\frac{P^{(1)}}{\omega_{c}} S\left(\frac{\omega}{\omega_{c}}\right), \tag{2.5}
\end{equation*}
$$

where $\omega$ is the angular frequency of the radiation, and $\omega_{c} \equiv \frac{3}{2} \gamma^{3} c / \rho$ is the critical frequency [18]. The function $S$ is defined as

$$
\begin{equation*}
S(\xi) \equiv \frac{9 \sqrt{3}}{8 \pi} \xi \int_{\xi}^{\infty} K_{5 / 3}(x) \mathrm{d} x, \tag{2.6}
\end{equation*}
$$

where the integral $\int_{0}^{\infty} S(x) \mathrm{d} x=1$, and therefore integrating over all frequencies recovers eq. (2.2).
Equation 2.5 is the form perhaps best known by modern physicists (see for example ref. [18]) as "synchrotron radiation" (SR), after its observation in 1947 in the General Electric 70 MeV synchrotron in Schenectady, New York. An account of the discovery, detailed by Pollock, notes that SR was originally referred to as "Schwinger radiation" based on their knowledge of his work [19]. While SR was readily used as an accelerator diagnostic, there was some question as to whether the classical calculations were valid [20]. Experiments using the 300 MeV synchrotron at Cornell University confirmed that they were, with the first accurate measurements of the energy loss in 1953 performed by Corson [21], and the first accurate measurements of the radiation spectrum in 1956 performed by Tomboullion \& Hartman [22].

Schwinger went on to publish some of these results in 1949 [23], but the 1945 manuscript is pedagogically superior and continues with discussions of coherent effects with $N$ particles moving on a circle. Following his arguments, it is straightforward to derive that a 'bunch' of $N$ particles with a 1 D distribution $\lambda(s)$ along path length $s$ exhibits a power spectrum

$$
\begin{equation*}
\frac{d P^{(N)}}{d \omega}(\omega) \simeq \underbrace{N \frac{d P^{(1)}}{d \omega}}_{\text {incoherent }}+\underbrace{N(N-1)\left|\int \lambda(s) \exp \left(i \frac{\omega s}{\beta c}\right) \mathrm{d} s\right|^{2} \frac{d P^{(1)}}{d \omega}}_{\text {coherent }}, \tag{2.7}
\end{equation*}
$$

where $d P^{(1)} / d \omega$ is the single-particle power spectrum. The first term is the incoherent synchrotron radiation (ISR) and is independent of the bunch distribution, while the second term is CSR. The squared integral is called the form-factor and is responsible for greatly enhancing parts of the SR spectrum, depending on the bunch distribution.

For a Gaussian bunch distribution with standard deviation (bunch length) $\sigma_{z}$, the total power can be given in a closed form expression [24]. For short bunches at high energy, the average power lost per particle per unit distance is asymptotically

$$
\begin{equation*}
\left\langle\frac{P^{(N)}}{N \beta c}\right\rangle_{\text {coh. }} \sim \frac{\Gamma\left(\frac{5}{6}\right)}{6^{1 / 3} \sqrt{\pi}} \frac{N r_{c} m c^{2}}{\rho^{2 / 3} \sigma_{z}^{4 / 3}}, \tag{2.8}
\end{equation*}
$$

where the numerical coefficient ${ }^{1} \Gamma(5 / 6) 6^{-1 / 3} \pi^{-1 / 2} \simeq 0.350$. Schwinger originally derived a similar expression for a uniform bunch, which for the equivalent standard deviation has numerical

[^0]coefficient $2^{-4 / 3} \simeq 0.397$. Note that while the power lost in eq. (2.8) increases with shorter bunches, it is independent of energy, unlike eq. (2.2). For this reason, CSR is not generally a limitation for reaching high energies in a particle accelerator.

Most particle accelerators have conducting beam chambers that naturally suppress the propagation of long wavelengths. If $h$ is the characteristic size of this chamber, then roughly speaking wave numbers $k=\omega / c \lesssim 1 / h$ should be strongly suppressed. This is called the "shielding" effect. The final section of ref. [17] shows that, at high energy, the average power lost per particle per unit distance for a uniform distribution ${ }^{2}$ between two perfectly conducting parallel plates is

$$
\begin{equation*}
\left\langle\frac{P^{(N)}}{N \beta c}\right\rangle_{\text {coh.p.p. }} \sim \frac{\sqrt{3}}{24} \frac{N r_{c} m c^{2} h}{\rho^{2} \sigma_{z}^{2}} \tag{2.9}
\end{equation*}
$$

where $h$ is the separation of the plates. This is of the same form as eq. (2.8) but with an additional shielding factor

$$
\begin{equation*}
b \equiv \frac{h}{\rho^{1 / 3} \sigma_{z}^{2 / 3}} . \tag{2.10}
\end{equation*}
$$

The effect of shielding is important when $b \lesssim 3$ [25]. This work was continued in 1954 by Nodvick \& Saxon [26].

## 3 CSR Wakefield

From energy conservation, the energy that goes into CSR must be the same as that lost by the particles producing it. Geometrically as the bunch moves on an arc, photons emitted by particles in the back of the bunch are able to interact with particles in the front of the bunch. For relativistic bunches in free space, the primary effect is that the center and back of the bunch lose energy, while the head of the bunch actually gains some energy. The functional form of the total force on a particle due to the bunch as a whole is called the CSR wakefield.

### 3.1 Basic approaches

One approach to derive the CSR wakefield is to start with the Liénard-Wiechert potentials for a point particle with charge $q$, which imply that the electric field at any position $\mathbf{x}$ and time $t$ can given in terms of the particle's position $\mathbf{r}(\tau)$, velocity $\boldsymbol{\beta}(\tau) c$, and acceleration $\dot{\boldsymbol{\beta}}(\tau) c$ as

$$
\begin{equation*}
\mathbf{E}(\mathbf{x}, t)=\frac{q}{4 \pi \epsilon_{0}}[\underbrace{\frac{\mathbf{n}-\boldsymbol{\beta}}{\gamma^{2}(1-\boldsymbol{\beta} \cdot \mathbf{n})^{3} R^{2}}}_{\text {velocity }}+\underbrace{\frac{\mathbf{n} \times\{(\mathbf{n}-\boldsymbol{\beta}) \times \dot{\boldsymbol{\beta}}\}}{c(1-\boldsymbol{\beta} \cdot \mathbf{n})^{3} R}}_{\text {acceleration }}]_{\tau=t-R / c}, \tag{3.1}
\end{equation*}
$$

where $R=|\mathbf{R}|, \mathbf{R}=\mathbf{x}-\mathbf{r}(\tau), \mathbf{n}=\mathbf{R} / R, \epsilon_{0}$ is the vacuum permittivity, and the brackets indicate that all quantities are to be evaluated at the retarded time

$$
\begin{equation*}
\tau=t-R(\tau) / c \tag{3.2}
\end{equation*}
$$

${ }^{2}$ Note that a uniform distribution of length $l$ has a standard deviation $\sigma_{z}=l / \sqrt{12}$.

The magnetic field is given by $\mathbf{B}=\mathbf{n} \times \mathbf{E} / c$ [18]. The velocity term is sometimes called the "space charge" or "Coulomb" term because of the $1 / R^{2}$ scaling, while the acceleration term is sometimes called the "radiation" term because of the $1 / R$ scaling.

In an alternative formulation, for given charge and current densities $\rho(\mathbf{x}, t)$ and $\mathbf{J}(\mathbf{x}, t)$ at position $\mathbf{x}$ and time $t$, the electric field $\mathbf{E}(\mathbf{x}, t)$ can be calculated using Jefimenko's form of Maxwell's equations:

$$
\begin{equation*}
\mathbf{E}(\mathbf{x}, t)=\frac{1}{4 \pi \epsilon_{0}} \int \mathrm{~d}^{3} x^{\prime}\left[\frac{\mathbf{R}}{R^{3}} \rho\left(\mathbf{x}^{\prime}, \tau\right)+\frac{\mathbf{R}}{c R^{2}} \dot{\rho}\left(\mathbf{x}^{\prime}, \tau\right)-\frac{1}{c^{2} R} \dot{\mathbf{J}}\left(\mathbf{x}^{\prime}, \tau\right)\right]_{\tau=t-R / c} \tag{3.3}
\end{equation*}
$$

in which $\mathbf{R} \equiv \mathbf{x}-\mathbf{x}^{\prime}, R \equiv\|\mathbf{R}\|[18]$. In this formulation, the retarded points $\mathbf{x}^{\prime}$ and times $t^{\prime}$ are independent variables, so there are no functions that need to be inverted. Therefore, if one knows $\rho, \dot{\rho}$, and $\dot{\mathbf{J}}$ at all points in space $\mathbf{x}^{\prime}$ and for all times $t^{\prime} \leq t$, with a dot denoting the time derivative, then this formula gives the electric field by direct integration.

These formulations are amenable to analytic calculations for particles moving on fixed geometries. The total field is then the sum of the fields for each particle. While this approach is best suited for calculations in free space, the effect of shielding can be straightforwardly included for planar motion by using an infinite array of image charges.

Another approach is to solve Maxwell's equations directly for a charged particle in a conducting beam chamber. This is necessary for situations with strong shielding. While this is difficult in general, analytic solutions can be found by making assumptions about the beam chamber geometry (e.g., cylindrical pill box, toroidal) and conductivity, as well as the current source (on-axis, constant velocity). Such systems were first studied by Neil at al. in the 1960s [27, 28]. Warnock and Morton [29], Ng [30] and Karliner et al. [31] independently studied the resonance modes and resistive wall effects in 1988. Reference [29] concludes that wave numbers less than $h \sqrt{\rho / w}$ should be suppressed for a chamber width $w$. An alternative approach to calculate fields in the frequency domain was introduced in 2003 by Stupakov \& Kotelnikov [32].

### 3.2 One-dimensional analytic models

One-dimensional models are important because they give insight into the overall structure and scaling of the problem and can motivate the development of higher dimensional models.

Equation 3.1 can be simplified if we consider charges that move on the same trajectory at the same speed, but distributed in time. This is called the line charge model. For motion on a circle, the 1D CSR wakefield was first derived in 1960 by Iogansen \& Rabinovich [33]. Murphy et al. used a similar method to include the effect of shielding by parallel plates in 1996 [34].

These earlier developments focused on purely circular geometries, but practically all modern accelerators are composed of separated magnets. The need to calculate the transient effects in bunch-compression systems led Saldin et al., in 1997, to develop an ultra-relativistic 1D model of the longitudinal CSR wakefield in an isolated bending magnet. Using small-angle approximations they derive the 1D longitudinal CSR wakefield for a bunch entering a bend as

$$
\begin{align*}
W_{s}(z) & =-\frac{2}{3^{1 / 3}} \frac{N r_{c} m c^{2}}{\rho^{2 / 3}}\left[\frac{\lambda\left(z-z_{L}\right)-\lambda\left(z-4 z_{L}\right)}{z_{L}^{1 / 3}}+\int_{z-z_{L}}^{z} \frac{1}{\left(z-z^{\prime}\right)^{1 / 3}} \frac{\partial \lambda\left(z^{\prime}\right)}{\partial z^{\prime}} \mathrm{d} z^{\prime}\right]  \tag{3.4}\\
z_{L} & \equiv \frac{\rho \phi^{3}}{24}
\end{align*}
$$

where $\lambda(z)$ is the normalized longitudinal bunch density at $z=s-\beta c t, z_{L}$ is called the slippage length, and $\phi$ is the angle traveled into the magnet by the bunch center [35]. If the extent of $\lambda$ is greater than the slippage length then the first terms are zero, and this is called the steady-state wakefield. Otherwise this is called the entrance transient wakefield. Note that this formula only accounts for the acceleration term in eq. (3.1).

Reference [35] also establishes four basic geometrical cases to consider for a source particle $P^{\prime}$ that travels behind observation particle $P$ on the same trajectory:

Case A $P^{\prime}$ traveling on a straight line, $P$ inside a following bend (entering).
Case B Both particles within a bend (steady-state).
Case C $P^{\prime}$ and $P$ traveling on straight lines before and after a bend, respectively (straddling).
Case D $P^{\prime}$ within a bend, $P$ inside the straight line following a bend (exiting).
These were further clarified by Stupakov \& Emma [36] in 2002. Many years later, motivated by the need to study CSR in FFA magnets in CBETA [37], Lou \& Hoffstaetter extended these for cases ( $\mathbf{E}, \mathbf{F}, \mathbf{G}, \mathbf{H}$, and sub-cases) that consider two bending magnets [38]. The total wakefield of a bunch is obtained by integrating the bunch density over formulas for the appropriate cases.

One-dimensional longitudinal models similar to eq. (3.4) have been extensively studied and developed over subsequent decades. In 2009 Sagan et al. extended the formalism to include systems of arbitrary bends and drifts, with a non-singular form of the integrand and finite energy [39]. In the same year Mayes \& Hoffstaetter removed all relativistic and small-angle approximations and developed an exact formalism using the Jefimenko equations (eq. (3.3)), including shielding by parallel plates [24]. This method was used to validate the range of applicability of ref. [39].

One-dimensional models for the transverse force have been controversial. In 1985 Talman examined the transverse force from eq. (3.1) for a thin line charge, and remarked that it has a logarithmic singularity for zero transverse size [3]. This is called the Centrifugal Space Charge Term (CSCF). ${ }^{3}$ At the time this was thought to have serious consequences for electron storage rings, which prompted a workshop in the same year and many studies [40]. Lee studied this in 1990 and argued that this force is nearly canceled by the change in potential energy of the beam in a bend [41]. In 1996 Derbenev \& Shiltsev [42] rederived the CSCF and showed that a thin bunched beam has a "centrifugal" transverse wakefield

$$
\begin{equation*}
W_{x}^{(1)}(z)=N r_{c} m c^{2} \frac{\Lambda}{\rho} \lambda(z) \tag{3.5}
\end{equation*}
$$

where $\Lambda=\log \left[\left(\rho \sigma_{z}^{2} / \sigma_{x}^{3}\right)^{2 / 3}\left(1+\sigma_{x} / \sigma_{z}\right)\right]$, and $\sigma_{x}$ is the horizontal size of the bunch. However, like Lee they concluded that this does not contribute to the beam dynamics, and instead they introduce a "centripetal" transverse wakefield

$$
\begin{equation*}
W_{x}^{(2)}(z)=-N r_{c} m c^{2} \frac{2}{\rho} \lambda(z) \tag{3.6}
\end{equation*}
$$

which has the opposite sign and no dependence on the transverse beam size. The subject has been the source of many animated papers and discussions [43, 44].

[^1]The simplicity of 1D line-charge models comes at a cost, as the electric field within an infinitesimally thin line-charge is infinite. All derivations of 1D wakefields using line-charge models must use some sort of regularization scheme, such as subtracting off a Coulomb-like term, in order to obtain finite values [45]. This is often justified by the fact that averaging $W_{s}$ over the bunch distribution recovers the correct coherent power loss. ${ }^{4}$ However this is not theoretically satisfying, and it has led to confusion about how to analyze these models. Extending the charge distributions to two- and three-dimensions alleviates this problem.

### 3.3 Two- and three-dimensional analytic models



Figure 1. (a) Basic CSR geometry for a source particle in position $P^{\prime}$ at the retarded time $t^{\prime}$, influencing an observation particle at position $P$ at the current time $t$. The solid red dot is the source particle also at the current time $t$, which has a local arc length difference $l$ from the observation particle. (b) The retarded angle $\theta$ in this geometry for various $l$ and $x$ with $\gamma=500$ and $\rho=1 \mathrm{~m}$.

In principle it is straightforward to develop 2D and 3D models for CSR by using eq. (3.1) with prescribed trajectories, such as motion on a circle. Figure 1 shows such a geometry, and using the definition of retarded time in eq. (3.2) we can write the longitudinal distance $l$ from the source to observation particle (at the current time $t$ ) as

$$
\begin{equation*}
\frac{l}{\rho}=\theta-\beta \sqrt{\left(\frac{x}{\rho}\right)^{2}+\left(\frac{y}{\rho}\right)^{2}+4\left(1+\frac{x}{\rho}\right) \sin ^{2}\left(\frac{\theta}{2}\right)}, \tag{3.7}
\end{equation*}
$$

where $\theta$ is the retarded angle of the source particle and $y$ is up, out of the page. This and eq. (3.1) allow us to calculate the fields given particle positions at the current time $t$. Figure 2 illustrates how distorted a regular pattern of particles can look in their retarded positions. Defining $z=s-\beta c t$ with $s$ as the arc length also gives $l=z^{\prime}-z$, where the prime denotes the values at the retarded time.

[^2]
(a) Circular trajectories

(b) 4 retarded sources

(c) 36 retarded sources

Figure 2. Visualization of retarded positions in two dimensions for particles in circular motion. In (a) an observation particle (black) is surrounded by four particles (solid dots) at the same observation time. In (b) the retarded positions for these particles are shown as circles, from which a photon can be emitted that reaches the observation particle. By the retardation condition, the time for each photon to do this is the same as the time elapsed as these particles traverse the dashed line. (c) shows the same, but with 36 particles.

Equation 3.7 is a transcendental equation in $\theta$ with no known closed-form solutions, so approximations are often used to invert it. For example, with $x=0, y=0$, and assuming positive $l$, eq. (3.7) can be expanded as

$$
\begin{align*}
\frac{l}{\rho} & =\theta-2 \beta \sin \left(\frac{\theta}{2}\right)  \tag{3.8}\\
& \simeq(1-\beta) \theta+\frac{\beta \theta^{3}}{24}+O\left(\theta^{5}\right), \tag{3.9}
\end{align*}
$$

which is a depressed cubic equation and therefore has an analytic solution. This is also the definition of the slippage length in eq. (3.4) with $\beta \rightarrow 1$. Similarly the full eq. (3.7) can be expanded into a depressed quartic equation, which also has a known analytic solution. In 2013 Huang et al. [6] pioneered several such expansions in two dimensions, including a Padé approximatant, and developed a two-dimensional model for the longitudinal CSR wakefield including the entrance transient case.

A significant advance occurred in 2017 when Cai developed a 2D steady-state model without approximations in the retarded angle or energy [7], and then in 2020 a full 3D steady-state model [8]. In 2021 he continued the work in 2D to include the four transient cases A-D described in section 3.2. One of the essential aspects is to simply leave eq. (3.7) in the formulas without approximation, to be numerically evaluated later. Formulas for the transverse, vertical, and longitudinal electric fields $E_{x}, E_{y}, E_{s}$ and magnetic fields $B_{x}, B_{y}, B_{s}$ are then easily written. With the paraxial approximation $\left(\beta_{x} \approx 0, \beta_{y} \approx 0, \beta_{s} \approx \beta\right)$, the transverse forces $F_{x}$ and $F_{y}$ are also easily written.

For example, the longitudinal electric field in eq. (3.1) is

$$
\begin{equation*}
E_{S}(\chi, \zeta, \xi)=\frac{q}{4 \pi \epsilon_{0}} \frac{\beta^{2}}{\rho^{2}} \frac{(\sin \theta-\beta \kappa \cos \theta) /(\beta \gamma)^{2}+[\cos \theta-(1+\chi)][(1+\chi) \sin \theta-\beta \kappa]-\zeta^{2} \sin \theta}{[\kappa-\beta(1+\chi) \sin \theta]^{3}}, \tag{3.10}
\end{equation*}
$$

where $\kappa \equiv R / \rho=\sqrt{\chi^{2}+\zeta^{2}+4(1+\chi) \sin ^{2} \frac{\theta}{2}}$, and we use the convenient notation $\chi \equiv x / \rho$, $\zeta \equiv y / \rho$, as in ref. [8]. Further defining $\xi=-l / 2 \rho=\left(z^{\prime}-z\right) / 2 \rho$, the longitudinal 3D steady-state

CSR wakefield due to a normalized bunch distribution $\lambda$ with charge $Q=N q$ is then given by the convolution over the electric field

$$
\begin{equation*}
W_{s}(x, y, z)=\iiint E_{S}\left(\frac{x-x^{\prime}}{\rho}, \frac{y-y^{\prime}}{\rho}, \frac{z-z^{\prime}}{2 \rho}\right) Q \lambda\left(x^{\prime}, y^{\prime}, z^{\prime}\right) d x^{\prime} d y^{\prime} d z^{\prime} \tag{3.11}
\end{equation*}
$$



Figure 3. Visualization of the total 3D steady-state CSR wakefield from ref. [8]. This uses the PyCSR3D package with parameter set A in table 1. The horizontal and vertical wakes use the integrated Green function method described in section 4.3 on the Lorentz force directly, while the longitudinal wake uses the potential function described in this section. Note that these plots are in units normalized by $N r_{c} m c^{2}$.

However, the force formulas are difficult to use numerically because of a strong coordinate singularity at the origin. One solution is to find "potential" functions for the fields and forces, so that $E_{s} \propto \partial w_{s} / \partial \xi$, and then to integrate by parts to obtain

$$
\begin{equation*}
W_{s}(x, y, z)=N r_{c} m c^{2} \iiint w_{s}\left(\frac{x-x^{\prime}}{\rho}, \frac{y-y^{\prime}}{\rho}, \frac{z-z^{\prime}}{2 \rho}\right) \frac{\partial \lambda\left(\chi^{\prime}, \zeta^{\prime}, z^{\prime}\right)}{\partial z^{\prime}} d x^{\prime} d y^{\prime} d z^{\prime} \tag{3.12}
\end{equation*}
$$

where the potential (kernel) function is

$$
\begin{equation*}
w_{s}(\chi, \zeta, \xi)=\frac{\beta^{2}}{\rho} \frac{\cos \theta-\frac{1}{1+\chi}-\frac{1}{\beta^{2} \gamma^{2}}}{\kappa-\beta(1+\chi) \sin \theta} \tag{3.13}
\end{equation*}
$$

A different approach, suitable for when integration by parts is not practical, is to use the integrated Green function method as described in section 4.3. The transient forms of these results are similar, but with finite integration limits and multiple terms. Nevertheless, they are of a form that can be readily evaluated and integrated numerically. Figure 3 shows the total 3D wakefields due to a simple Gaussian beam, with parameters defined in table 1. Note that these plots are shown in units normalized by $N r_{c} m c^{2}$.

Table 1. Test parameter sets for illustrating the CSR wake. These use uncorrelated Gaussian distributions with standard deviations $\sigma_{x}, \sigma_{y}, \sigma_{z}$. The instantaneous velocity is in the $z$ direction.

| Name | $\sigma_{x}(\mu \mathrm{~m})$ | $\sigma_{y}(\mu \mathrm{~m})$ | $\sigma_{z}(\mu \mathrm{~m})$ | $\rho(\mathrm{m})$ | $\gamma$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
| A | 10 | 10 | 10 | 1 | 500 |
| B | 10 | 1 | 10 | 1 | 500 |

For arbitrary trajectories, Stupakov \& Tang in 2021 developed an approach to calculate the fields using forms very similar to eq. (3.3), with the current density expressed as the product of the charge density and the local velocity, and the time derivative of the charge density eliminated using the continuity equation [10]. They adapt the formulas in 2D using Frenet-Serret curvilinear coordinates, which can then be evaluated numerically. Besides the arbitrary trajectories, this method has the advantage of being able to capture the effects of a compressing bunch due to energy deviations. The cost, however, is that the history of the charge and current densities must be known in advance.

## 4 Numerical computation

Most complex accelerator effects cannot be calculated from a formula and must be evaluated using numerical simulations. Accelerator simulations have been performed at least since the 1960s [46]. The need to accurately estimate the emittance growth due to CSR in bunch compressors in FELs drove the development of many simulation codes, some specialized and some general purpose.

### 4.1 One-dimensional numerical approaches

One-dimensional models are most commonly used in complex simulations because of their speed. The simplicity of eq. (3.4) allowed Borland to develop it into an algorithm for ELEGANT in 2001 [47], which is still used and relied upon today. Like many accelerator codes, ElEGANT has the concept of discrete elements (e.g., bending magnets, drifts) that form the basic reference geometry to use in the calculation, and therefore the basic cases described above can be implemented.

In 2009 Sagan et al. incorporated the formalism in ref. [39] for arbitrary bends and drifts into BMAd[48] by slicing the bunch and incorporating the space charge effect using an approximate formula for the force from a thin Gaussian slice. Later in 2017 Sagan \& Mayes realized that a general approximation given by Saldin et al. in 1998 [49] could be implemented in BMAD, which simplified and extended the calculation to arbitrary off-axis trajectories by recording the history of the bunch trajectory and using a spline fit to locate the retarded positions via numerical root finding [50]. In 2018 Brynes et al. described a similar method, used in the code GPT [51], that makes use of off-axis sample particles in the slices and their histories to compute the full fields from eq. (3.1) [52].

### 4.2 Field-based numerical approaches

The effect of shielding in some of these codes is mimicked using image charges. This however only works for movement in one plane (e.g., the horizontal plane, using vertical image charges). The end of section 3.1 describes approaches for solving Maxwell's equations in pure goemetries, but different approaches are needed to simulate complex chamber geometries or transient effects. One of the first to do this for CSR was Agoh \& Yokoya, who developed an approach in 2004 to propagate fields on a computational mesh in the frequency domain, with the equations simplified by using the paraxial approximation and a fixed line-charge distribution. They developed a custom code that was later used to verify the parallel-plate method in Bmad [39]. An excellent summary of this and previous approaches was also written by Agoh in ref. [53].

More recently in 2016 Warnock \& Bizzozero expanded on these methods to extend the charge distribution in the vertical direction and allow for complex wall chambers. In the time domain, Novokhatski describes an implicit scheme to solve for the fields on a traveling mesh [54]. In 2019 Bizzozero et al. developed a code that used a high-order discontinuous Galerkin method to compute CSR in a complicated bunch compressor chamber [55].

### 4.3 Two-dimensional particle-based numerical approaches

Two-dimensional CSR wakefields were actually studied numerically as early as 1997 by Dohlus \& Limberg by slicing the bunch transversely and calculating the fields due to many 1D bunches [56]. This eventually evolved into CSRTRACK, which is still used today to explore 2D effects [57]. One of the methods in CSRtrack is to track "sub-bunches" that have a fixed Gaussian shape, and to track these backwards in time to find the retarded positions. Formulas derived from the retarded potentials are integrated over each sub-bunch to obtain the field on a 2 D mesh in the horizontal plane. This does not consider vertical forces [58, 59].

Capturing the effect of the microbunching instability can be challenging for bunch compressor systems, so in 2009 Bassi et al. developed a 2D Vlasov-Maxwell approach, which naturally includes CSR, to explore this self-consistently [60]. The corresponding 2D CSR code is now named VM3@A (Vlasov-Maxwell Monte-Carlo Method at Albuquerque) [61]. For each tracking step, particles are converted to a smooth representation using a Fourier method, where the Fourier coefficients are calculated via a Monte-Carlo integration. This permits the accurate and efficient storage over a "history" of the charge density and its spatial and time derivatives, allowing for the calculation of the electromagnetic fields via a two-dimensional integration that accounts for retardation effects.

Starting in 2020, Lou et al. have been developing an efficient convolutional approach to evaluate the 2D wakefield formulas by Cai as described in section 3.3. The goal is to prototype the numerical methods so that they can be incorporated into a general purpose beam dynamics code such as BMAD. To this end they are developing the open-source PyCSR2D Python package [11, 62].

The unique feature of these wakefield formulas is that is they are written as a convolution. For example, in one dimension, consider

$$
\begin{equation*}
W(z)=\int G\left(z-z^{\prime}\right) \lambda\left(z^{\prime}\right) \mathrm{d} z^{\prime}, \tag{4.1}
\end{equation*}
$$

where $\lambda$ is a bounded distribution. A simple and robust way to solve this is to discretize the system. Let the values of $z$ be restricted to a set $\left\{z_{k}\right\}$, and denote $\lambda_{k}=\lambda\left(z_{k}\right), W_{k}=W\left(z_{k}\right)$. If the values $z_{k}$ are also chosen to be on a regular grid, so that $z_{k}=k \Delta$ for some grid spacing $\Delta$, and if $\lambda$ is approximated to be constant over each interval $\Delta$, then we have

$$
\begin{align*}
W_{k} & =\int G\left(z_{k}-z^{\prime}\right) \lambda\left(z^{\prime}\right) \mathrm{d} z^{\prime}  \tag{4.2}\\
& \approx \sum_{k^{\prime}} \lambda_{k^{\prime}} \underbrace{\int_{z_{k}-z_{k}^{\prime}-\Delta / 2}^{z_{k}-z_{k}^{\prime}+\Delta / 2} G\left(z^{\prime \prime}\right) \mathrm{d} z^{\prime \prime}}_{\bar{G}\left(z_{k}-z_{k^{\prime}}\right) \equiv \bar{G}_{k-k^{\prime}}}  \tag{4.3}\\
& =\sum_{k^{\prime}} \lambda_{k^{\prime}} \bar{G}_{k-k^{\prime}},
\end{align*}
$$

which is now in the form of a discrete convolution. The function $\bar{G}$ is simply the integral of $G$ over a grid cell. This is known as the integrated Green function (IGF) method and has been used for some time now in space charge calculations, because the indefinite integral can be performed analytically [63, 64]. Discrete convolutions of this form can be evaluated very efficiently in parallel using Fast Fourier Transform (FFT) method, as described in ref. [65].

PyCSR2D takes particle $x$ and $z$ positions as inputs and deposits them on an $n_{x} \times n_{z}$ grid using a cloud-in-cell algorithm. After some smoothing, the partial derivative in the $z$ direction is computed using finite differences. It then constructs a $2 n_{x} \times 2 n_{z}$ (double-sized) grid of spatial coordinates, with the origin at the center, and evaluates the integrated Green function on this grid based on one of the kernel functions. The choice of the kernel depends on the geometry, such as using eq. (3.13) at $y=0$ for a bunch that is well inside a bend. Convolving the two grids produces the total wakefield on an $n_{x} \times n_{z}$ grid that is aligned with the initial distribution. Values at the original particle positions are then found using interpolation.

### 4.4 Three-dimensional particle-based numerical approaches

Computing CSR in three dimensions has only been pursued recently because of the seemingly high computational cost. In order to evaluate the validity of simplified models and explore single-particle effects, Ryne et al. in 2012 developed a large-scale parallel program to calculate the field directly from the full number of particles in a bunch using eq. (3.1) [66]. They tested this on up to 6.24 billion particles (equivalent to 1 nC of electrons). By gathering statistics on many realizations with different random seeds, they observed that the fluctuations in the field in the center of the bunch grow as $\gamma^{2}$. The initial code was not self-consistent, in that the forces calculated did not act back on the particles.

This evolved into the self-consistent $N$-body LW3D code that is currently being developed by Ryne [67]. At each timestep, for an observation point, the history of each particle is used to find the retarded position and evaluate the field using eq. (3.1). For self-consistent calculations, the observation points can be on a grid to be interpolated, or at the position of each particle for precise forces. To benchmark the code, Ryne compares against an analytical model solved by Synge in 1940 for the time for two charged particles to collide [68].

LW3D is naturally able to compute the CSR wakefield. To illustrate this, we use a highly simplified case of a spherically symmetric Gaussian bunch in which, at an instant, each particle has the same velocity in the $z$ direction. Table 1 shows the parameters. The particles are tracked in an external, vertical magnetic field, without interactions, on a complete circle to record their histories. Figure 4 shows the resultant fields on lines across the bunch, illustrating the stochastic effects.

In a different approach, Huang is developing the open-source code CoSyR that uses eq. (3.1) to create wavefronts for each particle along the bunch trajectory. These wavefront meshes and associated Liénard-Wiechert fields and potentials are combined onto a common grid, which is then used to calculate the beam field for each timestep. The code takes advantage of modern high performance computing architectures using GPUs and can handle the self-consistent beam dynamics from non-steady-state CSR wakes. Currently it is best suited for low energy beams.

Finally, Mayes is developing the open-source PyCSR3D Python package [69] and a companion OpenCSR Fortran library [70] that expand on the developments in PyCSR2D to implement the 3D convolutional formulas developed by Cai. The concept is the same as that described for PyCSR2D,


Figure 4. Horizontal and longitudinal CSR wakes in $y=0$ plane calculated by LW3D using 625 million particles (equivalent to 100 pC of electrons) according to parameter set A in table 1. The longitudinal wakes have been offset in the graph for clarity. Even with this many particles, stochastic effects can be seen.
but on an $n_{x} \times n_{y} \times n_{z}$ grid. OpenCSR is parallelized with OpenMP and uses FFTW [71] for the convolutional step, which enables the algorithm to run in seconds on a personal computer for modest grid parameters. It is incorporated in Bmad as a dependency. Figure 5 shows the field along lines in the $z$ direction, with a comparison to 1D models.

Figure 6 offers a comparison of the total CSR wakefield computed by some of these methods for the simple test parameters in table 1. Here we consider LW3D to be the reference method, because it simulates every electron in the beam without smoothing. The longitudinal wakes agree well between all methods, even though LW3D predicts highly stochastic behavior (which cannot be captured easily with existing meshing methods). The transverse wakes exhibit the same general behaviour, with noticeable differences between the 2D and 3D methods that show the importance of the full 3D calculation. Overall, the horizontal wake for all methods is positive and tends to agree with the CSCF in eq. (3.5).


Figure 5. Horizontal and longitudinal wakes in the $y=0$ plane, calculated by PyCSR3D using parameter set A in table 1. These are essentialy lines taken across Figure 3. In (a), the 1D theory is taken as eq. (3.5), whereas in (b) the 1D theory is the steady-state term in eq. (3.4).


Figure 6. Comparison of the total CSR wakefield along the $z$ axis according to the parameters in table 1 for various codes. LW3D is shown using 624 million particles and exhibits highly stochastic behavior in the longitudinal wake that is not easily captured by the other mesh-based methods. PyCSR3D uses an integrated Green function (IGF) approach over the transverse forces for the horizontal and vertical wakes and uses the potential form from eq. (3.13) for the longitudinal wake. CSRtrack is shown using 100k particles. CoSyR is shown using 300k particles in its 2D mode with smoothing and only considers the acceleration term in eq. (3.1). Parameter set A is a spherically symmetric Gaussian beam, while parameter set B has a vertical size that is smaller by a factor of 10 . CoSyR and PyCSR2D only consider forces in the $y=0$ plane and are therefore the same in both parameter sets. Only LW3D and PyCSR3D are able to produce the vertical wakes and, besides the stochastic effects, show excellent agreement in all of these examples.

## 5 Outlook

Computing CSR in detail within a bunch, especially in three dimensions, is one of the most challenging problems in accelerator physics. In the past a great deal of effort was spent on making approximations and reducing the dimensionality of the problem. In recent years we have been able to remove these assumptions and directly use the equations that were developed more than a century ago.

This is possible not only because of the availability of modern parallel computing resources, but also because of the many layers of software abstraction available to the researcher. To go forward, the community will increasingly need to rely on open and collaborative software development practices. Some of the codes mentioned in this paper are open source or being moved toward it, but many cited in the literature remain closed off or abandoned [72]. All of the approaches shown have limitations, bugs, and inefficiencies, and addressing these will be expedited by better collaboration.

The developments toward modeling full 3D CSR are just beginning. As we continue toward routinely simulating every particle in a bunch, we will start to probe the limitations of classical electrodynamics. Controversial topics such as radiation reaction may need to be revisited, as well as the degree to which we can think of simulated point charges as real [73].
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[^0]:    ${ }^{1}$ Note that $\Gamma(5 / 6) 6^{-1 / 3} \pi^{-1 / 2}=3^{1 / 6} \Gamma(2 / 3)^{2} /(2 \pi)$ which is sometimes reported in the literature.

[^1]:    ${ }^{3}$ This is also known colloquially as the "Talman force".

[^2]:    ${ }^{4}$ Indeed, averaging the steady-state term in eq. (3.4) over a Gaussian bunch distribution will recover eq. (2.8) exactly.

