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Abstract. Aiming at the problem that the current power cloud resource scheduling is inefficient 

and time-consuming, a large-scale power cloud resource scheduling algorithm in an edge 

computing environment is proposed. Firstly, the resource management method of large-scale 

power clouds is optimized. Considering the resource sharing and task scheduling security 

requirements between secondary nodes, and combined with edge computing technology, the 

resource distribution management and scheduling algorithm of the power cloud are optimized. 

Finally, the experiment proves that the resource scheduling time of a large-scale power cloud 

resource scheduling algorithm under an edge computing environment is reduced by more than 

15 minutes in the actual application process, And the scheduling effect is also better than the 

traditional method. 

1.Introduction 

With the improvement of the intelligence level of the power grid in China and the construction of the 

energy Internet in the world, more and more intelligent devices are connected to the power grid. 

Therefore, how to efficiently dispatch these massive resources is an urgent problem to be solved. With 

the continuous development of power grid informatization and the development of cloud computing, 

power enterprises are more and more applied in the virtual environment [1]. With the continuous growth 

of power grid services, the characteristics of real-time, high parallelism and high capacity of power grid 

equipment make the load and calculation amount in the power grid environment gradually increase. 

Therefore, how to effectively improve the computing performance and utilization efficiency of the 

power grid, and how to establish a scalable virtual resource library are the topics that many people are 

discussing. At present, in a large number of existing research, the most commonly used resource 

planning based on job planning has a high self-adaptive ability. It is an effective large-scale computing 

method and has been widely used in virtual machine clusters [2]. However, this method has some defects, 

that is, it is an application-oriented, object-oriented, distributed and application-level sorting technology. 

The current resource allocation method can realize real-time resource allocation, but it can only make 

corresponding adjustments and responses when the system is short or excessive. Therefore, under this 

background, a large-scale power grid resource allocation algorithm will be given based on edge 

computing [3]. 
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2.Large-scale power cloud resource scheduling algorithm 

2.1.Large scale power cloud resource management scheme 

With the rapid development of the Internet and the widespread application of cloud computing 

technology in the power field, a large number of intelligent terminals are connected to the cloud. To 

improve management efficiency and reduce maintenance cost, the traditional resource management 

scheme uploads a large amount of data collected from the terminal to the cloud [4]. However, with the 

rapid development of the smart grid technology, an increasing number of access devices and the 

increasingly frequent information exchange, this cloud resource management mode can’t meet the needs 

of large-scale data processing. In the field of power business, there are many device nodes with 

computing capabilities at the edge of the network. If the computing capabilities of these edge devices 

can be utilized, cloud computing-based services can be well provided [5]. Therefore, this paper proposes 

a power cloud resource management scheme based on edge computing. In this scheme, the application 

platform sinks the computing task to the big data platform of the provincial company, shares the storage 

resources, computing resources and data resources of the big data platform for business algorithm 

calculation, and sends the calculation results back to the cloud. In the power cloud resource management 

scheme based on edge computing, data computing is divided into two levels: the first-level analysis and 

control node and the second-level calculation node of the headquarters, as shown in Figure 1. 
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Figure 1.Power cloud resource management scheme based on the edge computing 
 

The first level node mainly provides functions such as graphic analysis and modeling, algorithm 

distribution and management. The provincial level node is a sinking computing node, which performs 

unified scheduling of provincial computing service resources and connects with the power supply 

service command system and big data platform. The main application scenarios of this computing mode 

include holographic customer portrait construction and hot spot positioning. In the power cloud resource 

management scheme based on edge computing, the secondary node acts as the computing node, but the 

resources are limited, and sometimes large-scale computing tasks cannot be successfully performed 

locally [6]. Therefore, this paper considers that resource sharing and reasonable scheduling between 

secondary nodes can be realized by allocating the redundant sub-tasks that cannot be completed locally 

to other nodes with idle resources. Compared with traditional methods, edge computing has managed 

and allocated resources in a smaller granularity, improving the utilization and energy consumption of 

edge computing resources. However, if virtual resource management is fully implemented according to 

the user's application, a large number of active resources will be idle, and the resources and energy 

consumption are still wasted. Since the user is not sure about the resources, the applied resources often 

exceed the actual needs. To make more effective use of resources, we need to have a more accurate grasp 

of resource demand and make resource planning in advance [7]. The capacity demand for cloud 

computing increases gradually with the passage of time. The total demand does not increase 

monotonously, but fluctuates to a certain extent. To avoid the waste of idle resources as much as possible 
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and ensure service quality, the resources are divided into two parts. The first part is called "periodic 

resources", which is mainly to meet most of the resource requirements of the cloud center and ensure 

the smooth operation of the resource center. The resource requirements can be found according to the 

historical data analysis to meet the relatively stable resource requirements of the data center; the second 

part of resources is called "peak period resources", which mainly meet the peak resource demand of 

each stage. Through resource division, resources can be more finely managed, periodic resources can 

be used to meet basic needs, and then peak period resources can be dynamically enabled or closed 

according to peak demand. Of course, the startup and shutdown of virtual resources take time, and the 

startup and shutdown of resources have different impacts on the application system. Therefore, in 

practical applications, the time granularity of resource management can be adjusted according to the 

actual situation of the user's application system [8]. The technical framework of resource planning and 

scheduling based on data mining is shown in Figure 2. 

 

Resource utilization data collection

Pretreatment

Resource demand forecast

Resource capacity rules

Virtual resource 
management system

Resource monitoring

Peak period resource scheduling

 

Figure 2.Cloud resource planning and scheduling technical framework 
 

The development of information technology and communication technology has created favorable 

conditions for edge computing technology [9]. The basic principle of edge computing technology is to 

physically separate and logically integrate the processing and calculation of information by using 

distributed hardware systems and distributed software systems, and then summarize the results as 

required. In edge computing technology, the core is based on an edge computing process, which can 

combine huge system hardware resources to serve the same goal [10]. At the same time, the physical 

results of the processing can also be stored in many distributed computer systems according to a certain 

logical relationship, and provide on-demand access and calculation. In terms of physical entities, the 

technical architecture of edge computing is divided into four parts, which constitute the four-tier 

relationship of the edge computing technology platform [11]. Each layer provides physical facilities 

support for the upper layer and logical services for the lower layer. 

2.2.Resource distribution algorithm based on edge computing 

The load-balancing problem of edge computing is proposed because of the emergence of distributed 

systems. In distributed systems, load balancing is the core function of system scalability. A task is 

waiting for the service of a resource in the queue, and at the same time, another resource may be idle. 

This is an objective situation, which leads to a load of a server being too high and running slowly, while 

other servers are not running and consuming power in vain. The significance of load balancing is to 

prevent this situation as much as possible [12]. Load balancing divides the traffic to multiple servers 

through algorithms, makes full use of the server's computing resources and ensures that the server's 

workload is maintained in a balanced state to prevent its load from being too high [13]. By distributing 

customer requirements to various servers, the time delay of the server is reduced, and the response speed 

of the system is greatly improved. In the cloud environment, the servers can be distributed in the data 

centers of different companies and institutions all over the world. Even if a data center is damaged due 

to some irresistible factors, it can still coordinate the processing of customer requests and tasks through 

servers distributed in other regional data centers. The infrastructure construction of the private cloud is 

relatively complete. Load balancing can use a group of dedicated servers to serve specific enterprise 

clients [14]. For parallel programs, load balancing tries to distribute the workload to multiple processors 

as much as possible to improve the performance of the system. Generally speaking, a load-balancing 
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mechanism includes information collection, policy selection and data migration. In the information 

collection stage, the load balancer will collect information about the workload and the current state of 

the computer to determine whether the current system load is balanced. The strategy selection stage 

focuses on calculating the most ideal data distribution mode, while the data migration stage transfers the 

excessive load from the overloaded server to other servers. The power cloud is a multi-task parallel 

mode, and it needs to be able to predict the system performance as accurately as possible before 

assigning tasks. If a task is assigned to a processing node 𝑠 in the power cloud, it is necessary to predict 

the completion time of the task [15]. Completing a user task mainly includes two operations: transferring 

the task to the computing node and executing the task on the computing node. Therefore, it is necessary 

to predict the following two points: how long it will take to transmit this task to the processing node 𝑠, 

that is, to predict the expected transmission time of each line transmission unit task from the master 

node to the node  𝐸𝑇𝑇 (𝑒𝑖𝑗). When the task reaches 𝑖, how long does 𝑗 need to complete it. Under the 

current processing capacity of the node, the estimated execution time of the processing unit task 

𝐸𝑇𝑇 (𝑒𝑖𝑗). Suppose a certain moment 𝑡, for a transmission line: 𝑣, we need to predict the number of 

𝑘 + 1 unit tasks in 𝑎. The time required for the transmission of the task package is 𝑀. Can be obtained 

by edge computing 𝑡 timeline 𝑣 Available bandwidth on Bandwidth, then 𝑡 time can be obtained by 

the formula: 𝑘 + 1 unit tasks on the line 𝑣 estimated transfer time on 𝐸𝑇𝑇 (𝑒𝑖𝑗): 

 𝐸𝑇𝑇 (𝑒𝑖𝑗) = 𝑀(𝑖, 𝑗)/ Bandwidth [𝑎 − 𝑡𝑣 + (𝑘 + 1)] (1) 

Hypothetical node 𝑑 and node 𝑟 between 𝑓 transmission line is connected with: 𝑓0, 𝑓1, … … , 𝑓𝑛−𝑙 

then the first 𝑘 + 1 unit tasks from 𝑑 node transfer to 𝑟 estimated transmission time of the node: 

 𝑊𝑑→𝑟 = 𝑘 + 1∏𝐸𝑇𝑇(e𝑖𝑗) + 𝑓𝑛−𝑙(𝑟 − 𝑑) (2) 

The comprehensive benefits of edge computing task scheduling are divided into performance 

benefits and economic benefits. Performance benefit mainly refers to task execution time and system 

load, while economic benefit mainly refers to user task execution cost. The evaluation function of low-

performance performance benefit should be avoided due to excessive user expense and excessive pursuit 

of performance or low cost: 

 𝑇𝑖𝑚𝑒𝑃𝑒𝑟 (𝑖, 𝑗) = 𝑁 −
𝑊𝑑→𝑟

∑  𝑁
𝑗=1 ∑  𝑁

𝑖=1 𝑞𝑡𝑖𝑗×𝑠𝑙𝑖𝑗
 (3) 

Where 𝑡𝑖𝑗 , 𝑙𝑖𝑗 are the expected completion time matrix of the task 𝑞 and resource task allocation 

matrix 𝑠𝑙 elements corresponding to positions, 𝑁 is the reference coefficient. The performance benefit 

evaluation function shows that the task execution time is different with different task allocation methods. 

The migration quality is that after the virtual machine is transferred from a hot spot, this problem can be 

well solved. From the above, it can be seen that physical nodes use CPU utilization to determine the 

heat source. Therefore, this paper proposes a method that combines CPU utilization with the volume of 

the virtual machine to ensure the quality of the migration when selecting the migration virtual machine. 

 𝑆 = 𝑈𝑉 − 𝑅ram/TimePer (𝑖, 𝑗) (4) 

Where, 𝑈𝑉  is the utilization rate of the virtual machine CPU, 𝑎𝑛𝑑 𝑅ram  is the memory of the 

virtual machine. When the CPU utilization is high and the memory is small, the s value is large. At this 

time, the CPU utilization of virtual machines has an important impact on SLA. By transplanting it, the 

CPU utilization of physical nodes can be greatly reduced. As this system has a very small storage space 

and the amount of storage required in the migration process is also very low, the bandwidth and CPU 

clock cycle required for migration can be reduced, thus greatly reducing the running time in the 

migration process [16]. The virtual machine migration program requires copying the CPU field, memory 

data and other related parameters. If the migration is not performed in the same data environment, more 

data will be generated. In this paper, a space volume measurement formula based on a virtual machine 

is proposed. By selecting a smaller virtual machine, the virtual machine can be transplanted quickly. 
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Virtual machine volume calculation function (such as formula): 

 𝜇 = 𝑆 −
1

1−𝑈𝑣
×

1

1−𝑅𝑟𝑎𝑚
 (5) 

Among them, the higher the utilization rate of 𝜇, the larger the virtual machine volume 𝑍, and the 

more data 𝛾𝑠
𝑖 needs to be copied during migration, so the more the migration time and the physical 

node 𝜂𝑠
𝑖   occupied. Suppose that the estimated execution time 𝑇𝑠

𝑛(𝑘 + 1)  for a certain node 𝑘  to 

process a certain unit task can be obtained by the following formula: 

 𝑇𝑠
𝑛(𝑘 + 1) = 𝜇 ∏  𝑛

𝑖=2 [(1 − 𝑍)𝜂𝑠
𝑖 (𝑘) + 𝑍𝛾𝑠

𝑖(𝑘)] × 𝑆 (6) 

Based on the research of the power cloud computing system architecture and combined with the user 

task execution process, the power cloud computing task scheduling system based on edge computing is 

designed. The overall architecture of the system is shown in Figure 3 of the power cloud task scheduling 

system architecture below, which is mainly composed of a task request queue, task segmentation 

component, task scheduler, resource scheduler, resource pool, virtualization layer and physical resource 

layer, et. 
User

Task request queue

Task segmentation

Task scheduler

Resource scheduler

Run resource queue

Idle resource queue  

Figure 3.Power cloud task scheduling system architecture 
 

The core components of the architecture comprise work demand queuing and task demand queuing. 

Task demand queuing refers to the work proposed by the user, and the user's work content includes: first, 

the nature of the task itself, such as whether the work has a high computing capacity or a high storage 

capacity, and the task and other related contents; the second is the limitation of the task, such as the 

service quality requirements and the cost of task execution. The third is the minimum requirements for 

system configuration, CPU and memory capacity, and power grid bandwidth [17]. Task decomposition 

element: the task decomposition element divides the tasks and programs proposed by the user into 

several smaller operations. The main basis of task decomposition is to identify the parallel operations 

required by each operation, the operations required by the operation in multiple operations, and the data 

and data required by the task. Task scheduler: make use of the results of task division, correlate the 

working states of software and hardware resources in the resource allocation program, establish the 

corresponding task allocation scheme, and map it to the resource allocation program [18]. According to 

the existing power grid environment, power grid bandwidth and power grid availability, energy can 

design an efficient dispatching scheme. This method makes a good correspondence between the user's 

task requirements and the resources of the power cloud so that the task requirements can be met to a 

certain extent and the security of the power grid can be ensured. On this basis, the optimal scheduling 

scheme is determined by several evaluation criteria, and each resource scheduling system assigns each 

task to the corresponding resource node according to the mapping relationship. Resource Planning: to 

realize the operation planning in the power grid of the power grid, it is necessary to understand the use 

of various resources in the power grid in advance, including both utilized and available resources. A 

special monitoring node is set in the power grid to monitor the status of each node in real-time, and can 

know the current use status, availability and load balance of each node at any time. In resource 

scheduling, the resources in the resource pool are configured by selecting the resources in the resource 
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pool, to realize the mapping of resources and match their relationship with resources. According to the 

existing power grid environment, power grid bandwidth and power grid availability, energy can design 

an efficient dispatching scheme. This method makes a good correspondence between the user's task 

requirements and the resources of the power cloud, so that the task requirements can be met to a certain 

extent and the security of the power grid can be ensured [19]. On this basis, the optimal scheduling 

scheme is determined by several evaluation criteria, and each resource scheduling system assigns each 

task to the corresponding resource node according to the mapping relationship. Resource Planning: to 

realize the operation planning in the power grid of the power grid, it is necessary to understand the use 

of various resources in the power grid in advance, including both utilized and available resources. A 

special monitoring node is set in the power grid to monitor the status of each node in real-time and can 

know the current use status, availability and load balance of each node at any time. On this basis, the 

job plan generated by the job plan is used to select the appropriate resource nodes from the resource 

pool and allocate the jobs, to realize the real correspondence between user jobs and resource nodes. 

2.3.Realization of power resource dispatching 

Through the analysis of the business system, the resource scheduling related to the system is summarized. 

According to the different characteristics of resource abstraction levels and objectives targeted by 

various scheduling technologies, the resource scheduling technologies under the virtualization 

environment can be divided into physical layer resource scheduling, virtual layer resource scheduling 

and application layer resource scheduling from bottom to top. The research objective is to ensure the 

stable operation of the application system, Combined with the functions of current mainstream 

virtualization products (therefore, the dynamic allocation of internal resources of virtual machines is not 

within the scope of this study), energy consumption is saved and user service quality is improved [20]. 

Therefore, the model of this study is the research of resource scheduling adjustment strategy based on 

virtual machine migration technology. To dynamically deploy cloud resource capacity, it should be 

considered when to deploy, how much to deploy, and how to deploy. This paper will provide an effective 

capacity evaluation method to analyze and evaluate cloud resource capacity based on the cloud resource 

application status evaluation model, as shown in Figure 4. 

 

Establish baseline
According to historical system application index and resource 

index data, supervision index baseline

Forecast of next business cycle
Predict the value of the next business cycle according to 

historical system application data and resource usage data

Comparison with baseline
Compare the resource assessment results of the next business 

cycle with the baseline to determine whether to deploy resources

Capacity assessment
Evaluate the capacity by integrating the business system 

architecture and application layer status evaluation results  

Figure 4.Overall idea of resource capacity assessment model construction 
 

Each online business system operates on the cloud resource platform and generates a large amount 

of historical data. For example, the historical data of system operation indicators includes cumulative 

visits, the number of online users, the number of concurrent users, the average response time of the 

system, TPS and other indicators. Many units have corresponding network management systems or 

cloud resource management platforms to monitor business system resources and ensure the reliability 

of resources, as shown in Table 1: 
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Table 1.Weight of dispatching evaluation factors 

Level I indicator First level weight Secondary indicators Secondary weight 

Number of the system 

online 
0.357 

Number of online users 0.722 

Concurrent users 0.278 

System response time 0.303 
Average response time 0.658 

Maximum response time 0.345 

Resource utilization 0.343 
CPU utilization 0.496 

Memory usage 0.506 

 

The power equipment condition assessment center is an important part of the power data center. Its 

main task is to realize the management and maintenance of data, regularly carry out equipment 

assessment, formulate maintenance strategies and plans, and realize the professional management of 

equipment condition maintenance. The power equipment resource scheduling model is shown in Figure 

5. 

Business application

Status diagnosis Maintenance strategy

Risk assessment State evaluation

Forecast evaluation Overhaul and maintenance

Online monitoring data

Fault diagnosis data

Equipment defect data

Equipment account data

Data

 

Figure 5.Power equipment resource scheduling model 

 

It can be seen from the figure that the power equipment resource dispatching model center has the 

functions of state diagnosis, prediction and evaluation, state evaluation, risk assessment, overhaul 

strategy, overhaul and maintenance to improve the effective dispatching management of massive power 

resources and ensure the safety of resource dispatching. 

3.Analysis of experimental results 

To verify the advantages of the edge algorithm, this section carries out experimental verification of the 

algorithm. The experiment is divided into two parts for verification. Firstly, the model is verified. In the 

verification process of the proposed resource scheduling model, lingoll is used to calculate and solve 

the model because it has a powerful computing function and data processing ability, and is more 

powerful than MATLAB. The power cloud platform is composed of four computers with the same 

configuration. The specific configuration process is as follows: first, the following software is installed 

on each machine. All computers are installed with Ubuntu 604 system, and the JDK version is jdk-8u5 

- linux-x64argz. The Hadoop version is Hadoop 0.20.0. The hardware configuration standard of the four 

machines in the cluster is: 24g memory, 320G hard disk, 2.6g main frequency. The configuration of 

each node in the Hadoop cloud platform is shown in Table 2: 

 

Table 2.Configuration hostname of each node in cloud resources 

host IP address function 

Master 192.168.199.86 NameNode(JobTracker) 

Slaver1 192.168.199.87 DataNode(JobTracker) 

Slaver2 192.168.199.88 DataNode(JobTracker) 

Slaver3 192.168.199.89 DataNode(JobTracker) 

 

Cloudsim is used to build a simulation platform for power transportation resource scheduling. The 
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specific experimental environment configuration is shown in Table 3: 

 

Table 3.The experimental environment 

Experimental environment Equipment parameters 

Hardware environment Intel(R)Core(TM) i5-2430M 2.4GHz 

Software environment Windows XP 

Development platform My Eclipse 8.5 IDE, Matlab 10 

 

Finally, the optimal solution of the scheduling algorithm is obtained by analyzing the scheduling 

effect value, completion time and load balancing degree; among them, efficiency is the main evaluation 

method, and the results are shown in Figure 6: 
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Figure 6.Comparison of scheduling effect values under different task numbers 
 

It can be seen from the figure that with an increase in the number of tasks, the overall scheduling 

effect values of the two methods show an upward trend, but the scheduling effect under the guidance of 

this method is better. The completion time of the scheduling task is one of the indicators to measure the 

scheduling effect, and is also an important indicator considered by most scheduling algorithms. Based 

on this, the resource scheduling completion time of the two methods is further compared. The specific 

results are shown in Figure. 7: 
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Figure 7.Comparison of completion time under different task numbers 
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Based on the above detection results, compared with the traditional methods, the scheduling effect 

and time consumption of this method are significantly better than those of the traditional methods, 

achieving the scheduling objectives of high efficiency, real-time and safety and meeting the research 

requirements. 

4.Conclusion 

In this paper, the technologies of distributed environment construction, data noise reduction, data 

integration and edge operation are used to build a benchmark that can be used for resource adjustment. 

And the method of boundary operation is used to understand the demand of enterprises for resources 

through boundary operation, and the reasoning ability is configured according to different service 

demands, to achieve the best utilization efficiency, improve the stability of the system, and ensure the 

efficient operation of various businesses in the power market. 
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