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Abstract. The speech signals inserted in the computer may be mixed as a result of interference 

with signals from other sources. These signals may be speech signals or noise. One of the most 

famous examples of this problem when a group of people speaking in the same time is the 

“Cocktail Party”. This problem produces a mixture of different speech signals, called the mixed 

signal. To solve this problem, the audio signals that make up the mixed-signal must be restored to 

their sources. This task is called separating audio sources. In this paper, supervised Deep Recurrent 

Neural Networks with Bi-directional Long Short Term Memory (Supervised DRNN-BLSTM) were 

used. To achieve a monaural source separation, we build a model to separate audio signals from a 

monaural mixed signal. This mixed signal consists of two different audio signals (male-female). 

We predict two types of time-frequency masks (Ideal Ratio Mask (IRM), and Optimal Ratio Mask 

(ORM). They are used to achieve the separation of the target audio sources from the mixed signal. 

We test the model on a dataset with (500) mixed signals. Each mixed signal three seconds in length 

and consists of two speaker signals (Female-Male). They are recorded in a stereo format at 

8192kHz, our approach achieves Signal-to-Distortion ratio (SDR) (0.183.db), Source-to-

interference Ratio (SIR) (0.198.db), and Source-to-Artifacts Ratio (SAR) (0.13.db) gain using 

(ORM) mask compared to the existing model using (IRM) mask. 

 
Keywords: Monaural source separation, Ideal ratio mask (IRM), Optimal Ratio Mask (ORM), 

Deep Neural Network, Cocktail party problem. 

 

1.Introduction 
In the field of sound processing, separation methods are used to extract the interfering sounds of speakers 

in a mixture of different audio signals. The term (Source) is used on the signals forming the mixture, while 

the task is called Blind Source Separation (BSS)[1]. The process of separating single-channel audio 

sources is a special case of separating audio sources because the separation is done using a single mixed-

signal. This adds another challenge as the different signals overlap in time and frequency, making the 

separation process more difficult [2]. Recent researches on supervised single-channel source separation as 

in [3,4,5], have enhanced the (BSS) techniques by merging the sources training to generate linear and 

nonlinear models. These models achieve an efficient source separation. The development of deep learning 

techniques in recent years has a significant impact on the evolution of the performance of source 

separation algorithms, where deep learning techniques have been used to separate different types of audio 
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signals, including mixed musical signals, speech signals from noise, separating interfering and 

synchronous speech signals[6]. The models based on Deep Neural Networks(DNN) have improved the 

source separation tasks because their learning capacity allows effective modeling of the interaction 

between the source signal and the acoustic environment in a nonlinear manner as well as the dynamic 

structure of speech. Discriminative features are also important[6,14] .(DNNs) are usually used to predict 

time-frequency mask that contributes to determining the contribution of each source in the mixed signal. 

The Ideal mask estimation shouldn’t be hard to estimate by learning machine and should obtain good 

separation results[10]. Separation task carried out in the time-frequency domain(TF-domain) as recovering 

the Short-Time Discrete Fourier Transformation (STFT) of the source signals ��(�, �) for each time frame 

t and frequency f , as follow[11]: 

�(�, �) = � �[� + �	]
[�] exp �− �2��
� �     (1)

�

���
 

The input to the network is the magnitude spectrogram of the mixed-signal assigned to 

training (��,�), and the  original signals for each source (��(�,�)) and(��(�,�))[5]. After 

training the output prediction of the network are (���(�,�)) and (���(�.�)) [12]. 

To reconstruct estimated time-domain frames, an inverse Discrete Fourier Transform (DFT) can 

be used from the estimated STFT (��(�,�)) of each source signal. The overlap-add operation  with  

the synthesis window v[n] is used to reconstruct the estimate (��(�,�))  of the target signal[11] 

��(�,�)[�] = �
� � ���(�, �) exp ��2��

� �                (2 )
�

���
 

��(�)[�] = � �(� − �	) ��(�,�)(� − �	)                ( 3 )
�

���
 

2. Methodology of the Problem 

The process of separating the audio source signals from single-channel mixed signal requires an 

estimation of (S)  sources from the mixed-signal, as in equation (4). 

�(�) = � ��(�)                                                         (4)
�

���
 

Where ��(�), � = 1 … �, is ��� of sources to be estimated, while �(�) is the observed mixture[7]. For 

simplicity, we assume that the mixed signal is consisting of two different signals !�(�), !�(�) as in 

Equation (5) 

�(�) = !�(�) +  !�(�)                                               (5) 

This problem can be solved in the (STFT) Domain. Let   �(�, �) be the corresponding (STFT) of the 

mixed-signal �(�), where � denotes the time domain, � represents the frames index and  � is the 

frequency-index of the STFT domain of the signal. This problem can be formulated as follows: 

�(�, �) = ��(�, �) + ��(�, �)                             (6)  
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Where ��(�, �) and ��(�, �) are the unknown (STFTs) of the sources in the mixed signal. Given �(�, �) 

the aim of monaural source separation is to recover one or more desired signals from the mixed signal[8].  

The typical setup assumed that only (STFT) magnitude spectra is available and differences between the 

phase angles of the (STFT) of the sources are ignored during the separation task. This is used only when 

reconstruct the time domain waveforms of the sources. [9]. The magnitude spectrogram of the measured 

audio signal can be written as the sum of source signals  magnitude  spectrograms as follows: 

|��| ≈ |��(�, �)|+|��(�, �)|                                   (7)  

We use the matrix form to represent the magnitude spectrograms where � and � denote the spectral 

frame and frequency index respectively, as follows: 

�(�, �) ≈ ��(�, �) + ��(�, �)                                 (8)  

Where ��(�, �)  and ��(�, �)   are the unknown magnitude spectrograms of the sources that need to be 

estimated[8]. The magnitude spectrogram of the mixture signal  |�(�, �)| , together with spectral features 

are fed into (DNN) to predict time-frequency mask for each speaker. The masks are multiplied by the 

mixture using (element-wise multiplication operation) to estimate the magnitude STFT of the desired 

speaker. The separated waveforms of the estimated speaker are resynthesized using inverse(STFT), the 

estimated magnitude of the speaker, and noisy phase information.[10] 

3. Bi-directional Long Short Term Memory (BLSTM) 

The (BLSTM) combines long short-term memory (LSTM) and bi-directional iterative recurrent 

neural network (BI-RNN). The recurrent neural network (RNN) is a special development of 

artificial neural networks to process continuous data. Due to the problem of gradient vanishing or 

explosion, the (LSTM)  was created, which consists of three gates (input - forget - output). Both 

(RNN) and (LSTM) can obtain information from the previous context only. To solve this 

problem(BLSTM) was used [10]. The (BLSTM) consists of two hidden recurrent layers, receive the 

input string separately in two opposite directions, one in the forward direction, and the other in the 

backward direction. Both layers are connected to the same output layer. Thus enabling access to 

long contexts in two different directions [12]. In a single cell (LSTM), the hidden serial vector is 

calculated by calculating the output of each gate as in the following equations: 

�� = #$%��� + &�ℎ�*� + -�/                               (9) 

�� = #(%��� + &�ℎ�*�  +  -� )                             (10) 

:� = #(%;�� + &;ℎ�*� + -; )                            (11) 

�� = �<�ℎ$%>ℎ� +  &>ℎ�*� + -> /                       (12) 
?� = ?�*� ⊙ �� + �� ⊙ ��                                      (13) 

ℎ� = tanh(?�) ⊙ :�                                               (14) 

Where �� is cell’s input, ?� and ℎ� the state and output respectively, at time t. ��, �� and :� are forget 

gate, input gate and output gate, respectively. %, & denote the trainable weight matrices, b the bias 

vectors and # the activation function of the hidden layer. In (BLSTM) the equation (14) cannot be used 

directly, instead, the forward hidden sequence h1 and backward hidden sequence h2 is computed as 

shown in equation(15) and (16) respectively[13]. 
ℎ�AAAA⃗ = �(%C�AA⃗ �� + %�AA⃗ �AA⃗ ℎA⃗ �D� + -�AA⃗                        (15) 

ℎ�A⃖AAA = �(%C�⃖AA�� + %�⃖AA�⃖AAℎ⃖A�D� + -�⃖AA                      (16) 
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4. Mask Estimation Using Deep Neural Network(DNN) 

Deep neural networks are usually used to predict a mask. This mask is used to determine the 

contribution of each source in the training mixed signal. The input to the network is the magnitude 

spectrogram of the training mixed-signal (��F), the  original signals for each source (��F�) 

and(��F�)[7]. After training, the output prediction of the network are (���F�) and (���F�) [13]. To 

smooth the spectra results, two types of masks are estimated separately by the model, the first mask 

is the ideal ratio mask (IRM) which is a smooth form of an ideal binary mask (IBM),(IRM) mask 

represented in equation (17)  

G&H� = ( ��(�, �)�

��(�, �)� + ��(�, �)�)I                     (17) 

 
Where ��(�, �)�  and ��(�, �)� are the energy of each speech signal in mixed-signal, in each (TF Unit). 

(β) is the square root value used as a tunable parameter, which is usually set to ( 0.5). (IRM) the mask 

used to conserve the speech energy of each (TF unit), assuming ��and �� are uncorrelated[14]. The second 

mask is the optimal ratio mask (ORM) which can be derived by minimizing mean square error(MSE) 

between the clean speech signal and the target speech signal that has been estimated and can be defined by 

equation (18). 

H(�, �) = |��(�, �)� + &(��(�, �)��∗(�, �))
|��(�, �)|� + |��(�, �)|� + 2&(��(�, �)��∗(�, �))   (18) 

Where �� and ��represent the spectrum of the two speech signals in the mixed-signal at frame (t) 

and frequency(f). The symbol (*) indicates the conjugate operation, while R (°) represents the real 

component of the spectrum. The ORM differs from the IRM in the presence of the coherent part by 

&(�(�, �)�∗(�, �)), whose value is equal to zero in the IRM. The (ORM) achieves high efficiency in 

the separation process in the case of a high correlation between the speech signal and the noise 

signal. The mask ORM values range from (-∞, + ∞), which makes the estimation process more 

difficult. So the values of the ORM  mask are determined using the hyperbolic tangent function as 

in equation (19). 

K&H(�, �) = L 1 − M*NO(�,�)

1 + M*NO(�,�)                             (19) 

Where c=0.1  is the steepness, while K is equal to 10, it restricts the values of the ORM between (-10, + 

10). Equation (18) is the basic equation of the ORM mask[14]. 

5. Network architecture 

The (DRNN_BLSTM) architecture based on monaural speech separation was used in this paper. To 

estimate the mask that can determine the contribution of each source in the mixed signal . We adopt 

the magnitude spectrogram of the mixed-signal, using (STFT) with Hann window the size is set to 

(512) ), and the reference masks of the clean sources (male-female). The network trained to predict 

the mask closest to the reference masks by minimizing the mean squared error between the 

predicted and the reference mask, the predicted mask is then used for separation. The (DRNN-

BLISTM) model consists of two sub-networks, the first network is used to estimate masks for the 

male signal, while the other is used to estimate masks for the female signal. Each sub-network 

consists of  three hidden layers (BLSTM) (128cell),followed by (dense layer) (64cell),and 
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(BLSTM) layer with (512cell). The activation function is used to train the model type (Tanh). The 

architecture of the proposed model is shown in figure (1). 

 

 

 

 

 

 

 

 

 

Figure (1) DRNN-BLSTM Model 

6. Dataset and Results 

 The dataset used to train the network consists of (500) preprocessed mixed-signal consists of two 

different signals (female-male) with (3) seconds length and frequency (8192Hz). These audio files 

are collected from the internet and combined to form the mixed signals . The trained model was 

tested on (10) mixed signals for each mask and the results of the separation process differ according 

to the used mask. So the efficiency of the network performance was measured using three types of 

metrics: signal to distortion ratio (SDR), the signal to interference ratio (SIR) addition to signal to 

artifact ratio (SAR) in the signal generated by the separation process. Figure (2) shows the 

combined signal and the source signal, as well as the separated signal using the (IRM) mask, and 

Figure (2) shows the separation process for the same signal using the (ORM) mask. The 

performance of the separation model is evaluated based on SDR, SIR and SAR  calculated using the 

BSS evaluation toolbox, Table(1), show the results of these three metrics when use (IRM) and 

(ORM) in separation task. The separating results show that the signal separation process using the 

(ORM) mask achieved (SDR) slightly higher (0.183.db) than it is when using the (IRM). As well as 

for (SIR) by (0.198 .db) is higher when using the (IRM). While (SAR) in both (IRM) and (ORM), its 

percentage is high, but the difference between the two masks is (0.13 .db). The efficiency of separation 

using (ORM) is high in the case of a high correlation between the combined signals, and the loss function 

represented by the learning curve of the neural network using the root mean square. Propagation 
(RMSprop) optimizer reduces the value of the error function to reach the best value in which the error 

function is lower.  As in Figure (3), which shows the loss function when training the network to predict 

each of the filters (IRM) and (ORM) using the hyperbolic tangent function as activation function with a 

range of [1, -1]. We achieved the best results for both masks 
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Figure (3) the original source signal  and the estimated signal Using ORM Mask 

 

 

 

 

 

 

 

 

Figure (2) the original source signal  and the estimated signal Using IRM Mask 
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Table(1) performance comparison of two masks measures 

 

 

 

 

. 

 

 

 

 

Figure (4) loss function (a) (IRM) (b) (ORM) using (Tanh) 

7. Conclusions 

The use of Supervised (DNN)  in monaural source separation has effectively contributed to achieving 

separation results, especially in the case of separating large data such as audio signals. As the network 

extracts the characteristics from the data automatically the (TF masks) showed improvement in separation 

results better than the use of direct mapping,  where the resulted mask was directly used to perform the 

separation. The (IRM) mask depend on the information of the magnitude spectrogram for both mix and 

source signal, the results of separation using (IRM) mask has improved good performance and the 

estimated signal improves high quality and intelligibility,  but less than the efficiency when using (ORM) 

mask due to the correlation between the source signal and signals in the mixed signal.  
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