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Abstract. Conjugate gradient method and quasi-Newton (QN) method are both well known
solvers for solving unconstrained optimization problems. In this paper, we proposed a new
conjugate gradient method denoted as Wan, Asrul and Mustafa (WAM) method. This WAM
method is then combined with the QN method to produce a new hybrid search direction which
is QN-WAM. Based on numerical results, the proposed hybrid method proved to be more
efficient compared to the original quasi-Newton method and other hybrid methods.

1. Introduction
One of the most efficient methods for solving unconstrained optimization problems is quasi-Newton
(QN) method. Consider the following unconstrained optimization problems:

min f(x), xe X (1)

xeR”
where xeR"is a decision variable and f (x) is an objective function from R” to R. Iterative
method is used for solving unconstrained problems and known as line search method. Line search is a
method for determining the stepsize of an optimization algorithm as follows:

X =X+ d, (2)
where ¢, is a stepsize and d, is the search direction. The search direction, d, is calculated using:

d,=-H.g, 3)
where g, is a gradient of f (x) and H, is a Hessian update formula for QN method. Then the step

size, o, in (2) is computed using strong Wolfe line search that is:
f(xk +akdk)gf(xk)+clakgzdk “)
‘g('xk +ad, )T d,|<—c,g.d, (5)

where 0<¢, <c, <1.

During the last few decades, the convergence properties of QN methods have received much study.
Many researchers tried to improve the performance of the QN method by combining it with the search
direction of other methods, such as the conjugate gradient (CG) method, and the steepest descent (SD)
method.
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In this paper, Broyden-Fletcher-Goldfarb-Shanno (BFGS) inverse Hessian update formula is used.
Many researchers had proved that the BFGS method is the most effective method and converge fastest
amongst the current QN methods [1],[2],[3]. The BFGS update formula is derived as follows:

HkSkSkTHk n kakT

H.,=H, -

(6)

s Hs, Sk Vi

with s, =x,,, —x, and y, =g,,, — g, and H , mustsatisfy the secant equation H,,;s, =y, .
In order to have an algorithm with good convergence properties, a new search direction which is a

hybrid of QN and CG are developed. At first, a new CG method is proposed and named as WAM

method. Then, the BFGS update formula is used to approximate the inverse Hessian in new hybrid
BFGS-WAM method combining BFGS and WAM.

2. New CG method
The search direction for CG method is defined as:

_gks lf kzo
-g, +pd,,, if k=1

where g, is the gradient of f (x) at the point x, and B, is known as the CG coefficient.

Hestenenes-Stiefel (HS), Fletcher and Reeves (FR), Polak, Ribiere and Polyak (PRP), and Liu and
Storey (LS) are some examples of known f,.
Wei et al. (2006b) had proposed a variation of the PRP method and denoted as WYL (Wei-Yao-
Liu). The formula is defined as:
el -
"= ¢ 0 ®)
..
They proved that their method performed better compared to PRP method.
Then, Zhang (2009) had modified WYL method and defined his method as:

AN
le.| le. | g8,

ﬁ;\'PPRP — ! (9)
..
Zhang (2009) proved that the modified method has as better convergence properties compared to
WYL method and fulfil the sufficient descent condition with strong Wolfe line search.
Recently, Jiang et al. (2014) proposed their variation of the PRP method and WYL method denoted

as JMJ method or ,[?,{M] and defined as:
A e
||gk|| - "dk " gkdk4|
P = o (10)
..
At each iteration, the method proved to be descent and converges globally for general nonconvex
function by using Wolfe line search.
Motivated by (9) and (10), a new CG method is suggested. This new method is named WAM or

referred as 8", which is based on the researchers’ names: - Wan, Asrul and Mustafa. Based on the

()

k

idea, instead of using | g5 gH| or | g[dk7]| in (9) and (10) respectively, the CG coefficient for WAM

algorithm uses

d;, gH| and the denominator of S is similar to FR and PRP methods. Hence, the

new method is as follows:
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T g T
8.8~ ""d k"” d/«f]gk71|
ﬂ:MM — - k-1 (1 1)
gkflg/\'fl

In the formula, g, is the current gradient and g, is the previous gradient of the function, and d, | is
the search direction.

3. Hybrid BFGS-WAM method
The search direction for hybrid BFGS-WAM method is given as:

—H, g k=0
) 12
{—Hkgk +npMd, ., k=1 (12)
gkrgk - ""(f,‘ "” dkalgkfl
where ﬂkaiM — gT k; and ne (0,1] .
1S k-1

In this study, the BFGS update formula is used to approximate the inverse Hessian in the new QN-
WAM method and is referred as BFGS-WAM method. Algorithm 1 below is for hybrid BFGS-WAM
method under strong Wolfe line search.

Algorithm 1: BFGS-WAM method

Step 1:  Given a starting point x, and H, =1 .
Step2:  Stop if |g(x,.,)| <10

Step 3: Compute dj based on (12).

Step4:  Calculate ¢, based on (4) and (5).

Step 5: Compute s, =x,,; —x, and y, =g, —&.

Step 6:  Update inverse Hessian matrix H,_,.
Step 7: Set £k =k +1 and return to Step 2.

4. Convergence analysis
In this section, the convergence properties of the hybrid BFGS-WAM method are proved under strong
Wolfe line search. The new method must satisfy the sufficient descent condition and possesses global
convergence properties. Some assumptions of the objective function are needed in order to prove the
convergence.

The search direction, d, of an optimization algorithm is said to possess sufficient descent property if

the following sufficient descent condition is satisfied.

gid, <~Clg.[ (13)
for £ >0 and C >0. The following assumption is needed to prove the global convergence of the new
methods.

Assumption 1.1
Consider the following.
i. The objective function s is twice continuously differentiable.

ii. The level set L 1is convex and there exist positive constants c¢, and c,, satisfying
Z"2 <z'F(x)z<c,

iii. The Hessian matrix is Lipschitz continuous at the point x , that is, there exists a positive

c, z||2 forall zeR" and xe L , where F(x) is the Hessian matrix for f .

constant ¢, satisfying " g(x)-g(x )" <c,|x—x| forall x in a neighbourhood of x'.
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Theorem 1.1
Consider a hybrid QN-WAM algorithm under strong Wolfe line search with search direction (12) and
suppose that Assumption 1.1 hold. Then, the sufficient condition (13) of the algorithm holds for all
k>=0and C > 0.

In order to prove the convergence of the new hybrid method, some basic assumptions of the
objective function are needed as defined in Assumption 1.1 and the following lemmas are desired.

Lemma 1.1 (Byrd et al., 1987 and Byrd and Nocedal, 1989)
Let {B)} a symmetric and positive definite BFGS formula, and y/ s, > 0 for all k. Moreover, assume
that {s; } and {y,} are such that

Ok = Osell _ .

[l -

for some symmetric and positive definite G and for some sequence {g;} with the property Y\i—; & <
oo . Then,

lim (B — Gdiell _

ks ldl

and the sequence {||Bi||} and {||B,;1 ||} are bounded.

Lemma 1.2 (Nocedal and Wright, 2006)
Suppose that Assumption 1.1 hold true, then the stepsize can be determined by the strong Wolfe line
search satisfies

[l + ardi) — ) <

where ¢, > 0.

—ca(gkdi)?
lldill?

Lemma 1.3
Suppose that Assumption 1.1 hold true. Consider any CG method and search direction of the hybrid
method, d, and stepsize «a; satisfies the strong Wolfe line search. Then, the following condition

holds
- (gld,)
]

<0

Theorem 1.2

Suppose that Lemma 1.1, Theorem 1.1 and Assumption 1.1 hold. Consider the hybrid QN-WAM
method in the form (12) where «;, is obtained by the strong Wolfe line search and the sufficient
descent condition also holds. Then,

\
> gk" <o

2
=l

(14)

Proof:
To prove this theorem, contradiction proving is used. Firstly, suppose that there exists a positive
constant @ > 0 such that

"gk"Za (15)

Applying Cauchy Schwartz inequality on equation (12), yields
dk = _Hkgk + nﬁkdm

CAR A EA R A
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Divide both side by g, , to get

A LA [ EA A
e lel el

Substitute S, from equation (11),

A AN AN
"gA " "g/\ " ||gk 1" "gk "

1874(2021) 012080
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Since ||Hk|| is bounded, then there exists a constant # >0 such that ||Hk || <u . From here, the equation

A
n
“led et
becomes
"d " < | | " k—l"
"gk " ”gk " ||gk—l "

Note that dy = —Hogo, then for all £,

poy dal o w ldl

’||g]||2_||g1|| e ||g1|| ||go||

T +,{L+,7LJ
el T el Tl el Tl

_u o nu

el sl el
[ PR A ( u_, nu WJ
k=3, - < +n = +n + 4+
le.l Ll el lel Uzl el Je

u_ ., mnu nu r]u
IIgsII .1 Tl el

Hence for all k, it follows that
A
el = e

Substitute (15) into the equation which then gives

[
A

ol g,
o=
el

B 1- nm
Note that, 277" = . Hence,
n

AP g( nj
e~ al 1=n
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Je
e~ a=an
[

e “a=an

From Theorem 1.2, it is implied that i ||||(ch1 ||||2 > ) (a — 6”7) =o00. This contradicts the Lemma 1.3.
k=0 \d, k=0 u

Hence the proof is completed.

5. Numerical results and discussion

In this section, the numerical results for hybrid BFGS-WAM methods is presented and analyzed. The
hybrid BFGS-WAM method is compared with the standard BFGS method and WAM method. All the
methods are tested by using twenty-six different test functions obtained from Jamil and Yang (2013),
Andrei (2008) and Issam (2005). For each test function, four different initial points are taken starting
from a point near the solution to a point far from it, as suggested by Hiltsrom (1977). The value of
parameter 1 in (5.1) is set to be 10~ based on Ibrahim et al. (2014).

All problems mentioned above are solved by using Matlab R2014b, via a computer with Intel Core
i5 processor and 4GB RAM. The stopping criterion is set to || g, || <& where £ =10". For inexact line

search, the stepsize «, satisfied the strong Wolfe conditions as defined by (4) and (5), with the values
used for parameter ¢; and c, are 0.0001 and 0.1 respectively. The tests are conducted with different
variables, starting from smaller scales to the larger ones 2 <n <1000 .

The numerical results are then analyzed by using performance profile introduced by Dolan and
More (2002).

0.3

BFGS 1
WA
n2r BFGS-WAM 1

0.1 g

Figure 1 Performance profile of BFGS, WAM and BFGS-WAM methods based on number of
iteration
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——BFGS
02r —— WA q

——— BFGS-WM
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Figure 2 Performance profile of BFGS, WAM and BFGS-WAM methods based on CPU time

The left side of the Figure 1 and Figure 2 indicate that the lowest curve belongs to WAM which
implies that WAM possesses the lowest efficiency. The top curve is belongs to BFGS-WAM, showing
that it has the highest efficiency, followed by BFGS and WAM methods. The right side of Figure 1
and 2 show that BFGS-WAM method solves 97.27%, while BFGS method solves 93.75% of the test
problems.

6. Conclusion

For conclusion, a new hybrid BFGS-WAM method had been proposed. The new method is
theoretically proved the sufficient descent property and global convergence with strong Wolfe line
search. The numerical results proved that the BFGS-WAM method is more efficient and robust in
solving standard optimization test functions compared to the original BFGS method and WAM
method.
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