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Abstract. In this study, movie reviews are used as data sets to extract related phrases, topics, 
and sentiment scores from the text. Based on users’ information, users' behavior preferences 
and their influences are analysed, and text semantic information is mined from multiple 
perspectives. A variety of data processing and machine learning methods including text 
segmentation, Apriori association rule mining algorithm, sentiment analysis, linear fitting, TF-
IDF algorithm, PCA dimensionality reduction, and LDA topic model is used in the research. At 
the same time, due to the coarse granularity of the topic extraction in the LDA algorithm, it is 
not suitable for short text, this paper proposes a new topic model based on improved k-means 
and TextRank and gets good results on this dataset. This paper uses multiple data mining 
models to analyse film reviews and presents an empirical study of the efficacy of machine 
learning techniques in text semantic mining. 

Keywords: Text Mining, Natural Language Processing, Visualization, Topic Model. 

1.  Introduction 
The growing text data in the current network hides a lot of information, these data have considerably 
exceeded the ability of manual analysis, what is hard nowadays is not to confirm the availability of 
information but how to extract information in the vast ocean of content. Therefore, it is worth 
researching automatic processing and analysing text data. This paper uses movie reviews data as an 
example to explore this topic. 

The methods used in previous studies are limited to one of sentiment analysis or abstract extraction 
[1-5], but in fact, the information contained in movie reviews is rich and diverse, and a single 
processing scheme will ignore other important information. This research uses a variety of text 
analyses and machine learning methods, and at the same time, it analyses the comments completely 
from multiple angles. 

2.  Methodology 
This chapter mainly discusses the data used in this study and the main methods of data analysis. 
Explained in turn how to preprocess the data, how to find the connection between comments, how to 
reduce the dimensionality of the data, how to vectorize the text, how to extract comment topics, how 
to analyse the sentiment value of the text, and how to analyse users’ preference for watching movies 
and the influence of preference on a movie score. The data processing flowchart is shown in Fig.1. 
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Fig.1 Data processing flowchart 
 

This article uses crawler technology to obtain movie review information and user personal 
information from two mainstream movie review sites in China, and preprocess the data. The data 
preprocessing mainly includes synonym replacement, cleanup of useless data, conversion of 
traditional Chinese to simplified, and text segmentation. Adding exclusive words in the data set to 
expand the word segmentation dictionary, and using the expanded dictionary to segment the text, and 
finally using the stop word list of HIT to remove the stop words. 

After word segmentation, this paper constructs the result of word segmentation into a vocabulary 
matrix, uses the Apriori algorithm [6,7] to conduct correlation analysis on the constructed vocabulary 
matrix, expresses the connection between each comment through strong association rules, and finds 
common discussion topics and attitudes. 

In order to improve the processing speed and accuracy, this paper firstly uses the TF-IDF algorithm 
to perform feature selection and vectorization of the text before processing [8]. The method is to 
calculate the TF-IDF value of each word, and finally expresses the text as a vector of weighted terms 
appearing in the text. 

The paper uses the LDA algorithm to extract comment topics. The LDA topic model is an 
unsupervised machine learning technology based on the bag-of-words model [9], The biggest feature 
of the model is that the text-topic probability distribution and topic-word probability distribution obeys 
the Dirichlet distribution. However, due to the coarser granularity of the topic extraction of the LDA 
algorithm, the effect is poor in short texts such as movie reviews, so this paper proposes a topic 
extraction method combining improved k-means and TextRank.  

Using the k-means algorithm to cluster the text vector matrix obtained after preprocessing. 
According to the distance between the data object and the cluster centroid, the object is assigned to the 
nearest cluster [10]. However, the k-means algorithm is sensitive to the initial clustering center, while 
the traditional k-means algorithm selects the initial clustering center randomly, so the clustering results 
often fluctuate. This paper adopts a density-based initial center selection method. By calculating the 
density of each region, the k points in the most distant high-density regions are selected as the initial 
clustering centers to improve the k-means algorithm. The density is expressed by the average distance 
of each point in the area, and the calculation formula is as follows. 
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After using k-means to obtain different categories, using the TextRank algorithm to extract the 
overall keywords of each category as the topic of the category. The algorithm is based on the 
PageRank algorithm, constructs a network through the adjacent relationship between words, calculates 
node weight, and selects the T words with the highest weight as keywords through weight ranking [11]. 
The weight calculation formula is as follows. 

 

( )
( )

( ) (1 ) ( )
j i

k j

ji
i j

V In V jk
V Out V

w
WS V d d WS V

w∈
∈

= − + × ∑ ∑
                      (2) 

 
PCA algorithm uses the eigenvalues of the matrix to determine the dimension of the principal 

component and uses the eigenvector of the matrix to determine the direction of the principal 
component, finally converts the data set from the original space to the principal component space. 
Using this algorithm to reduce the vectorized data to easy to visualize it. 

This paper analyses sentiment changes by calculating the sentiment score of the text. After 
segmenting the comment text, using Bayesian model training to predict the sentimental tendency 
[12,13] of the comment and mapping it to a 0-1 rating interval. Combining emotional scores with time 
and users’ scores, comprehensively analysing the emotional changes in film reviews. 

This paper according to the users’ behavior preferences obtained after processing, combined with 
the user’s rating of different movies to discuss the differential impact of the users’ behavior 
preferences on the score. Since the scoring data is highly discretized and the changing trend is not 
obvious, linear regression is used to fit the data to highlight its changing laws. 

3.  Result 
Using the methods discussed in chapter 2, this chapter analyses the review data, which is based on the 
obtained movie, and mainly discusses the results and significance of data mining. 

The segmented words are divided into several groups of data according to the sentence, and the 
Apriori algorithm is used to analyse their relevance. The analysis results reflect the words which are 
often used in combination. The result is represented by an undirected network graph, as showed in Fig. 
2. It can be seen from the results that the comments mainly focus on the three aspects of the expression 
of patriotic emotion, the review of personal experiences and national progress, and the film director. 

 

Fig.2  Undirected graph of related words 
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After the text is vectorized, the topic of the text is analysed by using the LDA algorithm, and the 
text is classified, the clustering result is shown in Fig.3. The results show that although the LDA 
algorithm can cluster texts according to topics, the topic extraction granularity is too coarse, resulting 
in a very large correlation between topics, and it cannot obtain meaningful information. 

 

 

Fig.3  LDA clustering results 
 

The topic is extracted using the improved k-means combined with the TextRank algorithm, and the 
visualized result after PCA dimensionality reduction is shown in Fig.4. The results show that the 
comment topic mainly focuses on the three aspects of film director, film story and the meaning of film 
expression. Among them, the average score of film director reviews is the lowest, and the score of film 
meaning is the highest, indicating that the audience more agrees with the connotation expressed by the 
film. 

 

 

Fig.4 Topic extraction and clustering. 
 

The sentiment analysis of the comment is performed to obtain the sentiment score of the comment, 
and the number of likes of the comment is calculated as the degree of support. These two indicators 
are combined with time and score to analyse the trend of public opinion. The result is expressed in a 
bubble chart, and the size of the bubble indicates the degree of support of the comment. The result is 
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shown in Fig.5.The results show that most of the comments are posted on the day the movie is 
released; the comments gradually decrease, after the movie is released one week; the support of high-
scoring comments is far greater than the support of low-scoring comments; most of the comments are 
positive emotional tendencies. 

 

 

Fig.5 Sentiment analysis 
 

Based on the user's previous movie watching data, the audience's movie-watching behavior 
preferences are summarized, and the audience's attention to domestic movies is quantified as a score 
between 0 and 1. Calculating the average score of different movies coming from the viewers with 
different behavior preferences, and analysing the influence of users with different behavior preferences 
on movie scores. Since the average score value is a discrete value and the transformation trend is not 
obvious, linear regression is used to fit the score data to make the law to be expressed more obvious. 
The result is shown in Fig.6 Here is a comparative analysis of the data of 5 movies, and the results 
clearly show the result: As users pay more attention to Chinese movies, the average score of Chinese 
movies by users increases accordingly, while the average score of other countries’ movies decreases. 
This result fully shows that there is a huge correlation between the score of movies from users and the 
users’ viewing habits. 

 

Fig.6 Behavioral preferences and ratings 
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4.  Conclusion 
This research uses movie reviews as a data set, extracts common word collocations in reviews based 
on the Apriori algorithm, extracts topics and clusters text based on the LDA model, and analyses the 
emotional tendency of reviews based on the Bayesian model. According to the users’ viewing habits, 
analysing the influence of habits on the score of different movies from users. At the same time, due to 
the poor analysis effect of the LDA model on short texts, this paper proposes a topic model based on 
the improved k-means and the TextRank algorithm to effectively analyse the topic of the review. The 
final analysis result believes that the audience has disputes about the director and plot of the film "My 
People, My Country", but they generally agree with the connotation expressed by the film, and there 
are a lot of related topics about loving the motherland in the comments. In addition, the analysis also 
shows that the audience’s movie-watching habits will affect their evaluation of movies from different 
sources, and audiences who prefer to watch Chinese movies will also rate Chinese movies higher. 

This paper uses many models and methods to explore the semantic information of text and 
proposes its own topic model. It verifies the application of machine learning in data mining and 
provides a set of feasible processing templates for related research. In the future, the combination of 
various methods will be optimized, and more methods will be considered to improve the accuracy and 
effectiveness of the model. 
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