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Abstract. The business system server under the IT automation operation and maintenance 
platform generates massive data samples, based on which the threshold can be set to realize the 
allocation and management of hardware resources. The traditional threshold selection method 
is to determine an appropriate threshold based on human experience. If the threshold is too 
high, it will not play its due role. But if the threshold is too low, it will frequently produce false 
positives. To solve this problem, an adaptive threshold method based on Chebyshev inequality 
theory combined with kernel density estimation is proposed to determine monitoring indexes, 
and a new dynamic implicit threshold model is established to analyse the data generated by the 
business system server for real-time monitoring and alarm processing. Through the 
experimental study on the CPU utilization data of the power grid server, lower missing and 
false positive rate are obtained, which verifies the feasibility and effectiveness of the proposed 
method. 

1.  Introduction 
The power grid company strives to promote high-quality development of power grid, and strives to 
promote scientific and technological innovation, which puts forward newer and higher requirements 
for the technical support capacity of information and communication operation. However, it is difficult 
for power grid company to copy the automation operation and maintenance experience of Internet 
enterprises. The power grid company proposed a new "Internet+ traditional" operation and 
maintenance technology architecture, IT automation operation and maintenance system, which can 
support the operation and maintenance work to advance to the automatic and intelligent mode, and 
improve the operation guarantee capability of information and communication. 

The monitoring center is the monitoring strategy and configuration center of IT automation 
operation and maintenance platform. Through the construction of the monitoring center, the 
configuration and maintenance of monitoring strategies can be realized, and the original monitoring 
data and events can be converted into alarms according to the established strategy. At the same time, it 
also supports the transformation of upper-level business requirements into landing strategies, and 
provides monitoring and alarm data services for various upper-level business presentation modules [1]. 

A large number of business system servers under the IT automation operation and maintenance 
platform will generate massive data business every day, which makes the performance of the hardware 



CISAI 2020
Journal of Physics: Conference Series 1693 (2020) 012089

IOP Publishing
doi:10.1088/1742-6596/1693/1/012089

2

resources CPU, memory and hard disk of the business system server face a serious test. CPU, memory 
and hard disk are the core parts of hardware resources of the business system server equipment [2], 
and are the most easily overloaded parts of the system under large data. Therefore, taking CPU, 
memory and hard disk as objects, it is of certain practical significance to study the monitoring and 
early warning adaptive evaluation system of business system server [3]. 

The threshold of CPU, memory and hard disk utilization of traditional business system server 
equipment is set by operation and maintenance personnel based on experience. Once the threshold is 
set, it will remain unchanged for a long time. It cannot meet the massive real-time data needs of the 
monitoring center, and cannot predict the potential risks, which will easily cause economic losses. 
Therefore, it is of great significance to study the monitoring and early warning methods applicable to 
the actual operating environment of the business system server equipment of the State Grid IT 
automation operation and maintenance platform, to adaptively set dynamic thresholds for the CPU, 
memory, and hard disk of the business system server, to predict potential risks or hidden dangers,  and 
to trace the source of attack events. 

At present, scholars have done some research on the extension and application of Chebyshev 
inequality, which has been applied in various fields [4]. Yang [5] puts forward a calculation method 
based on Chebyshev inequality for the reasonable interval of power grid engineering cost, which 
reduces the dependence on experience. Shan et al. [6] proposed an adaptive threshold algorithm for 
image segmentation and background extraction and update. By using Chebyshev inequality to 
determine the optional range of thresholds, the background and target of the differential image can be 
accurately segmented. Xiang et al. [7] calculated the segmentation threshold adaptively through the 
image dark channel histogram distribution, so that the sudden change of depth of field at image 
interface were relatively smooth. 

The kernel density estimation method has also been widely used in various fields [8,9,10]. He et al. 
[11] constructed a non-parametric multivariable kernel density estimation load model to achieve 
approximate estimation of joint probability density of node loads, and effectively incorporated it into 
the power grid reliability evaluation model.  Based on year-by-year reliability index samples, Zhao et 
al. [12] used the non-parametric kernel density estimation theory to realize probability density 
estimation of reliability indexes, and overcome the shortcoming of traditional expected value indexes 
that only measure system reliability from the perspective of probability average meaning. Therefore, 
the kernel density estimation method can provide a new idea for power grid server monitoring. 

To sum up, in view of the lack of mathematical theory guidance and engineering practice analysis 
in the current power grid server monitoring methods, based on the theory of Chebyshev inequality and 
the kernel density estimation method, this paper uses the historical data in recent years to determine 
the adaptive threshold of each monitoring index. A new dynamic implicit threshold model is 
established to analyze the data generated by the business system server and realize real-time 
monitoring and alarm of the relevant business system server. 

2.  Chebyshev Principle 
In the study of statistical laws by the Russian mathematician Chebyshev, he demonstrated and 
expressed an inequality with the standard deviation. This inequality has universal significance. 
Chebyshev inequality has a very high status in the limit theory of probability theory. It is the 
theoretical basis for proving the law of large numbers and a powerful tool for studying the central limit 
theorem. Chebyshev inequality is determined by the distribution of random variables, and can describe 
the characteristics of a certain aspect of random variables, among which the most important numerical 
characteristics are mathematical expectation E(X) and variance D(X). It gives an estimation method for 
the probability of the event ex when the distribution of random variables is unknown and only E(X) 
and D(X) are known. Suppose a random variable has mathematical expectation E(X)=μ and variance 
D(X)=σ2, then for any positive number ε, there are inequalities: 
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Eq. (1) or (2) holds. This inequality is called Chebyshev inequality. It can be seen from Chebyshev 
inequality that for a given ε value, the smaller D(X) is, the larger P{|X-μ|<ε} is. At this point, the value 
of random variable X is basically concentrated around E(X). When E(X) and D(X) are known, 
Chebyshev inequality gives a lower bound of probability P{|X-μ|<ε}. The lower bound does not 
involve the specific probability distribution of the random variable X, but is only related to its variance 
D(X) and ε. 

In the server CPU utilization time series, random variables are introduced to represent the value of 
each data point in the time series. The probability distribution of the random variable is unknown, but 
the population mean and variance of the pixel probability distribution can be estimated by calculating 
the sample mean and sample variance. Through Chebyshev inequality calculation formula, the 
probability estimation of the event {|X-E(X)|<ε} is obtained, and this event exactly reflects the change 
of the CPU utilization value corresponding to a certain point in a series of time series data. 

3.  Kernel Density Estimation 
In statistics, it is often necessary to infer the population distribution, namely the density function, from 
the sample data. If the method of parameter estimation is adopted, the specific form of the population 
distribution should be assumed first. For example, the population follows the normal distribution N(μ, 
σ2), and then the parameter (μ, σ2) is estimated by using the sample data to obtain the population 
density function. However, if the real population is far from the assumed distribution, the statistical 
inference obtained by the parameter estimation method may have a large deviation. The non-parameter 
estimation method can estimate the density function without assuming the population distribution, thus 
reducing the error. Kernel density estimation is derived from the idea of histogram density estimation 
by Rosenblatt and Parzen. When using histogram for density estimation, even if the random variable is 
continuous, the histogram is always a discrete step function. Histogram method is a non-parametric 
method of density estimation. Although histogram method is intuitive and simple, the probability 
density obtained is discontinuous due to the limited sample data. The kernel density estimation can 
solve this shortcoming and obtain a smooth estimation of density function. The core of kernel density 
estimation method is to use a smooth and differentiable kernel function. In order to make the 
probability density continuous, the influence of each observed sample on the density should also be 
continuous, and its influence on the density should decrease smoothly as the distance increase. The 
kernel density estimator is: 
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Where, the function K(ꞏ) is called the kernel function and h is called the bandwidth. Eq. (3) satisfies 
the following properties: 

(i) K(ꞏ) is continuous and symmetric about the origin. 

(ii)  1)( dzzK , 0)(  dzzzK , dzzK )(  is less than infinity. 

(iii) Z0>0, when 0zz  , K(z)=0. 

(iv) kdzzKz  )(2 ,where k is a constant. 

Condition (iii) requires the area under the curve of the kernel function to be 1, standardizes the 
function, and satisfies some bounded conditions. Under condition (iii), ① is stronger than ②. In 
practice, condition ① is often used, that is, if the weight beyond a certain neighbourhood scope [-z0, z0] 
becomes 0, [-z0, z0] is usually normalized to [-1,1]. Condition (iv) is also a bounded condition. 
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The "variance" of the selected kernel function is determined by h, and the kernel function 
estimation results under different bandwidths vary greatly. If the bandwidth is not fixed and its 
variation depends on the estimated location or sample point, a very powerful method called adaptive 
or variable bandwidth kernel density estimation can be generated. 

4.  Adaptive Threshold Modeling Based on Chebyshev Inequality 
An adaptive threshold modeling algorithm combining Chebyshev inequality and kernel density 
estimation is designed. An adaptive classification threshold method is proposed to quickly identify 
data points with significant faults or normal characteristics by using Chebyshev inequality. The kernel 
density estimation algorithm is used to refine the data points that are difficult to classify. The specific 
algorithm is described as follows: random variable X is introduced to represent the data of a certain 
server, and Xk is set to represent the utilization rate of the server at point k, and the population 
probability distribution of random variable X is unknown. 

(1) Read the adjacent N utilization data points, and get the sample X1, X2, ..., XN and its observed 
values x1, x2..., xN. 

(2) Calculate the sample mean of population: 



N
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22 )()/1( . Since X  and S2 are the maximum likelihood estimators of the 

mathematical expectation and variance of random variable X, the estimated Xμ ˆ , 22ˆ Sσ   of the 
mathematical expectation μ and variance σ2 of the random variable X is obtained. 

(3) Calculate the Chebyshev inequality corresponding to the Kth data point Xk(k=1, 2,..., N) as: 

2
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Where, 22 )ˆ( μXσ kk   represents the square of the difference between the utilization rate of data 

point Xk and the mathematical expected estimator μ̂ . When 22 σ̂σ k  , the change degree of data point 

Xk is smaller than mean square error, and this point is more likely to be a normal point, then 
2222 ˆ11 εσεσk - . If 22 σ̂σ k  , the data point is more likely to be an outlier, then 2222 ˆ11 εσεσk - . 

In Chebyshev inequality, only ε is required to be a positive number. ε plays an important role in the 
probability P{|X-μ|<ε}. Taking different values of ε, the calculation results of 22ˆ1 εσ-  are listed in 

Table 1. 
Table 1 Statistical table of probability estimates 

ε σ2/ε2 1-σ2/ε2 

σ23  2/3 1/3 

σ2  1/2 1/2 

σ25  2/5 3/5 

σ3  1/3 2/3 

σ27  2/7 5/7 

σ2  1/4 3/4 

 
(4) Set the adaptive classification threshold, the setting algorithm of the adjustment coefficient θ1, 

θ2 and the discrimination threshold T1, T2 is [13]: 
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The setting of thresholds T1 and T2 varies with the variance of the sample mean square error, as 
shown in Fig.1. 

 
Fig.1 Pixel classification threshold setting 

For different samples X1, X2, ..., XN, the algorithm can be adaptive to adjust the threshold, and can 
effectively perform fault discrimination under different server selection conditions. Adjust the setting 

of the coefficients θ1 and θ2 so that σεε ˆ20 21  . The adjustment function can be symmetric 

(θ1=θ2) and asymmetric(θ1≠θ2). According to the definition of T1 in Figure 1, the greater θ1 is, the 
greater T1 value is, and the higher the probability of data points being judged as abnormal points is. 
Similarly, the higher the θ2 is, the smaller the T2 value is, and the higher the probability of the data 
points being judged as normal points is. 

(5) Set the piecewise function )(1 iM k , and classify the normal points, abnormal points and 

suspicious points of the data points as: 
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When )(1 iM k =1, the data points are divided into abnormal points. When )(1 iM k =0, the data points 

are judged as normal points. And when T2<(1-σk
2(i))/ε2<T1, the data points are suspicious points. We 

will use the kernel density algorithm to make the second discrimination. 
(6) For suspicious points, use the kernel density estimation algorithm to further distinguish 

abnormal points and normal points. Set the probability threshold T3, and define the following binary 
function: 


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



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3

32
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kr

kr
k                                                              (7) 

The data point with )(1 iM k =1 is judged as an abnormal point, and the point corresponding to )(1 iM k

=0 is judged as a normal point. If the probability threshold T3 is selected too large, the missing rate of 
the fault point will increase. If the selection is too small, the false positive rate will be greater. T3 in the 
kernel density estimation method is an empirical value, which is generally selected through specific 
experimental data. 

When selecting the kernel function, the more commonly used Gaussian kernel function can be 
selected, and the kernel density estimation formula is: 
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5.  Experimental Verification 
The experimental data were provided by a state power grid monitoring center, and the data of three 
servers, server 314, server 357, and server 504, were experimentally verified. The experimental data is 
the CPU utilization data collected by the monitoring equipment every 5 minutes. The CPU utilization 
data of server 314 is from May 1 to May 31, a total of 7048 monitoring points. The CPU utilization 
data of server 314 is shown in Fig.2. The CPU utilization data of server 357 is from May 1 to May 31, 
a total of 8544 monitoring points. The CPU utilization data of server 357 is shown in Fig.3. The CPU 
utilization data of server 504 is from April 1 to May 24, a total of 15152 monitoring points. The CPU 
utilization data of server 504 is shown in Fig.4. 

The data monitoring results of 3 servers were checked by random sampling. Taking server 314 as 
an example, the experimental steps are as follows: 

(1) Read 7048 adjacent utilization data points to obtain sample X1, X2, ..., X7048 and its observed 
values x1, x2, ..., x7048. 

(2) Calculate the sample mean of population: 



N

k

kxNX
1

)/1( , and second order center distance of 

sample 



N

k

k XxNS
1

22 )()/1( . Since X  and S2 are the maximum likelihood estimators of the 

mathematical expectation and variance of random variable X, the estimated Xμ ˆ , 22ˆ Sσ   of the 

mathematical expectation μ and variance σ2 of the random variable X is obtained. 
(3) Find the 2

kσ  corresponding to the Kth data point Xk. 

(4) According to Eq. (5), take θ1=θ2 =0.5 to determine the thresholds T1 and T2. According to Eq. 
(4), the probability Pc of Chebyshev inequality estimation is calculated, and compared with T1 and T2, 
the abnormal point and the normal point are preliminarily determined. 

(5) According to Eqs. (7) and (8), the remaining suspicious points are further judged. 
 

 
Fig.2 CPU 314 monitoring data 
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Fig.3 CPU 357 monitoring data 

 
Fig.4 CPU 504 monitoring data 

The CPU utilization data processing process of server 357 and server 504 is consistent with the 
above steps and will not be repeated. 

In order to further prove the effectiveness of this method, this paper introduces two indexes: 
missing rate and false positive rate. The missing rate Rmissing is the ratio of the number of undetected 
abnormal points FP to the number of all normal points P. The false positive rate Rfalse is the ratio 
between the number of normal points in all detected abnormal points FN and the number of detected 
abnormal points N. The defined distribution is shown in Eqs. (9) and (10). 

P

FP
Rmissing                                                                    (9) 

N

FN
Rfalse                                                                   (10) 

The missing rate of server 314 is 0.03%, and the false positive rate is 0.05%. The missing rate of 
server 357 is 0.012%, and the false positive rate is 0.26%. The missing rate of server 504 is 0.06%, 
and the false positive rate is 0.31%. 

6.  Conclusion 
This paper mainly studies the problem of adaptive threshold modeling in power grid server monitoring 
system, and proposes an adaptive threshold background modeling algorithm based on Chebyshev 
inequality combined with kernel density estimation. At present, there is a lack of monitoring methods 
for hardware resource allocation of power grid server, and the artificial setting of threshold requires a 
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lot of experience and is not accurate. The proposed method realizes intelligent monitoring of power 
grid server CPU data, and experiments are carried out in three situations where the CPU utilization 
value distribution is different. The missing rate and false positive rate of this method are at a low level 
for each server. The experimental results show that the method is feasible and the setting of adaptive 
threshold is effective. In summary, this method has good real-time performance and effectiveness, and 
is suitable for real-time monitoring of power grid server system. 

The business system server under the IT automation operation and maintenance platform will 
generate massive data in the work. Therefore, using deep learning to mine the deep information of the 
data and monitoring real-time issues based on this will be the focus of the next research work. 
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