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Abstract. In view of the quick development of modern computer technology, more pictures of 

natural scenes have been collected and analyzed for application in military fields, scientific 

research, and computer vision fields related to object detection. However, the sharpness of 

these pictures collected will be affected by rain and snow, which will reduce the visibility of 

things in the pictures. This will not only affect the viewing, but also affect scientific research 

fields such as autonomous driving and video surveillance. Therefore, the research on image 

rain removing is very practical. An improved algorithm model named pixel-GAN is proposed 

in this article, which based on conditional Generative Adversarial Networks (cGAN). This new 

method regards the problem of removing rain from specific images as the style conversion 

problem. What we improved is that a VGG-16 module is added to the original network to 
extract perceptual loss as a new part of the loss function. We show the excellent rain-removing 

ability of the improved algorithm and also illustrate the reason why we add the perceptual loss. 

Compared with other existing methods, there is no need to set a prior model, the training speed 

is faster and the proposed model finally generates higher quality pictures.  

1. Introduction 

Now that we learn about the significance of removing rain from specific images in the field of various 

production researches including object detection and some high-precision scientific researches. 

Therefore, it is extremely important to find effective ways to remove rain from pictures. At present, 
there are several ideal methods for removing rain: 1. Rain removal based on sparse coding and 

classifier. 2. A method of mathematical derivation based on a physical model. 3. Removing rain from 

single images via a deep detail network [1]. 4. Deep joint rain detection and removal from a single 
image [2]. The first two methods need to create prior model and the last two methods implemented are 

on the basis of convolutional neural network. 
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The methods already proposed perform well in the work of removing rain. Compared with the first 

two methods, the one using convolutional neural network performs better. It trains models faster, and 

overcomes some of the limitations of manually designing features and models. Although the results 
are excellent, there are still some areas for improvement in these studies. For example, the lack of 

details in the pictures needs to be catched and the color of images can be slightly distorted. This article 

implements an end-to-end training method by modifying the model proposed in pix2pix [3] for rain 
removing. After adding the perceptual loss, the model can better ensure the consistency of the content 

between the corresponding images and the images after rain removal get closer to real clear images.  

Paired pictures are trained in this work, and the VGG-16 module is added to the original generated 

network to measure the difference in the last feature layers before and after image processing. The 
model finally showed superior ability to remove the rain in the pictures. Details will be introduced in 

the next chapters. In the second chapter we mainly introduce the related work of the article and the 

proposed model and related loss function will be introduced in the third chapter. The fourth chapter 
includes the main experiments and we make a summary in the last chapter. 

2. Related work 

With the rapid development of deep convolutional neural network in the field of computer vision, 
more and more researchers apply it to the field of image restoration. Several methods with better 

results have been listed. The first two methods based on pure physical models involve a lot of physics 

expertise, so no specific introduction be made here. Let's focus on methods using convolutional neural 

networks. The deep convolutional neural network combining rainwater detection and removal aims to 
achieve the separation of rain layer and background layer. The deep architecture includes a novel 

network structure, a context-expanded network based on contextual information. This structure is used 

to extract the identifiable features of the rainwater image and to serve as a basis for subsequent 
detection and removal. The idea for this article comes from the method for single image haze removal 

[4] and image-style transfer using convolutional neural networks [5] these two articles proposed. 

Pixel-GAN is used to solve this problem. We regard the rain-removal problem as a problem of image 

style conversion and simplified network structure compared to the above model. The generator learns 
the mapping relationship between the paired pictures, reducing the setting of the rain layer model. 

The earliest Generative Adversarial Networks [6] (GAN) consists of a discriminator and a 

generator, which proposed by Ian.J. Goodfellow on the article named Generative Adversarial 
Networks in 2014. A complete generative adversarial network structure is shown in Figure 1. 

 
Figure 1. The structure of Generative Adversarial Network 

A noise z as the input of the generator as shown in the Figure 1, and the generator learn the feature 

distribution of the real picture to generate realistic samples. Then the discriminator judges whether the 

input sample comes from the generated data or not, and outputs the corresponding probability value, 

which represents the probability that the picture comes from the real sample. In the course of 
confrontation, the two parts constantly optimize their own networks and parameters. Finally, the 

generator can't determine the true source of the input picture. At this time, the discriminator is 

abandoned and the generator can be used to generate the picture we need. 
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However, the style of the image generated by such a generator is non-directional, and the cGAN 

proposed later solves this problem. By adding labels to the generator and discriminator, various of 

sample images can be generated as designers desired. Pix2pix is a special cGAN model, in which the 
original noise is removed and the network is directly trained with paired pictures. The model has 

achieved remarkable results in the field of image processing and has gradually applied to other image 

translation work. 

3. Network structure 

In the experiment, a VGG-16 module is added to the original model structure to extract the perceptual 

loss. The structure of VGG-16 module is shown in Figure 2: 

 
Figure 2. The network structure of VGG-16 

The VGG-16 module includes eight parts. The extracted perceptual loss is added to the loss 
function as a new term, which further ensures the consistency of content between the generated image 

and the original image. The new structure of model with VGG-16 module can be seen in Figure 3 

 
Figure 3. The network structure of the new model proposed 

The U-net network is used in this model, which was proposed in 2015 and initially applied to the 

analysis of some medical images. It is a symmetric convolutional neural network structure, including 
three parts: encoder, converter and decoder, forming a symmetrical structure. In order to retain some 

information shared between the input and output layers, jumper connections are added to the last few 

layers of the network, that is, the symmetrical two-layer characteristic channels connected together. 
The discriminator uses a convolutional "Patch-GAN" classifier. This classifier penalizes the 

structure at the scale of the patch. The Patch-GAN model here divides the generated picture into 

blocks of size N × N, and inputs the probability value of the judgement given by the discriminator. We 
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take the average of the probabilities of all local pictures as the final score. The processing of the local 

information of the picture in this way helps to restore the loss of details in the parts blocked by rain. 

The original loss function of pix2pix is 

c 1=arg min maxG D GAN LG L （G,D）+ L（G）
                       (1) 

Among them 

data datac x y x y x ( ), ( )= [log ( , )] [log1 ( , ( , ))]
zGAN P P x z P zL D x y D x G x z+ −， （ ， ）（G,D）E E

       (2) 
Here the goal of generator is to minimize this function value, and the discrimator aims to maximize 

this function value. In the figure, we added the VGG-16 module to add the Lp loss, so the final loss 
function is 

*

1 1 2GAN pG L L L = + +
                              (3) 

Formula three is the improved loss function we proposed. This method takes the average of 

perceptual loss of the last three feature layers as the final perceptual loss. 

4. Experiment 

The complete experiments performed on the rain12 dataset. In the experiment, we take the average of 

the perceptual loss of the last three feature layers as the final perceptual loss. Two thousand sets of rain 

and clear matching pictures are trained in the training set and the test set use a hundred sets of pictures. 

Alternate training of generators and discriminators is used in the experiment. We set the batchsize in 
training to 16. After training two hundred epochs on the data in the training set, we evaluate the 

quality of pictures generated from both qualitative and quantitative assessments. 

Qualitative evaluation: Figure 4 and Figure 5 shows the experimental results after different 
training epochs, and the comparison of the experimental results before and after adding the perceptual 

loss is shown in Figure 6. 

 

Figure 4. The experimental results of the dataset after training 50 epochs 
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Figure 5. The experimental results of the dataset after training 200 epochs. 

The experimental results indicate that the ideal experimental results have been generated after 

training 50 epochs of the dataset, and the generate effect increases slightly after training for 200 
epochs, which shows that the loss function after adding the perceptual loss can also be quickly 

weaken. 

 

 
Figure 6. Different losses induce different quality of results. Here are the results under different losses. 

The experimental results before adding perceptual loss also show better rain removal ability, but 

there will be a slight color deviation. This problem has been successfully solved by using the new loss 

function. 
Quantitative evaluation: The structural similarity (SSIM) and peak signal-to-noise ratio (PSNR) 

two main measures are mainly used to evaluate the effect of rain removal by different methods. The 

larger the corresponding metric value is, the better the effect performs.  

 

Figure 7. Results of different rain removal methods in PSNR and SSIM metrics 

In terms of PSNR and SSIM, the metric values of pictures generated by the network proposed in 

this article have achieved good results. Compared with the previous better methods, the new model 

exhibits superior image recovery ability. This also reflects the protruding capabilities of Pixel-GAN in 
image generation. 
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5. Conclusion 

A new end-to-end network structure model is used to remove rain lines from pictures in this article. In 

the experiment, the symmetrical U-net structure of the generator is used to retain the underlying 
features of the picture before and after the rain removing. The Patch-GAN in the discriminator is used 

to learn the details, for better processing the local information. Besides, the perceptual loss added can 

ensure the restoration of the picture content consistent on the image, which helps to achieved 
remarkable results in the work of removing rain from pictures. However, the performance of removing 

raindrops on the lens is not very good, because the raindrops are too large to recovered, and the 

location of the raindrops is random. In the latest method to remove raindrops, an attentive network [7] 

is added to detect raindrop positions, which increases the processing of local information. In 
subsequent studies, an attention network is considered to combine with our experiment. The 

combination of attention network and Patch-GAN may achieve better results in the recovery of local 

information 
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