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Abstract. Method of V.M. Alekseev was used to obtain the clarifications of lower estimates for 

the lower singular exponent and of upper estimates for the upper singular exponent of a linear 

system of differential equations. In contrast to the classical results of the freezing method, which 

assume that the derivatives of the elements of the matrix of the coefficients of the system are 

small, the new estimates admit that these derivatives are unbounded. 

1. Introduction 

Consider a linear system of differential equations. 

.||)(||,)(,,)( MtARtARxxtAx n = +
   (1) 

It is well known that it is impossible to describe the behavior of solutions of a non-autonomous system 

(1) only by the eigenvalues of the matrix )(tA . It is necessary to introduce additional conditions on the 

matrix )(tA . In the freezing method, system (1) is written in the form 

( )xtAtAxtAx 00 ()()( −+= , the addendum ( )xtAtA 0()( −  is considered as a perturbation of 

the linear autonomous system xtAx )( 0= . In order to apply the freezing method, it is now necessary 

to accurately estimate the growth of the matrix ))(exp( 0 ttA , which can be considered as the 

fundamental matrix of the “frozen” system xtAx )( 0= . We will assume that the matrix )(tA  of 

system (1) satisfies for any 
+Rst,  to inequality 

 ||||)()(|| stsAtA −−     (2) 

with some positive constants   and  . 

The case when 1 presents no interest, since from inequality (2) it follows, that = )(tA  and 

the system (1) must be autonomous. The case when 1= , which under the existence of )(tA  is 

equivalent to [1, 136] inequality  ||)(|| tA , was studied in the classical works on the method of 

freezing. We introduce the notation 

)(Remaxsup ti
i

Rt


+

= , )(Remininf ti
iRt


+

= .  (3) 



MMPAM’2019

IOP Conf. Series: Journal of Physics: Conf. Series 1352 (2019) 012030

IOP Publishing

doi:10.1088/1742-6596/1352/1/012030

2

Here niti ,...,1),( =  are the matrix )(tA eigenvalues. The first estimates from above of the highest 

exponent  of system (1) in terms of  and   in the case 1=  were obtained in [2, 3]. 

These estimates were refined in [4;5]. The attainability of estimating the method of freezing by 

parameter   in the case 1=  was proved in [6] for the second-order system (1) and in [7] for the 

system (1) of arbitrary order. In [8] for the case when 1= , various refinements were obtained for 

estimate of the upper exponent   and the lower exponent  from below. For the case when )1;0(

in [9], the upper estimate of the senior exponent  and the lower estimate of the lower exponent   are 

obtained. 
)/(1)/(1 ,   ++ −+ nn CC .   (4) 

Here ( )( ))/(11exp1  +−++−+= nnDnC , constant D from estimate [ 10, 22] 

||
+− + RtuttDtuA n ,),exp()1(||))(exp( 1  .   (5) 

Note that estimate (5) follows from a more accurate estimate. [1, 132] 
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It is true that,  

||
( ) ( )


−

=

−

=


1

0

1

0
!

2
)exp(

!

||)(||2
))(Remaxexp(||))(exp(

n

k

kn

k

k

i
i k

tM
t

k

uAt
tutuA   

 

( ) +−−
−

=

++













+=  RtutDttDt

k

tM
t nn

n

k

k

,),exp()1()exp()1(
!

2
1)exp( 11

1

1

 . 

V.M. Alekseev received the upper estimate of the upper special exponent 0 of system (1) 

1
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n
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nn
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      (7) 

assuming that ||||)()(|| stsAtA −−  . Using a more accurate estimate (6), with the method of 

V.M. Alekseev for the case 

( 1;0,||||)()(|| −−  stsAtA , 

we clarify the constant C in the estimates (4). We will get the lower estimate for the lower special 

exponent 0  and the upper estimate of the upper special exponent 0 . 

Since inequality holds true [10, 149] 

MM − 00  , 

 

we get similar estimates for the central exponents   and  , as well as for the junior and senior 

Lyapunov’s exponents  and  . 

2. The main result and examples 
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Theorem. Let the matrix of coefficients )(tA  of system (1) satisfy inequality (2) with constants 

( 1;0  and 0 , the parameters  and   are given by relations (3), then for the upper special 

exponent 0 and for the lower special exponent 0  the estimates are valid 

( ) 






 +

+

=

−−















−

+
+  n

nn

k
k

k
MM

1
1

1

1
0

)!1(

)(
22 , 

( ) 






 +

+

=

−−















−

+
−  n

nn

k
k

k
MM

1
1

1

1
0

)!1(
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22 .   (8) 

In the last inequalities ( )  is the gamma function. 

Remark 1. Both estimates (8) are of interest if the constant   is sufficiently small. If 

( ) 1
)!1(

)(
2

1

1


−

+

=

−−
n

k
k

k
M





, then the estimates (8) are worse than the obvious estimates 

MM 20 +   and MM 20 −−  . We took into account that MM −   and

MM −  . 

 

Proof. We use the following theorem by V.M. Alekseev [1, 134].  

Let 
+ RtutDttuA ,),exp()(||))(exp(||  ,   (9) 

)(||)()(|| stsAtA −−  ,     (10) 

and   is such that 


+

− 

0

1)()(  de .      (11) 

We denote the lower bound of such   by 0 , then the upper special exponent 0 of system (1) 

satisfies the inequality. The central and senior exponents of system (1) even more satisfy this inequality 

00  . 

We apply the Alekseev theorem, using as the )(t  function which is on the right-hand side of 

inequality (6). To satisfy condition (9) of the theorem, it suffices to take any   . Let condition (10) 

be satisfied for the function 
 ||)( = , ( 1;0 . To fulfill condition (11) of the theorem, we 

require that 
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Since 
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de , we come to the inequality 
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where )(  is a gamma-function. 

For  inf0 =  the following equality should be preformed 
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It is clear that the quantity 
 −

=
0

0

1
z  must satisfy the equation 
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which after the change of 02Mzz =  looks like 
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We assume that the constant   is so small that 
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Otherwise, as noted in Remark 1, estimates (8) are worse than trivial estimates. 

The left side of inequality (12) monotonously increases, when 0z and when 1=z  satisfies 

inequality (13), therefore the positive root 0 of equation (12) is larger than 1. For this root we have 
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Out of the last inequality we have 
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Since 

0
0

1

z
+=  , then by the Alekseev theorem we have the first of inequalities (8). 

A lower bound for the lower special exponent is easily obtained by going to the adjoint system. 

Let us consider the system ytAy T )(−=  associated with the system xtAx )(= . If the matrix 

)(tA satisfies inequality (2), then the matrix )(tAT− of the adjoint system also satisfies the same 

inequality. 
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The eigenvalues )(ti of the matrix )(tA  are related to the eigenvalues )(ti of the matrix 

)(tAT− by equality nitt ii ,1),()( =−=  , so 

( )  −=−=−==
+++ 

)(Remininf)(Remaxsup)(Remaxsup ttt i
iRt

i
i

Rt

i
i

Rt

T
. 

For the upper special exponent 
T
0 of the conjugate system, we have the estimate from above. 
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Since 00 −=T
, we go to the second inequality (8). The theorem is proved. 

Remark 2. System (1) with a matrix )(tA satisfying inequality (2) with ( ,1;0 can be correct 

and wrong. We remind that the concept of a correct system of differential equations was introduced by 

A.M. Lyapunov. 

System (1) is called correct if the sum of the Lyapunov indices of this system is equal to the lower 

integral average of the matrix of coefficients, i.e. 

 −

+→=

=

t

t

n

i

i duuSpAt

0

1

1

)(lim . 

Solving the problem of stability in the first approximation is easier if the linear part of the system is 

correct. Note that correct systems include reducible systems (and, therefore, autonomous and periodic 

systems) and almost reducible systems according to B.F. Bylov. 

Example 1. System 

( )
x

t
x














=

10

1sin 3/1
, 

is correct, since the elements of the main diagonal of the triangular matrix of coefficients have strict 

integral averages (Lyapunov regularity criterion [1,141]). 

The equality ( ) =−

+→

t

t
dt

0

3/11 0sinlim   is easily proved by replacing the variable 
3/1 =  and 

further integration in parts. 

The matrix )(tA of coefficients of the system satisfies the inequality 

 ||||)()(|| stsAtA −− ,      
+Rst,  

with 3/1= , since the function ( )3/1
11 sin)( tta =  satisfies the inequality. It is true that 

( ) ( ) ( )( ) 3/13/13/13/13/13/13/1 15.0sin2sinsin stststst −−−−  . 

  

 

Example 2. System 

( ) +











 +++
= Rtx

tt
x ,
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11lncos3/11lnsin75.0 33
, 
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is wrong because the diagonal element )(11 ta  has no strict integral average. Indeed, the limit  

( ) 3

0

11
1 1lnsin

1
lim75.0lim +

+
=

+→

−

+→
t

t

t
dat

t

tt
  

does not exist. 

It remains to be noted that the element )(11 ta  satisfies the inequality 

3/1
1111 |||)()(| stsata −−  for any 

+Rst, . We have |)()(| 1111 sata −  

( )3333 1lncos1lncos3/11lnsin1lnsin75.0 +−+++−+ stst  

( )( ) 3333 1ln1ln1ln1ln5.0sin3/875.0 +−++−+ stst   

−++ − 1)1()1( 3/13/1 st
3/13/13/1

1 stsst −+−
−

 . 

We used the inequalities 0,1ln − xxx  and 
3/13/13/1 yxyx −− . 

3. Conclusions 

Note, that in the case, when 1= , taking into account that ( ) !1 kk =+  and ,)1(5.0
1

+=
=

nnk
n

k

 

the first of the estimates (8) of the theorem turns into an estimate 

1

1

20
8

)1(
2

+







 +
+

n

M

nn
M


 , 

received by V.M. Alekseev [1, 137]. 

Estimates (8) can be converted taking into account the properties of the gamma function 

( ) )(1 xxx =+  to the form 
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.  

For ( )1;0  and very small   the estimates obtained, the order is not higher than 
)/(1  +n

which 

is better than order 
)1/(1 +n . 
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