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Abstract. Labanotation uses a variety of graphic symbols to analyse and record human 

movements accurately and flexibly, which is an important means to protect traditional dance. 

In this paper, we introduce an efficient method for automatic generation of Labanotation from 

motion capture data by identifying human movements with bidirectional LSTM network (Bi-

LSTM). Up to our knowledge, this is the first time that Bi-LSTM network has been introduced 

to the field of Labanotation generation. Compared with previous methods, Bi-LSTM used in 

our human movements recognition system learns context information for sequential data from 

not only the past but also the future directions. Combined with a newly designed discriminative 

skeleton-topologic feature, our approach has the ability to generate more accurate Labanotation 

than previous work. Experiment results on two public motion capture datasets show that our 

method outperforms state-of-the-art methods, demonstrating its effectiveness.  

1. Introduction 

Recently, the archiving and preserving of national assets such as folk dance and other performance art 

has become an important research topic [1]. Just like musicians record their compositions in the music 

score, choreographers can express their intensions in the dance notation. As a lively and logical system, 

Labanotation is one of the most widely used dance notation systems. It plays an important role in 

recording human movements, choreography, dance exercises and so on [2].  

However, hand-writing Labanotation by observing human movements is a laborious and inefficient 

task. An effective solution is using computer technology to generate Labanotation automatically. In 

this paper, we propose a method based on Bi-LSTM network [3] for automatically generating 

Labanotation from motion capture data. The main components of our work are discriminative feature 

extraction and effective movement recognition. For the feature extraction, we use the skeleton-

topologic feature [4]. For the recognition of human movements, we propose to apply the powerful 

recurrent neural network, which is expert in modelling context information for long periods and has 

obtained superior performance in speech processing and action recognition [5, 6]. Our method applies 

Bi-LSTM network to recognize the categories of lower limb movements, each of which corresponds to 

a specific type symbol in the Labanotation. Experiment results on two public motion capture datasets 

indicates that the proposed method achieves a much higher accuracy than previous work. 
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2. Related work 

As a cross subject based on mathematics, mechanics and human anatomy, the study of automatic 

generation of Labanotation by computer technology is still in its infancy. Recently, some work of 

combining computer technology with Labanotation has been done. 

First of all, some software assists people in drawing Labanotation is researched and developed, 

such as Laban Writer [7], Labanatory [8], Calanban [9] and LED&LINTEL [10]. Using these software 

to draw a Labanotation score, professionals only need to drag specific symbols to a specific area. 

Laban Writer [7] is currently the most widely used editor due to its practicality and convenience. 

However, it only supports installation and use on the Macintosh operating system. 

Then, it is the research of automatic Labanotation generation from motion capture data. [11] 

conducts research in this area firstly. Their method based on spatial analysis, having the function of 

automatic generation for upper limb movements. However, the complex and important lower limb 

movements cannot be recognized by their methods. [12] proposes a computer-aided tool named 

GenLaban. It firstly performs the key-frames selection for human movements, then analyse human 

postures by the fixed rule. For the same movement, the amplitudes are various from different people. 

Therefore, this method of fixing parameters is not flexible enough.  

Zhou [13, 14] proposes a key-fame matching method based on Dynamic Time Warping (DTW). 

Their main idea is comparing the sample with templates that pre-stored in the database and output the 

best matching category. Due to each person's height and weight are different, the same category of 

movements do not necessarily match the template. [15] presents a method based on Hidden Markov 

Models (HMMs), this approach train a Hidden Markov Model for each category of human movement. 

It achieves better results than other methods due to Hidden Markov Model choose the optimal decision 

of dynamic systems. However, as the categories of movements increase, it takes a long time to train 

Hidden Markov models.  

3. Labanotation 

Labanotation is a notation system used for analysing and preserving human movements, which is 

created by Rudolph Laban -- "the father of modern dance theory” in the early 20
th
 century [2]. 

Nowadays, it has been not only used for the field of dance, but also in the mental medicine because of 

its versatility and no language barrier. A Labanotation score with 4 pages is shown in Figure 1. In 

general, Labanotation consists of two parts: vertical stuff and notation symbols. 

Labanotation generally contains 9 or 11 vertical lines as its spectral structure. In practical 

applications, the number of columns depends on the actual situation. Each column represents a part of 

human body. Figure 2 shows the structure with 11 columns. For Labanotation symbols, 9 horizontal 

directions and 3 vertical levels make up 27 basic ones. Each symbol represents a kind of human 

motion. Figure 3 shows the basic symbols of Labanotation. More details on Labanotation please refer 

to [2]. 

  
 

Figure 1. An example of 

Labanotation with 4 pages. 

Figure 2. Structure of 

Labanotation. 

Figure 3. Basic symbols of 

Labanotation. 
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4. Proposed method 

Each type of symbol in Labanotation corresponds to a category of human movements, so the core 

content of our method is to recognize human movements accurately. 

LSTM and Bi-LSTM are briefly reviewed in the following. Then we describe the processing of 

motion data and the recognition of lower limb movement segments. 

4.1. Overview of LSTM and bidirectional LSTM 

4.1.1 LSTM Unit. Compared with the basic feed forward neural networks, the biggest difference of the 

recurrent neural networks (RNNs) is the self-connected recurrent connections which are suitable for 

sequential dynamics.  

Although in theory recurrent neural networks can capture long-term dependencies, they actually do 

not pass due to gradient vanishing or gradient explosion [16].  

LSTM [17] is a kind of variant of RNN, which aims at solving the problem of gradient 

vanishing/explosion and learning the long-term context information. Through the design of several 

subtle gates, LSTM network controls the forgetting of information or passes it to the next step.  

Each LSTM unit has a memory cell     , which is indexed by time  . Three sigmoidal gates: 

input gate   , forget gate    and output gate    control the reading or modification of   . Generally, 

the update formulas for an LSTM unit at time t are summarized as:   

    (    
      

        
      )                      (1) 

    (    
      

        
      )                     (2) 

    (    
      

        
      )                     (3) 

                (    
      

      )                    (4) 

         (  )                                (5) 

Where  ( ) represents the sigmoid function,    is the input vector and   represents the output 

vector which contains all useful information at time   and before. All   matrices represent the 

weights of the connection between two units.    ,   ,   ,    denotes the bias vectors. 

4.1.2 Bidirectional LSTM  

LSTM neural network only captures the previous information and has no knowledge of future, but for 

many sequence problems, understanding past and future information is very beneficial. Therefore, Bi-

LSTM is a good solution and its effectiveness has also been proved [18].  

Bi-LSTM performs information capturing on both forward and backward layers for each input. The 

two hidden layers learn the information for both directions and the final output is obtained by 

combining the results of the forward layer and the backward layer. Mathematical expressions as 

follows: 

     (                     )                       (6) 

     (                     )                       (7) 

Where    and    represent the output of forward layer and the backward layer respectively. The 

final output in our work is the concatenation of these two parts. 

4.2. Motion capture data processing and conversion 

Recall that the file format for storing human motion data is BVH in our work, which defines a tree 

shaped human skeletal hierarchy to store motion data and has a total of 26 human joint nodes. It 

records the rotation data of each node relative to its parent node in the form of Euler angles, which is 
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the orientation data of each human joint during the motion process. For a more intuitive analysis, Euler 

angles are generally converted to 3D position data in Cartesian coordinate system. 

Conversion rules are as follows: For any non-root node   and its precursor node  , assume that 

the initial offset of   is (        ), the world coordinate position of node   is (        ). Set 

node   to perform Euler angle rotation around the ZXY-axis. Human movement is accompanied by 

angular displacement. Set the angular displacement matrix  , then the new position of   relative   

can calculated: 

(        )   (        )                            (8) 

Due to the tree shaped human skeletal hierarchy structure, the calculation of the current node 

position is actually a recursive process, it is the result of the interaction of all its precursor nodes and 

not just its immediate precursor node. Assume that the rotation matrix of all predecessor nodes of node 

  are          , then the position offset of node   should be: 

(        )  (   (    ( (   (        )))))                  (9) 

From this, the world coordinates of each human node can be obtained. Assume that the joint 

chain          , where    represents root node. The position offsets of these nodes relative to its 

immediate predecessor nodes are             (root joint without precursor joint). Let        
denote the root node’s position, then the position of node   in the world coordinate system is: 

                                             (10) 

Through the above transformation, we can get each frame data of human body motion in world 

coordinates. However, the 3D spatial position data is just the position of each individual joint and 

lacks of relationship representation between the joints. To get a better representation of human 

movements, we carry out the feature extraction from the raw 3D world coordinates data. In this paper, 

we use the skeleton-topologic feature [4]. 

4.3. Recognition of Human Movements  

The structure of Bi-LSTM network determines its powerful ability to capture contextual information 

and it can learn from both the past and future. 

Our network structure mainly includes a Bi-LSTM layer and a fully connected layer. The skeleton-

topologic feature [4] is used as input to the Bi-LSTM network. Each movement segment lasts 20 

frames, each frame is represented by 4 vectors and each vector is characterized by 3D space 

coordinates. Hence, each movement segment is indicated by a 240 dimensional vector and the input 

size for the Bi-LSTM layer is      , where   represents the total number of samples in dataset. 

The layer of Bi-LSTM is mainly used to select information from the past and the future effectively, 

including the retention of useful information and the discarding of useless information. A dropout 

layer is added after the Bi-LSTM layer to prevent the over fitting. Then, the fully connected layer, 

using the softmax function as its activation function, is added to act as a classifier. In the training 

process of whole network, we set the batch-size to 32 and our goal is to minimize the value of the 

cross-entropy function. Moreover, we use the Adam [19] optimizer, which has faster convergence 

speed and better learning effect than other adaptive learning algorithms.  

5. Experiment results 

5.1. Datasets 

In our work, we validate the efficiency and reliability of our method on two public datasets.  

Dataset A: It is built by [15]. This dataset contains 16 categories of human lower limb movements 

and 6,400 motion capture data segments in total. It is noted that the 6,400 human movement segments 
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are uniformly distributed in each movement category. The duration of each movement segment is 20 

frames, finally the entire data set has a total of 12,800 frames. 

Dataset B: It is first introduced in our work [4]. This dataset contains 48 categories of human lower 

limb movements and 19,200 motion capture data segments in total. In order to be consistent with data 

set A, we also take 20 frames per movement segment and finally the data set has a total of 384,000 

frames. Moreover, the human movement segments are also equally distributed in each category. 

5.2. Evaluation 

Each motion capture data segment in the dataset includes one single dance movement which 

corresponding to a specific Labanotation symbol. In the experiment, we randomly select half of each 

category sample in the data set as the training set and the rest as the test set. 

Firstly, we compare our method with the key-fame matching method based on Dynamic Time 

Warping (DTW) proposed by [14] and the Hidden Markov Model (HMM) method proposed by [15] 

on dataset A. It should be pointed out that the features used in all the experiments are the same, which 

are the skeleton-based features [4].  

Table 1 shows the performance comparison of our approach with the DTW-based key-fame 

matching method proposed by [14] and the HMM-based method proposed by [15]. It can be seen 

clearly that our method based on Bi-LSTM network achieves the best accuracy. On dataset A, our 

approach is about 4% better than the HMM-based method and 15% better than the key-fame matching 

method, which demonstrates the advantages of Bi-LSTM in processing time-series dynamic human 

motion data.  

Table 1. Performance comparison of template method, HMM method and Bi-LSTM method 

Accuracy (%) Dataset A (16 categories, 

6400 segments) 

Dataset B (48 categories, 

19200 segments) 

Left leg Right leg Left leg Right leg 

Template + DTW [14] 82.47 78.39 62.56  59.38  

HMM [15] 91.52 92.26 90.31  89.25  

Bi-LSTM  (proposed) 95.57 95. 68 95.91 96. 09 

To further verify the efficiency and robustness of the proposed approach, we carry out experiments 

on dataset B, which contains more categories of human movements and more samples compared with 

dataset A. It should be noted that the experiments performed on dataset A and dataset B are on the 

same Bi-LSTM network structure. It can be seen that even if the category and quantity of human 

movements are increased, our method still achieves high recognition accuracy, which indicates that 

our proposed method has strong generalization ability. 

6. Conclusion 

In this paper, we propose a method based on bidirectional LSTM neural network for automatically 

generating Labanotation from motion capture data segments. As an advanced recurrent neural network, 

Bi-LSTM has the advantage of capturing long-term contextual information from both the past and the 

future, which is suitable for learning the sequential dynamic characteristics of human movements from 

motion capture data. Compared with the DTW-based key-fame matching method and HMM-based 

method, experiment results verify that our method have the superior performance in recognition 

accuracy and Labanotation generating. Therefore, the proposed method based on Bi-LSTM can 

generate Labanotation more accurately than previous method, which is more in line with practical 

application.  
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