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Abstract. Breast-conserving surgery followed by radiotherapy to the whole breast and boost 

irradiation to the lumpectomy cavity (LC) is the standard strategy for the early stage breast 

cancer patients. Accurate segmentation of the target volume is a prerequisite for accurate 

radiotherapy, which directly affects the success or failure of tumor treatment. The current 

delineation of target is mainly done by manual drawing, which is time-consuming, laborious 

and easy to be affected by subjective factors. To solve this problem, we enhance the MR breast 

images using DWT (discrete wavelet transform) to get more detail of MR image feature firstly. 

Secondly, we use K-means algorithm to classify the feature vectors and establish the image 

segmentation model. Finally, compared with the traditional threshold segmentation method, the 

model is most suitable for automatic delineation of radiotherapy target area and the setting of 

optimal parameters are obtained. This method can realize the accurate automatic delineation of 

target area basically, and solve the problem of lack of accuracy and standardization in current 

tumor bed delineation. 

1. Introduction 

The incidence of breast cancer are the top of women's cancers and shows an increasing trend year by 

year [1]. More and more attention has been paid to the diagnosis and treatment of breast cancer. 

Currently, radiotherapy after breast conserving surgery is a standard treatment for early breast cancer. 

The main purpose of the postoperative radiotherapy is to improve the local control rate and breast 

preservation rate. Due to the recurrence area of breast in breast conserving patients, it is mostly located 

in the tumor bed. Furthermore, its surrounding tissues and preoperative delineation of the tumor area 

are very important for postoperative radiotherapy [2]. Preoperative segmentation of the tumor region is 

helpful to determine the location and shape of the tumor bed after surgery, and provides a basis for 

three-dimensional reconstruction of the tumor region and target delineation. 

Therefore, it has a great clinical significance for the segmentation of tumor sites in breast cancer 

MR images. At present, many machine learning approaches are utilized in this research area. The 

paper [3] proposes a deep learning called CNN, which use convolutional neural network to MR image 

segmentation of brain tumors, but this method requires a large number of MR images for training [4], 

and it is not suitable for MR image segmentation of small samples. Wang et al [5]. applied Active 

contour models (Snake）[6] to segmentation of brain MR images , but the model required pre-set 

initial contour positions and low segmentation efficiency. Ganesh et al [7].used fuzzy k-means 
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[8]clustering to segment brain MR images, but the initial clustering values of this method are uncertain 

and not suitable for small region segmentation. Zhang et al [9]. use the support vector machine 

(SVM)[10]method to segment the brain nuclear magnetic image, but the segmentation accuracy of this 

method is very low. There are few studies on tumor segmentation in breast cancer MR images. Due to 

the small range and the unfixed position of breast cancer, it is impossible to use the above method for 

segmentation treatment directly. At present, the research on breast cancer still has problems such as 

poor segmentation accuracy and low efficiency. 

To solve this problem, we propose a feature extraction based on discrete wavelet and an image 

segmentation model using K-means algorithm. At first, we use discrete wavelet analysis to analyze the 

location of breast tumor and establish the feature matrix. Secondly, we use k-means algorithm to 

classify and recognize feature vectors and establish classification model to complete MR image 

segmentation. Finally, we compare it with the traditional threshold segmentation method to get the 

most suitable model for automatic target delineation and the setting of the optimal parameters. And, 

we compare it with the traditional threshold segmentation method to get the most suitable model for 

tumor segmentation and the setting of the optimal parameters. The experimental results show that this 

model can achieve the automatic segmentation of breast cancer MR images.  

2. MR image data  

The research data comes from Shandong cancer hospital treated 12 breast cancer patients. Each patient 

has detailed medical records. We use Philips Achieva 3.0T MRI scanner, fat suppression sequence, 

transverse (Axi) plain scan and enhanced MR images were selected. The scanning parameters were TE: 

2.2ms, TR: 4.4ms with 1 mm slice spacing and 352*352 image matrix size. Figure. 1 is an MR image 

of the patient. The high signal (white) area in the red rectangular frame on the right side of the image 

is the focus area needs to be segmented accurately.  

 

Figure 1. Enhanced sequence MR image of breast cancer. 

3. Methods  

Although compared with CT images, MR can provide a good soft tissue image, and can clearly 

distinguish breast tumors and surrounding tissues, MR images have blurred boundaries, uneven gray 

distribution, noise and other shortcomings, which makes the processing of MR images is very difficult. 

Before the segmentation of breast cancer MR images, we need to preprocess it and understand its 

performance on MR images, so as to establish an appropriate automatic segmentation model. 

Compared with the size of the tumor, MR images display a very large range, so first we need to 

manually tailor the MR images, retaining only the interested side of the tumor (ROI) image. Secondly, 

we use discrete wavelet [11] to extract feature matrix and get feature matrix. Finally, we use k-means 

algorithm [12] to classify the features, so as to get the best automatic segmentation model of breast 

cancer. The specific segmentation process is shown in Figure 2. 

Tumor ROI
MR image

Discrete wavelet 

analysis 
K-means classification

Feature matrix Result
Rough 

extraction 

 
Figure 2. The process of MR image segmentation in breast cancer. 
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3.1. Discrete wavelet analysis 

Discrete Wavelet Transform (DWT) [10] is a kind of signal analysis tool with the ability of multi-

resolution in time domain and frequency domain, which adopts scaling and translation wavelet 

transform on a specific subset [13]. In signal analysis, DWT is widely used in multi-scale edge 

detection, weak signal extraction and signal-to-noise separation, and boundary processing and filtering.  

The basic idea of wavelet transform is to decompose the original signal into a series of sub-band 

signals with different spatial resolution, different frequency characteristics and direction 

characteristics by stretching and translation [14]. For a function f(x), the basic expression of the 

continuous wavelet transform is: 

1

1
( , ) , ( ) ( )f

R

x b
w a b f f x dx

aa
 


                                                 (1) 

Where ψ is a wavelet function and satisfies the admissibility condition  
( )

C d

 








   , The 

continuous wavelet transform has translation characteristics, that is, 0 0( ) ( , )ff x x W a b x   . When the 

values of a, b are discretized, the discrete wavelet transform is obtained. The commonly used discrete 

wavelet is binary wavelet. At present, the discrete wavelet transform is generally used Mallat fast 

algorithm [15]. For one-dimensional discrete wavelet transform, the algorithm matrix expression is: 

1 1,j j j jCA HCA CD GCD                                                            (2) 

Where, , 2 , 2( ) ( ), ( ) ( )m k k m m k k mH H h G G g     . jCA and jCD are discrete approximation and discrete 

detail of discrete signal ( )f x  at resolution 2 j , respectively. Generally, 0CA  is regarded as a signal to 

be decomposed for one-dimensional signal. The schematic diagram of decomposition is shown in 

Figure 3. 

Low-pass filter

High pass filter

2 

2

CAj

CAj+1

CDj+1

 

Figure 3. Fast wavelet transform decomposition. 

The algorithm divides the signal into different frequency channel components. In the process of 

decomposition, the signal is filtered by high-pass and low-pass filters first, and then down-sampling is 

carried out at even points for each channel. The main advantage of this method is that the total number 

of data points after decomposition remains unchanged, but the data of each channel becomes 1/2 of the 

original. It helps to improve the speed of operation, so it is widely used at present. However, due to the 

problem of sampling points down-sampling, the translation invariance of wavelet transform is lost. 

The translation invariance of wavelet is very important for the application of statistical signal 

processing, so it is not conducive to the application of wavelet transform to extract edge, texture and 

other features. In this paper, the discrete stationary wavelet transform is used. Compared with the 

classical discrete orthogonal wavelet transform, the main characteristics of the discrete stationary 

wavelet transform are redundancy and translation invariance. 

3.2. Discrete wavelet filtering results  

In the process of MR image processing, due to the display range is too large, it is necessary to pre-

process the image to obtain the region of interest (ROI) for the subsequent wavelet feature extraction. 

The image ROI area is shown in Figure 4. 

 
Figure 4. MR image ROI area of breast cancer. 
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According to the characteristics of image texture which mainly displays in details, the image 

feature extraction is concentrated on the high-frequency channel of image wavelet transform [14]. The 

image is decomposed into approximate LL and high-frequency parts LH, HL, HH by two-dimensional 

discrete stationary wavelet decomposition. The low-frequency channel LL is further decomposed into 

{LL1, LH1, HL1, HH1}. Energy of wavelet coefficients is defined as follows: 
/2 1 /2 1

2

( , ) ( , )2
/2 /2

1 i n l n

i j k l

k i n l i n

E w
n

   

   

                                                                (3) 

Where n  is the size of the image window. We use the function to find the energy of wavelet 

coefficients respectively. When the window moves, the feature vectors of each pixel in the image are 

obtained, and then clustering is carried out according to these features to achieve the purpose of image 

segmentation. Two dimensional discrete wavelet transform is shown in Figure 5. 

  
(a)   (b) 

Figure 5. Discrete wavelet decomposition. (a) High frequency component decomposition (b) LL 

component continued decomposition. 

In order to ensure the influence of each feature vector is similar and reduce the computational 

complexity of fuzzy clustering, the eigenvalues of each feature vector are normalized according to the 

following formula before classification: 

( , )
( , )

max( ( , ))

m
m

m

E i j
F i j

E i j
                                                                  (4) 

Where ( , )mE i j  represents the eigenvalue of an image block in coarse segmentation, m represents 

the eigenvalue of a pixel in subdivision, and ( , )mF i j represents the normalized eigenvalue. 

3.3. K-means classification model 

K-means is a specific clustering algorithm (data in one cluster cannot exist in another cluster). This 

algorithm is a typical unsupervised clustering algorithm, because it has the advantages of easy to 

understand, simple operation, high accuracy, so it has been widely used once proposed. The key idea 

of K-means algorithm is easy to understand, that is, according to the size of the distance between the 

experimental sample sets, the sample set is divided into K clusters as the initial samples, and then the 

K is adjusted by iteration until the distance between the points in the cluster is as small as possible and 

the distance between the points in the cluster is as large as possible.  

The general process of K-means algorithm is as follows: 

1) Firstly, K initial clustering centers are selected randomly. 

2) The Euclidean distances from each point ( 1,2,..., )ix i n  to each cluster center 

( 1,2,3..., ,..., )im i p k
 are calculated. If  

( , )i pD x m
, the ix

point is assigned to the p  class. 

3) Recalculate the central position of each cluster, 

1

i

i

x xi

m x
N 

 
, iN is the number of samples in class 

i  , 1,2,...,i k . 

4) Convergence judgment is made, and the clustering partition is completed by cyclic calculation of 

steps 2 and 3 until the clustering center im
 is no longer changed. 

K-means algorithm for image segmentation is to cluster the pixels. The traditional RGB color 

image has three channels, K-means is easy to cluster. But because the gray image is a single channel, 

the classification effect is poor. In order to improve the clustering effect, we use discrete wavelet to 
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extract the ROI region features, and cluster the feature components together with the ROI region to 

improve the clustering effect. The classification model is shown in Figure 6. 

K-means model

ROI

Result

 

Figure 6. The process of establishing the model. 

4. Experiments and Results  

In order to verify the DWT and K-means algorithm, a lot of comparative tests are carried out in this 

paper. According to the algorithm processing steps, the MR images are experimented with MATLAB 

2017b on the windows 10 operating system platform. The computer is basically configured with Intel 

(R) Core (TM) i7-6700 CPU @2.60GHz, and 16GB of running memory. The experimental results are 

shown in Figure 7. 

               

    (a)                (b)              (c) 

Figure 7. Segmentation results of DWT and K-means models. (a) ROI region, (b) The result of 3 

classification, (c) The result of tumor segmentation. 

4.1. K value choice 

In order to further verify the effectiveness of the proposed method, several other groups of MR images 

are selected and tested with different K values. The experimental results are shown in Figure 8. 

         

    (a)             (b)            (c)             (d)           (e) 

         

    (f)         (g)         (h)             (i)            (j) 

         

    (k)               (l)            (m)           (n)           (o) 

Figure 8. Segmentation results with different K values. (a) (f)(k)ROI region;(b)(g)(l) Segmentation 

results with a K=3; (c) (h)(m) Segmentation results with a K=4;(d)(i)(n) Segmentation results with a 

K=5;(e)(j)(o) The result of tumor segmentation. 

As shown in the figure, we choose three MR images for segmentation experiments, the results 

show that the segmentation effect is better when k = 4.  
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4.2. Compared with the traditional K-means algorithm 

In order to evaluate our segmentation model and the traditional K-means algorithm, we choose several 

groups of MR images for experiments. The experimental results are as follows. 

               

(a)                (b)              (c) 

                

(d)                (e)              (f) 

               

(g)                (h)              (i) 

Figure 9. Comparison of two segmentation models, k=4. (a) (d)(g)ROI region;(b)(e)(h) Segmentation 

of traditional K-means algorithm;(c)(f)(i) Improved segmentation results of DWT and K-means model. 

As shown in Figure 9, graphs b, e, h are the result of traditional K-means algorithm segmentation, 

and graphs c, f, I are the result of segmentation using our proposed model. The results show that the 

segmentation effect of clustering model based on DWT feature extraction is better than that of K-

means algorithm directly.  

5. Discussion 

In traditional pixel-based image segmentation methods, the RGB channel of the image is often 

classified as a feature to complete the image segmentation. This method of classification and 

segmentation is simple and easy to implement, but it has great limitations. When dealing with single 

channel grayscale images, the segmentation effect will be worse because of fewer features. In order to 

solve the problems of medical image, single channel and blurred edge, we propose to use wavelet to 

extract features instead of pixel features. We have done a lot of comparative experiments to verify our 

method.  

5.1. Experimental results of contrast threshold segmentation 

In order to evaluate the segmentation effect, we try to compare with traditional thresholding 

segmentation and adaptive thresholding (Otsu) segmentation [16], and use multiple breast cancer MR 

images for repeated experiments. The experimental results are shown in Figure 10. 

    

(a)        (b)        (c)        (d) 

    

(e)        (f)        (g)        (h) 

    
(i)        (j)        (k)        (l) 

Figure 10. Results of different segmentation methods. (a) (e) (i) Different sliced ROI areas;(b) (f) (j) 

Manual threshold segmentation; (c) (g) (k) Otsu threshold segmentation; (d) (h) (l) Improved 

segmentation results of DWT and K-means model. 
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Figures a to d, e to h, and i to l are the segmentation results of three groups of breast cancer MR 

images using different methods. a, e, i are the original ROI region, b, f, j are the segmentation using 

threshold, c, g, k are the segmentation using adaptive threshold (Otsu) method, d, h, l are the 

segmentation models proposed in this paper. Through comparison, it can be seen that the segmentation 

model based on wavelet feature extraction is better than the traditional threshold segmentation model.  

5.2. Experimental results of contrast with Snake and LeveSet segmentation 

In order to further evaluate the effect of the model, we choose to compare the results with the 

segmentation algorithm which has been studied more. Figure 11 is the comparison of the experimental 

results, followed by Snake model and Level Set model [17]. 

     

(a)        (b)        (c)        (d) 

    

(e)        (f)        (g)        (h) 

    

(i)        (j)        (k)        (l) 

Figure 11. The result graph of common segmentation algorithm. (a) (e) (i) Different sliced ROI areas; 

(b) (f) (j) Snake model segmentation; (c) (g) (k) Level Set model segmentation; (d) (h) (l) Improved 

segmentation results of DWT and K-means model. 

Figures a to d, e to h, and i to i are the segmentation results of three MR images using different 

methods. a, e, i are the original ROI regions, b, f, j are the segmentation results using Snake, c, g, k are 

the results of Level Set segmentation model, d, h, l are the segmentation results using this paper. The 

segmentation model. The comparison of the above images shows that the effect of using discrete 

wavelet to extract features to build a segmentation model is better than the current common 

segmentation model.  

6. Conclusions and future work 

In this study we propose feature extraction method based on discrete wavelet transformation (DWT) to 

improve segmentation performance of breast cancer MR images. The discrete wavelet transform is 

used to extract features, which avoids the shortcomings of traditional image segmentation methods 

which only use pixels as features. The experimental results show that the segmentation effect of 

wavelet feature extraction combined with K-means clustering algorithm is better than the current 

common segmentation model. Therefore, it is a very good choice to use discrete wavelet to extract 

features and K-means algorithm for automatic segmentation of single-channel breast cancer MR 

images. 

In the future work, we will try to registration MR images and CT images to complete the accurate 

localization of breast cancer.  
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