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Abstract: Particle Swarm Optimization (PSO) has excellent global exploration ability, 
but its local exploitation ability is not ideal. Wolf Pack Search (WPS)，which is 
abstracted from the intelligent predatory behavior of the wolf pack, is an excellent 
local exploitation strategy and can be used to replace or improve the local exploitation 
capabilities of other heuristic algorithms. In order to improve the local exploitation 
ability of Particle Swarm Optimization without affecting the global exploration ability, 
a hybrid improved algorithm, named as WPS-PSO, based on wolf pack search is 
proposed. Though the simulation of fixed-dimension and multi-dimensional 
benchmark functions, and compared with the simulation results of the basic particle 
swarm algorithm, θ-PSO and Quantum Particle Swarm Optimization (QPSO), the 
results of 50 times simulations show that wolf pack search can improve the local 
exploit ability of PSO, and can better solve the multi-dimensional optimization 
problem.  

1. Overview 
Particle swarm optimization algorithm (PSO) is a new type of intelligent group stochastic 

optimization algorithm based on bird foraging behavior. It is proposed by American electrical engineer 
Russell Eberhart and social psychologist James Kennedy in 1995[1~3]. The algorithm is a typical 
heuristic algorithm with the advantages of simple concept, easy implementation, and excellent global 
search features. However, PSO algorithm performance in local development performance is not ideal 
enough. In order to optimize the optimization performance of PSO algorithm, many domestic and 
foreign scholars have done lots of researches and experiments. 

In terms of algorithmic analysis, I. C. Trelea[4] analyzed the convergence of the PSO algorithm 

mailto:1765667894@qq.com


SCSET 2018

IOP Conf. Series: Journal of Physics: Conf. Series 1176 (2019) 052009

IOP Publishing

doi:10.1088/1742-6596/1176/5/052009

2

 

 

applying dynamic system theory and discussed the exploratory and developmental aspects of the PSO 
algorithm; M. Jiang[5] et al. proved the random convergence of PSO with stochastic process theory, 
and a lot of experiments were done on the parameter setting of PSO algorithm. In terms of algorithm 
improvement, scholars have made a lot of optimization of the PSO algorithm on particle selection 
strategies[6], adaptive inertia weights[7], update formulas[8-10], velocity update strategies[11], and 
multi-algorithm fusion[12]. 

In 2007, Yang et al.[13] first proposed a Wolf pack search (WPS) during the process of simulating 
wolves hunting. WPS is an excellent local development strategy that can be used to replace or improve 
the local exploitation capabilities of other heuristic algorithms. 

In order to improve the local development performance further and fully exploit the excellent 
global exploration characteristics of the PSO algorithm, this paper combines Wolf Pack Search (WPS) 
to improve the global version of the particle swarm optimization algorithm and proposes a syncretic 
algorithm - Particle Swarm Optimization Algorithm Using Wolf Pack Search (WPS-PSO). In addition, 
a large number of simulations on the basic test function set and high-dimensional test function set 
were made to verify the effectiveness and advantages of the algorithm in local development 
performance. 

2. Basic Particle Swarm Optimization Algorithm 
2.1 Biological principle of PSO 
Particle swarm optimization algorithm (PSO), which simulates the foraging behavior of birds, 

considers each bird as massless and voluminous particle, the birds’ flight space as the solution space of 
the problem, each passing position of the bird as a candidate solution. Therefore the search for food in 
a flock is the search for the optimal value. The basic idea of PSO algorithm is to find the global 
optimal value through the individuals and collaboration and information sharing between individuals. 
In the algorithm, each solution of the optimization problem is abstracted into particles (birds) without 
mass and volume, and extends to D dimension. The position and velocity of particle i in the D 
dimension are both D dimensional vectors. At the beginning of the algorithm, the initial position Xi = 
(xi1, xi2,……, xiD) of the particles are randomly initialized in the feasible solution space and the initial 
velocity Vi = (vi1, vi2, ……, viD) in the velocity space. In each iteration, the objective function value 
Yi = f (Xi) of each particle was calculated, and the optimal position Pi

best of each particle and the 
optimal position Gbest of the whole population in the iteration K were recorded. The positions and 
velocities of each particle are updated by tracking the two optimal positions. 

The velocity and position updating formulas of PSO algorithm were first proposed by Kennedy and 
Eberhart [1], and improved by Shi and Eberhar et al.[5~6], forming an algorithm model recognized by 
many scholars. The position and velocity updating formulas of the particle i in the D dimensional 
coordinates are shown in equations (1) and (2) : 

( ) ( )1
1 1 2 2

k k best k best k
id id id id d idv v c r P x c r G xω+ = + − + −

                                       
(1) 

1 1, 1, 2, ,+ += + = k k k
id id idx x v d D                                                  

(2) 
In the equation, ω  is the inertial weight coefficient;c1 and c2 are learning factors greater than 
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zero, and also known as acceleration constants; r1 and r2 are random numbers which are uniformly 
distributed in the region [0,1]. Shi and Eberhar suggest that ω  equals 0.7298, and both c1 and c2 
equal 1.49618[5]. In addition, the movement of particles can be limited by setting the position range 

[ ],  i min maxX X X∈  and velocity interval [ ],  i min maxV V V∈ . 

2.2 Advantages and disadvantages of PSO 
The PSO algorithm has weakness in local development ability mainly because of the low 

convergence accuracy, whose reason is that each particle moves through the position and velocity 
formulas in the algorithm. And these formulas take into account the global search capability and local 
development capabilities of the particle swarm. Global search capability requires a diversity of particle 
swarms, while local development capability requires fast clustering particles, which appears to be a 
contradiction in the same iteration cycle. Most of the improved PSO algorithms find a balance 
between the two capabilities, resulting in the PSO algorithm being able to adaptively balance the two 
capabilities in different iteration loops. In the process of searching the global optimization, the first 
requirement is searching the global optimal region, followed by the global best solution. That is, only 
if the algorithm has excellent global search capability, it can locate the global optimal region and can 
accurately search the global best solution. The PSO algorithm has excellent global search capabilities, 
but its local development capability is slightly inadequate. Therefore, this paper adopts wolf pack 
search(WPS) to try to relieve the coupling between global search capability and local development 
capability of PSO algorithm, to ensure the PSO's excellent global search capability, while optimizing 
the PSO's local development capabilities. 

3. Particle swarm optimization algorithm based on wolf pack search based 
3.1Wolf pack search 
Wolf pack search(WPS) is a kind of excellent local development algorithm. Take the search for the 

maximum value for example, briefly describe the process of WPS. In a D-dimensional hunting space 
Ω ⊆ RD, the position of the wolf herd of size N in space is expressed as: xi={xi1, xi2,..., xiD}, and i={1, 
2,..., N}, xi∈Ω；The prey concentration that the wolf sensed is yi=f(xi)；The wolf that finds the 
greatest prey concentration ybest=max{y1，y2，…，yN} is considered prey xbest；The direction of prey
（maximum concentration direction） is e = (xbest - xi)/| xbest - xi |；The process by which wolves hunt 
prey can be abstracted as equations（3）: 

( )i i best i best ix x step x x x x= + × − −                                                

(3) 
In the equation,step is the moving length of each step of the wolf. 
3.2 The design of WPS-PSO 
The idea of improvement is as follows: In the PSO algorithm, the global optimal particle I is 

regarded as prey T instead of moving according to the formula (1~2), and M artificial wolves 
W={w1,w2,···,wM} are randomly generated in the surroundings, where the position of the m-th 
individual worker wolves iswm = (wm1, wm2, ··· ,wmD).Then, calculate the objective function value Zm = 
f (wm) of artificial wolf m. If the objective function value of the artificial wolf m is superior to the 
target function value YT of the prey T, the roles exchange. Then, the artificial wolf W sieges the prey T 
according to the formula (5).Similarly, if the objective function value Zm of an artificial wolf m is 
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better than YT’s during the sieging period, the roles exchange. After the siege, the positions and 
function values of the prey T are assigned back to the particle i, and the rest of the particles continue to 
do the search work according to the formula (1-2).In the iterative process of the PSO algorithm, if the 
next globally optimal particle is still particle i, then the artificial wolf is not required to be randomly 
generated (3), and the siege should be continued on the basis of the siege of the previous generation. 

( )sin 1k k
md idw x γ= × +                                                           (4) 

In the equation, m=1,2,···,M；d=1,2,···,D；γ∈[-0.1,0.1] and γis a uniformly distributed random 
number. 

( )1k k k k
md md id mdw w x wλ+ = + × −                                                      (5) 

In the formula, xid is the position coordinate of the global optimal particle i in the D-th dimension, 
and the random numberλ is distributed uniformly between λ∈(0, 2). It means that the artificial wolf 
can not only search in front of the global optimal particle i, but also can search behind it. 

3.3 The steps of WPS-PSO 
Take the process of solving the global maximum for granted, the steps of the WPS-PSO algorithm 

are shown as follows. 
Step 1:Initialize inertia weight coefficient ω, learning factor c1, c2, particle group size N, number of 

artificial wolves M, maximum iteration times Kmax, particle velocity upper limit Vmin and lower limit 
Vmax, particle space location upper limit Xmin and lower limit Xmax; 

Step 2: Randomly initialize the position X and velocity V of N particles, and calculate the objective 
function value Y of each particle; 

Step 3: The objective function value of each particle is set to the historical maximum value Pbest of 
each particle, and the largest objective function value of the particle group is set to the global 
maximum value Gbest; 

Step 4: The global maximum particle Xbest is set to prey T, and M artificial wolves W={w1,w2,···,wM} 
are created around it according to formula (3); 

Step 5: The artificial wolf performs a partial attack strategy on the prey T. If the objective function 
value Ywi of the artificial wolf wi is greater than the target function value YT of the prey T during the 
attacking period, roles exchange with each other. The rest of the particles adjust the positions and 
velocities of themselves according to the formula(1-2). After adjustment, if the objective function 
value Yk+1 of the particle i is larger than the value Yk before, update the historical maximum value Pbest 

of the particle i. 
Step 6: The value of prey T is assigned back to Xbest and the objection function value YT is assigned 

back to Gbest. If one of the maximum value Pbest of the remaining particles is greater than the value 
Gbest, then update Xbest and Gbest. 

Step 7: Do the judgment whether the optimization accuracy meets the requirements or the 
maximum number of iterations Kmax is reached. If so, output Xbest and Gbest. If not and Xbest and Gbest 
are updated in Step 6,go to Step 5. If not and Xbest and Gbest are not updated in Step 6, go to Step 4. 

4. Simulation 
4.1 Test function set 
In order to verify the effectiveness of the improvement strategy, this section conducts simulation 
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experiments on WPS-PSO using 9 standard complex test functions, and compares the results with PSO, 
θ-PSO [8], QPSO[9]. 

(1) Fixed-dimensional test function 

( ) ( )2 2 2 2
1 , 25 sin sinf x y x y x y= + + +  

This function is a two-dimensional multi-peak function, and there are several minimum values in 
the solution space. Get the minimum value 0 at the (0,0) point. In the equation, the x, y∈[-2π, 2π]. 

( )
2 2

0.1

100

2 4

1, sin sin e 1
10

x y

f x y x y
π

 + −
 
 

 
 −

= ⋅ ⋅ + 
 
 

 

The function is a two-dimensional multi-peak inseparable function with inverted umbrella shape. 
There are a large number of local minimums on the umbrella surface, and four global minimum values 
are symmetrically distributed at the umbrella top; In(±1.3491, ±1.3491) and (±1.3491, ∓1.3491), the 
function takes the minimum value of -2.0626. In the equation, the x, y belong to [-10, 10]. 

( )
2 2

1

3 , sin cos e
x y

f x y x y
π

 + −
 
 = − ⋅ ⋅  

The function is a two-dimensional multi-peak inseparable function. There are four global 
minimum values around the solution space. In (±8.05502, ±9.66459) and (±8.05502, ∓9.66459), the 
function takes the minimum value of -19.2085. In the equation, the x, y belong to [-10, 10]. 

( )
( )
( )

2 2

4 2 2

1 cos 12
,

0.5 2

x y
f x y

x y

+ +
= −

+ +
 

The function is a two-dimensional multi-peak inseparable function with inverted tornado shape. 
There are numerous local minimums and strong oscillating characteristic. Get the minimum value -1 at 
the (0,0) point In the equation, the x, y belong to [-5.12, 5.12]. 

( ) ( ) ( )
5 5

5
1 1

, cos 1 cos 1
i i

f x y i i x i i i y i
= =

= ⋅ + ⋅ + ⋅ ⋅ + ⋅ +      ∑ ∑  

The function is a two-dimensional multi-peak inseparable function. There are 18 local minimum 
values of -186.7309 symmetrically distributed, 9 global maximum values. In the equation, the x, y 
belong to [-10, 10]. 

(2) High-dimensional test function 

( ) ( )6 max if x x=


 

This function is a single-peak multidimensional function with the pyramid shape, which is 
pyramidal with only one global minimum value, and the surrounding is very confusing. In the (0, 
0,... ,0) point, the function gets the minimum value 0. In the equation, xi belongs to [-32.768, 32.768]，
i = 1, 2, …, n. 
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( )
( )2

1 1

1 1 1 cos 25

7 20 20

n n
i i

i i

x xn nf x e e e
π

= =

    −        
∑ ∑

= − − + +


 

This function is multi-dimensional multi-peak nonlinear inseparable function. There are many 
local minimum values. In the (0, 0,... ,0) point, the function gets the minimum value 0. In the equation, 
xi belongs to [-32.768, 32.768]，i = 1, 2, …, n. 

( )
2

8
1 1

cos 1
4000

nn
i i

i i

x xf x
i= =

 = − + 
 

∑ ∏
 

This function is multi-dimensional multi-peak nonlinear inseparable function. It has a bowl-like 
shape and has a large number of local minimums which uniformly distributed. There are a large 
number of local minimums around the global minimum, which are easy to make the search fall into a 
local oscillation. In the (0, 0,... ,0) point, the function gets the minimum value 0. In the equation, xi 
belongs to [-600, 600]，i = 1, 2, …, n. 

4.2 The experimental setup 
According to references [4-5, 8-9], set experimental parameters as follows. The herd number N of 

PSO, θ-PSO and QPSO takes 50. The herd number N of WPS-PSO takes 40 and the number M of 
artificial wolves takes 10. The learning rate c1 and c2 of PSO, θ-PSO and WPS-PSO both take 1.7 and 
the inertia weight coefficient ω takes 0.6. The contraction-expansion coefficient of QPSO takes 0.8. 
For the fixed-dimension test function experiment, the maximum number of iterations Kmax takes 100; 
for the high-dimensional test function, n takes 30, and Kmax takes 500. 

In the same platform, 50 simulation calculations were performed for each test function, and the 
results of 50 simulation calculations were statistically analyzed. The performance of the algorithm is 
compared with the statistical characteristics such as the optimal value, the average value (mainly 
reflecting the convergence of the algorithm), the standard deviation (mainly reflecting the robustness 
of the algorithm), and the average consumption time (in seconds). 

4.3 Comparisons and analysis of results 
The contrast of the optimization results of fixed-dimensional test function sets between 

WPS-PSO and PSO, θ-PSO, and QPSO is shown in Table 1 and figure 1-5 shows the optimization 
evolution curves of 50 simulations for the four algorithms. According to the chart and figures we can 
get the following results. For the function f1, the average convergence speed and accuracy of the four 
algorithms are quite similar and the WPS-PSO has slightly superior to other algorithms. For the 
function f2, all four algorithms can get the global minimum value -2.0626. However, the standard 
deviation accuracy of WPS-PSO is 4 to 7 orders of magnitude higher than the other three algorithms, 
and its average convergence speed and robustness are better than the other three. For the function f3, 
only the average of WPS-PSO and θ-PSO can accurately locate the global minimum value -19.2085. 
According to Fig.3, both of their average convergence speeds are superior to the speeds of PSO and 
QPSO. In addition, the performance of WPS-PSO is best. For function f4, only the average of 
WPS-PSO and θ-PSO can accurately locate the global minimum value -1. According to Fig.4, both of 
their average convergence speeds are obviously superior to the speeds of PSO and QPSO. In addition, 
the standard deviation accuracy of WPS-PSO is 5 orders of magnitude higher than the θ-PSO 
algorithms. For function f5, the average of WPS-PSO, PSO and QPSO can accurately locate the global 
minimum value -186.731. However, the standard deviation accuracy is 5 to 6 orders of magnitude 
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higher than the PSO and QPSO. According to Fig.5, the average convergence speed of WPS-PSO is 
better than the other three algorithms. 

Tab.1 Comparison of experimental results on fixed-dimension 
Function Evaluation index PSO θ-PSO QPSO WPS-PSO 

f1 

The optimal value 0 0 1.98E-18 0 
The average value 8.59E-16 8.47E-15 5.37E-15 3.97E-16 

The standard deviation 3.36E-15 3.22E-14 9.20E-15 7.91E-16 
The average time-consuming 0.047 0.044 0.048 0.050 

f2 

The optimal value -2.0626 -2.0626 -2.0626 -2.0626 
The average value -2.0626 -2.0626 -2.0626 -2.0626 

The standard deviation 3.95E-09 4.52E-12 2.93E-11 6.83E-16 
The average time-consuming 0.067 0.063 0.066 0.072 

f3 

The optimal value -19.2085 -19.2085 -19.2085 -19.2085 
The average value -19.1491 -17.5609 -19.2085 -19.2085 

The standard deviation 0.266 2.028 4.44E-14 5.41E-15 
The average time-consuming 0.063 0.064 0.061 0.069 

f4 

The optimal value -1 -1 -1 -1 
The average value -0.990 -1 -0.981 -1 

The standard deviation 0.023 1.52E-06 0.030 1.98E-11 
The average time-consuming 0.061 0.058 0.057 0.065 

 

f
5 

The optimal value -186.731 -186.731 -186.731 -186.731 
The average value -186.731 -140.048 -186.731 -186.731 

The standard deviation 1.86E-05 82.957 6.73E-06 6.49E-11 
The average time-consuming 0.070 0.069 0.065 0.080 

 

     
Fig.1 The average convergence curve of f1     Fig.2 The average convergence curve of f2 
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Fig.3 The average convergence curve of f3      Fig.4 The average convergence curve of f4 

 

  
Fig.5 The average convergence curve of f5     Fig.6 The average convergence curve of f6 

The contrast of the optimization results of high-dimensional test function sets between WPS-PSO 
and PSO, θ-PSO, and QPSO is shown in Table 2 and figure 6-8 shows the optimization evolution 
curves of 50 simulations for the four algorithms. According to the chart and figures we can get the 
following results. For function f5 to function f8, PSO and θ-PSO almost lost the ability of optimization; 
QPSO has the optimizing ability for function f7 and function f8, but the average convergence speed 
and accuracy is in sufficient, which is barely able to locate around the global minimum; however, the 
WPS-PSO algorithm can not only locate the global minimum, but also has faster average convergence 
speed and higher convergence accuracy. In addition, the comparsion of the standard deviation 
accuracy shows the excellent robustness of WPS-PSO. This indicates that WPS-PSO has advantages 
for high-dimensional function optimization compared with PSO, θ-PSO and QPSO. 
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Tab.2 Comparison of experimental results on multi-dimension 
Function Evaluation value PSO θ-PSO QPSO WPS-PSO 

f6 

The optimal value 1.517 2.44E-03 0.104 5.98E-36 
The average value 2.130 2.538 0.193 1.18E-34 

The standard deviation 0.325 2.227 0.063 1.17E-34 
The average time-consuming 0.310 0.325 0.461 0.549 

f7 

The optimal value 9.036 1.848 7.88E-05 7.99E-15 
The average value 12.012 13.019 3.25E-04 1.01E-14 

The standard deviation 1.426 4.322 2.80E-04 3.34E-15 
The average time-consuming 0.400 0.417 0.543 0.612 

f8 

The optimal value 7.447 0.717 3.47E-07 0 
The average value 25.991 19.764 1.23E-02 5.55E-18 

The standard deviation 9.055 35.215 1.63E-02 2.48E-17 
The average time-consuming 0.413 0.424 0.548 0.620 

 

    
Fig.7 The average convergence curve of f7      Fig.8 The average convergence curve of f8 

From the perspective of average time consumption (which can directly reflect the complexity of 
the algorithm), the average time consumption of WPS-PSO is slightly greater than that of PSO, θ-PSO 
and QPSO, whether it is the optimization of fixed-dimensional functions or high-dimensional 
functions., but the gap is not particularly obvious. It is calculated that the average time consumption of 
WPS-PSO is 10.1% more than PSO, θ-PSO, and QPSO for the optimization of fixed-dimensional 
functions. For high-dimensional function optimization, the average time consumption of WPS-PSO is 
25.6% more than PSO, θ-PSO, and QPSO. 

To sum up, the convergence speed and the convergence accuracy are better than PSO, θ-PSO and 
QPSO. Especially for high-dimensional functions, the advantages of WPS-PSO are even more obvious. 
This indicates that the improved strategy based on wolf pack search can not only maintain the 
excellent global search ability of the particle swarm optimization algorithm, but also can effectively 
improve its local development ability and have advantages in solving high-dimensional complex 
problems. 
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5. Conclusion 
In this paper, a new algorithm particle swarm optimization algorithm based on wolf pack search 

(WPS-PAO) is proposed to improve the weak local development capability of PSO. The simulation 
results show that not only the strategy has obvious effect on improving the local development 
capability of PSO algorithm, but also can effectively improve the solution accuracy and convergence 
speed of PSO for solving fixed-dimensional and high-dimensional complex problems, with excellent 
performance especially for high-dimensional problems. The improved strategy adds the WPS local 
search ability to the optimal particles, optimizing the local development ability of the PSO without 
affecting the PSO's global exploration ability. What’s more, the new algorithm provides a new 
improvement idea for heuristic algorithm. 
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