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Abstract. The difficulty of traffic flow prediction in intelligent transportation  system 
is its non-linearity and correlation，There are many factors affecting the short-term 
traffic flow, but the prediction of the traffic flow at the next moment is closely related 
to the information of the historical moment.In this paper, a prediction model based on 
deep cyclic network (RNN) is proposed. The feature data are extracted from the data 
of the relevant time as the reference standard to predict the traffic at the future time. 
The simulation results show that the prediction effect of this algorithm is obviously 
improved. 

1. Introduction  
The ARIMA model for short-term traffic flow forecasting was proposed in 1979 [1], a traffic flow 

velocity prediction model based on single hidden layer convolution neural network and error feedback 
is proposed[2].The real-time adaptive prediction of short-term traffic flow was carried out by using 
ARIMA model[3].The ARIMA model was used to forecast the traffic flow on the urban main 
roads[4].An adaptive Kalman filter model is proposed for traffic flow prediction[5].Because of the 
nonlinear and randomness of traffic flow, in order to better capture the characteristics of traffic flow 
data and the dependence of data,researchers began to try to apply other models in the field of traffic 
flow prediction.On the basis of comparing the performance of seasonal auto regressive model, 
Bayesian model and neural network model in traffic congestion and normal state, a traffic flow 
velocity forecasting hybrid model based on traffic state is proposed in literature[6]， support vector 
machine was used to predict short-term traffic flow and obtained better prediction accuracy [7].Traffic 
flow itself is a complex process. The above methods are based on a certain priori knowledge for the 
feature selection of the sample data, and cannot fully mine the essential features of the data.Short-term 
Traffic flow Prediction based on Deep Learning，References [6-9] mainly consider the big data 
characteristics of neural networks,and seldom consider the characteristics of short-term traffic 
flow.According to the direct correlation of short time traffic flow, this paper presents a kind of short 
time traffic flow based on deep cycle neural network. 
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2. Model Design 

A.  RNN Network Structure 
The The remarkable feature of a cyclic neural network is that it retains historical data, and the state 

of the forward moment can be passed to the next,as shown in Fig.1.Based on the hidden state ht-1 of 
the previous moment and the input xt of the current moment, the hidden state ht of the current moment 
can be calculated.The network can process any length of time series, and the prediction time of traffic 
flow is a relatively long continuous period.Simultaneous cyclic network prediction of the current time 
series,It is calculated that the state of the previous moment and the state of the current input are 
predicted together, so that the prediction can be carried out by pushing back to the initial value 
continuously, and the results are timely and accurate. 

 
 
 
 
 
 

 

Fig1.Schematic structure of RNN 
In the figure above, you can write out the relationship between the state value and the weight such 

as: 
)tanh( 1 bhxh thhtxht +•+•= −ωω  thereinto, 
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the disadvantage of single cyclic network is that it can easily cause gradient to disappear or explode 
in the process of training.When the eigen-value is > 1, it tends to be infinite,the loop network can 
easily lead to a gradient explosion;the eigenvalue is < 1, it tends to be infinitesimal or zero,circular 
networks can easily cause gradient to disappear.In this paper, in order to prevent the gradient from 
disappearing or exploding, we choose the network that combines the cyclic network and the short-term 
memory network in order to prevent the gradient from disappearing or exploding. 

B. LSTM  Network Structure 
 Long-term and short-term memory networks are characterized by three control gates to control 

which portions of information are retained, added, and which information is used as output,The 
principle of long-and short-term memory networks is shown in fig.2.The core structure of the network 
is the belt structure plus control gate,The three doors are: forgotten door, input gate and output gate. 

 
 
 
 
 
 

 
Fig.2.Schematic diagram of long-and short-term memory network 
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The expression for the forgotten door is: )1()],[( 1 fttft bxhWf += −σ  
The input is ht-1,xt and the output is the direction between 0 and 1, which determines which vectors 

can pass and which cannot pass; "0" makes all information pass; "1" lets all information pass. 
The expression of the input door is: 
 
 
 
The purpose of the input gate is to decide how much information to add ,tanh generates alternative 

content vectors to update;The sigmoid layer determines which information needs to be updated. 
Output gate expression: 
 

 

The output gate determines the state output value tanh normalizes the information to [-1,1],The 
sigmoid layer determines which information is output. 

C. Model Construction 
Based on the characteristics of cyclic network and lsmt network, the network structure of this paper 

combines the two,The designed network mainly combines the two to predict the traffic flow based on 
short time,because a single circular network can cause gradient to disappear or gradient to 
explode,RNN that causes network standards to be easily passed away,The LSTM and the cyclic 
network are combined to make the eigenvalue equal to one to avoid the gradient  

 
     Fig3.RNN- LSTM schematic diagram of network structure 

3. Simulation Result 
By sampling data at a certain intersection, the time of sampling data is a sample of intersection 

flow for a month in a row.Using the network model structure proposed in this paper, after the training 
is completed, the short-term traffic flow can be predicted.Through model training to temporarily do 
not consider the weather, holidays and other special reasons caused by unusual conditions, mainly 
considering the normal period of time from normal Monday to Friday, a section of traffic flow 
information, to predict the short-term traffic flow on this section of the road.The following figure is 
displayed by simulation. 

 
  
 
 
 
 
 
 
 
 

Fig. 4 . Schematic diagram of simulation results 
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4. Conclusion 
In this paper, the network structure is mainly based on the combination of cyclic neural network 

(RNN) and memory network (LSTM) based on long and short term.It can avoid the shortcoming of 
single cycle neural network, and make use of the network structure combining long and short term 
memory network to improve the result of training, which is closer to the real value, and achieves the 
expected effect effectively.However, there are still some problems, such as data collection, factors 
affecting data collection, etc. which have not been taken into account for the time being. 
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