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Abstract. Dynamic Multipoint Virtual Private Network (DMVPN) is a VPN technology 

to form an automatic, fast, and dynamic logical mesh network. DMVPN is a proprietary 

technology from Cisco, so this technology is not available on MikroTik routers. 

Although not equipped with the DMVPN technology, MikroTik scripting and scheduler 

feature can help to make the network becomes a DMVPN network. This paper discusses 

the usage of OpenVPN and Open Shortest Path First (OSPF) to form a Dynamic Mesh 

VPN network using MikroTik routers inside the GNS3 simulation environment. The 

final part of this study proves that this solution can help the routers that do not equipped 

with the DMVPN technology to form a Dynamic Mesh VPN network 

1. Introduction  

Dynamic Multipoint Virtual Private Network (DMVPN) becomes a solution if not possible to 

create a full mesh topology using leased-line. DMVPN combines the following protocols [1]: (i) 

Multipoint Generic Routing Encapsulation (mGRE), a protocol to set up multiple VPN 

connections within a single tunnel interface; (ii) Next Hop Resolution Protocol (NHRP), a 

protocol that reads SPOKE as a neighbor for every other SPOKE; (iii) IP Security (IPSec), a 

protocol to maintains the data security; and an added dynamic routing protocols. 

 

The primary requirements of dynamic tunnels on DMVPN are NHRP and mGRE [2]. MikroTik 

routers do not have the NHRP and mGRE protocol although both are standard protocols, so 

MikroTik router cannot form the dynamic mesh VPN network using both protocols. The 

solution to form a dynamic mesh VPN network is using the other protocols. 

 

The purposes of this research are: (i) offer a solution to make the routers to adjust to the 

network changes, following the characteristics of DMVPN; (ii) offer a Dynamic Mesh VPN 

network solution using the open standard protocols. The scope of the problem: (i) the 

substitution technologies to form a DMVPN network are Open Shortest Path First (OSPF) and 

OpenVPN; (ii) the topology testing run single OSPF area using three MikroTik routers and one 

server inside the GNS3 network simulation environment; (iii) the server is running Apache, 

http://creativecommons.org/licenses/by/3.0
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PHP, and MySQL programs; (iv) each router will periodically update the data if these routers 

detect the network configuration changes or if these routers get a trigger to update the data. 

 

The remainder of the paper is organized as follows. Section II presents the related works on 

comparing OSPF with Enhanced Interior Gateway Routing Protocol (EIGRP), the benefits of 

VPN, the usage of DMVPN, and the early research of DMVPN in MikroTik. Section III 

presents the basic knowledge of related technologies and how to set up a DMVPN network. 

Section IV presents the simulation on designing a Dynamic Mesh VPN network using 

MikroTik. Section V presents the results and discussion of the simulation. Section VI presents 

the conclusion of the paper. 

 

2. Related Work 

Based on the earlier research, OSPF and EIGRP is the best routing protocol. Jain et al. [3], 

prove that OSPF is faster than EIGRP in packet processing because the average delay and jitter 

on OSPF are smaller than EIGRP. Routing update characteristic of the routing protocol is 

affecting the delay and jitter. OSPF routing update is aperiodic while EIGRP routing update is 

periodic. 

Hanif et al. [4] prove that EIGRP requires more CPU resources than OSPF. EIGRP routing 

update is periodic, so EIGRP requires a continuous routing update. OSPF uses the earlier 

routing information when doing routing update, so OSPF reduces the routing update process 

and more efficient. 

Mohammed and Elrahim [5] prove that EIGRP has the fastest convergence time compared to 

the other routing protocols. Idrissi et al. [6] explain that it happens because all routers inside an 

area will update the topology by flooding the neighbor with the Link-State Advertisements 

(LSA). EIGRP is a proprietary routing protocol from Cisco. Overall EIGRP has the best value 

in all tests followed by OSPF, but OSPF is best in error handling. 

Garg and Gupta [7] prove that backups in OSPF can decrease the delay time. Anjana et al. [8] 

explain that OSPF is the preferred and most used routing protocol. OSPF is the best routing 

protocol to use in this research because OSPF is an open standard protocol and has a 

performance that is almost equal to EIGRP. 

Mukhtar et al. [9] apply VPN to address limited location coverage issues on Local Area 

Network (LAN) networks. This paper proves that VPN can join two or more networks as a 

single virtual LAN network over the internet. However, VPN requires a higher bandwidth than 

the physical LAN. 

Salman [10] proves in GNS3 network simulation that VPN can secure the data transfer over 

public networks. Qehaja et al. [2] describe the benefits of DMVPN over conventional VPN. 

DMVPN creates a mesh network between secure sites over the public network. 

Kamoun et al. [1] describe the scalability of DMVPN on the WiMAX network. DMVPN is 

suitable for a small network. Therefore, it is necessary to divide the network into several areas. 

McRoberts [11] shows early research that MikroTik router can use another technology to form a 

DMVPN network. 
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3. Basic Knowledge 

A computer network consists of connected nodes and end stations that exchange network 

resources through specific media. A node is a device to connect two end stations or more [12, 

13, 14, 15, 16]. Nodes can be routers that connect different computer networks and transfer 

packet data between them [16, 17, 18]. 

One of the router tasks is to find the best route to the destination network [19]. End stations can 

be computers, smartphones, and other devices used by end users. Metropolitan Area Network 

(MAN) and Wide Area Network (WAN) network is using the terms like nodes and end stations, 

whereas LAN network is using the terms like servers and hosts [16]. 

Computer networks consist of topologies, routing algorithms, and packet data control 

mechanisms [20]. The internet is the largest public computer network that built from many 

Internet Service Providers (ISP) [12, 21]. The internet can be used to create a WAN network 

[12] however, it is not secure and reliable enough [9, 12]. Leased-line is a solution from ISP to 

create a WAN network on top of their infrastructure. It is relatively more secure but more 

expensive than the internet [9]. 

The VPN is a secure connection used over the internet [9, 10, 22, 23, 24, 25, 26]. VPN becomes 

the solution for connecting different computer networks over public media such as the Internet 

[10, 22] and eliminating the need for leased-line networks [26, 27]. VPN uses security 

procedures and tunneling to send and receive data [22, 28, 29, 30]. 

Tunneling handles the IP packet encapsulation to secure the data transmissions [12, 25], while 

the encryption and authentication handle the data integrity and confidentiality within the VPN 

[10, 24]. Both tunnel endpoints must support the same tunneling protocol. Tunnels can run on 

layer 2, 3 or above on the Open System Interconnection (OSI) layer depending on the used 

tunneling protocol [10, 24]. Tunnel works using the CPU [26] therefore the speed provided by 

the VPN also becomes slower than the internet [26, 28]. 

VPNs will form a virtual point-to-point network [26] to build a flexible remote computer 

network [31]. Two types of VPN networks are [29, 30]: (i) Remote Access VPN, a condition 

where every user on the network connects to the VPN network and manages the VPN Client 

configuration. (ii) Site-to-site VPN, a condition where VPN connection construction is assigned 

to the router or server, each user does not need to configure the VPN Client. 

DMVPN is an automatic site-to-site VPN technology that builds mesh network topologies 

where each node acts as a gateway VPN to improve redundancy [1, 2, 27]. A network topology 

is a relationship between nodes including the transmission medium [12, 16, 32] that affects the 

cost, efficiency, reliability, and network performance [32, 33, 34]. 

Latency is the time required by data to arrive at the destination [35]. Low latency shows that a 

computer network is in excellent condition. The way to reduce latency is through redundancy 

[35, 36]. Redundancy prevents the network problems and provides backups without knowing 

the cause of the problem [32, 35]. There are two considerations to create a redundant network: 

reducing the points of failure and reducing the number of hops [32, 34]. 
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Mesh topology is used on large-scale networks [37]. Each node in the mesh topology is directly 

connected to each other [12, 13]. Mesh topologies are rapidly adapting to the changes within the 

network [37, 38]. The mesh network has a high redundancy because of backup links [12, 37, 38, 

39]. However, mesh topology has a weakness that will be more difficult to configure. For each n 

location or node, (1) connections are required. 

n ( n - 1 ) / 2 (1) 

When the network consists of 4 nodes, it will take 6 connections [13], which means the cost of a 

physical network will be more expensive when the network becomes larger [32]. DMVPN has 

the advantage of the mesh network topology and overcoming its weakness [1, 2]. Network 

administrators do not need to change routing settings [1]. 

The DMVPN forming part consists of HUB and SPOKE. HUB is the server of DMVPN, while 

SPOKE is the client of DMVPN [1, 2]. At first step, each SPOKE informs its public IP address 

to the HUB then HUB creates an NHRP database that has the public interface address of each 

SPOKE. Every SPOKE becomes a neighbor to another SPOKE. Every SPOKE will set up a 

VPN connection with the neighbor it knows [2]. The HUB and SPOKE must be statically 

connected, whereas SPOKE-to-SPOKE connection would be created dynamically according to 

the network changes [1]. If the SPOKE did not connect to the HUB then, SPOKE-to-SPOKE 

connection will also be interrupted because the SPOKE cannot read the network changes. 

OpenVPN is an open standard VPN solution that runs in the transport layer. OpenVPN is 

working using Secure Socket Layer (SSL) certificates that handle the data security [9, 25] and 

can bypass the ISP’s firewall because it does not rely on specific ports. 

OSPF is one of the many dynamic routing protocols. Routing is the primary key in Internet 

communication [4, 6, 7]. Routing is a way to forward packets of data from one computer 

network to another computer network and determining the optimal data path [6, 13, 18]. 

Without routing, network traffic will be limited to one physical network [6]. A routing protocol 

shows how a router communicates with other routers to determines the best packet data delivery 

path to the destination node [4, 6, 7]. The routing algorithm determines the choice of a particular 

route [7]. The router records every network element inside a routing table [18] and share it with 

other routers using the same routing protocol. The router uses the routing table to decide the 

destination path [21]. Dynamic routing can adapt to the network changes by reading the routing 

updates messages [8]. Network administrators only have to write the protocol with the required 

syntax. If the router detects the network changes, then the router will decide the best path to the 

destination [14, 23]. 

OSPF routing protocol is a link-state and intra-domain routing protocol [5, 6, 7, 8, 18]. OSPF 

uses the Dijkstra algorithm and the topology to figure the shortest path to the destination [4, 5, 

6, 7, 18, 34, 40]. This routing protocol is used to build large-scale networks [8, 21, 41]. OSPF is 

part of the Interior Gateway Protocol (IGP) which serves to route packet data within a single 

routing domain [7, 8, 21]. OSPF builds a topology based on connection status information with 

the other routers [8]. The OSPF divides the network into routing areas [8]. Every router within 

an OSPF area store a topology database for their area. The router does not have complete 

information about topology outside its area, so that OSPF usage will reduce the database size 

and the network load [8, 42].  
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OSPF communicates using the LSA that store the information of all connected routers and 

networks [42] containing a network identifier, subnet mask, and a list of all routers in a single 

broadcast domain [21]. OSPF does not convey routing information via transport protocols such 

as User Datagram Protocol (UDP) or Transmission Control Protocol (TCP). In contrast, OSPF 

uses a dedicated IP datagram [7]. OSPF is one of the many dynamic routing protocols preferred 

for having high performance [3, 5] because it has high speed to deals with weak links [43]. As 

an intra-domain routing protocol, OSPF has advantages in scalability and convergence [41, 42]. 

4. Simulation  

The network simulated inside a GNS3 network simulation environment. It consists of four 

internet-connected nodes. These nodes consist of three MikroTik routers and one web server. 

These nodes communicate using a domain or public IP. 

The virtual server functions as a HUB which handles storing data, updating data, assigning 

neighbors configuration to each router, and giving triggers to each neighbor. The router 

functions as a SPOKE which handles sending configuration data to the server using the 

scripting feature with the HTTP GET method. 

Each network segment of each router consists of two hosts that are MikroTik router itself and a 

PC that is simulated using docker container. The physical topology of this network simulation 

can be seen in Figure 1. 

 

Figure 1. Simulated Physical Network Topology 

The server is recording each router by its domain or public IP. This job is done using Apache, 

PHP, and MySQL. Each device is running inside a virtual machine using Vmware Player 14 

software that loads the GNS3-VM operating system. Host PC specification can be seen in Table 

1, while each network device specification in the simulation environment can be seen in Table 

2. 
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Table 1. Host PC Specification 

Device  Spesification  

Processor Intel Core i7-8550u 

Memory 16GB DDR4 

Harddisk speed 5400rpm 

Operating System Microsoft Windows 10 

Virtualization Software VMware Player 14 

 

Table 2. Specification of Each Network Device in The Simulation Environment 

 CPU Memory (MB) Guest OS Device Count 

DMVPN_Server 1 1024 
Ubuntu 14.04 

Server 
1 

Router 1 128 
MikroTik CHR 

6.41.4 
3 

Global Internet 1 128 
MikroTik CHR 

6.41.4 
1 

PC Managed by Docker Alpine Linux 3 

The server inserts router data and router configuration data into the database when the data sent 

by the router is unavailable in the database or the server detects a new router. The server updates 

the router configuration data into the database when it finds the configuration data difference 

between the router and the database. 

When the server receives an insert or update command, the server will provide the latest 

configuration data and neighbor configuration data to the sender router. The server finishes the 

process by giving a trigger to the neighbor of the sender router to do re-convergence. 

Every neighbor will check the re-convergence trigger periodically following the time written in 

the scheduler. If the neighbor detects a re-convergence trigger, then each neighbor will run the 

Dynamic Mesh VPN script and repeat the convergence process. Graphical explanation of this 

process is shown in Figure 2. 

 

Figure 2. Network Convergence Process 
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5. Result and Discussion 

This section presents the simulation results consisting of (i) proof of the formation of Dynamic 
Mesh VPN network; (ii) convergence speed, delay time, and resource usage of Dynamic Mesh 
VPN network. 

5.1. Proof of the Formation of Dynamic Mesh VPN 

This step is done by verifying the number of generated VPN connections on each router and 
verify that each network segment can connect to other network segments securely. 

Generated VPN connections on each router can be seen in Figure 3, Figure 4, and Figure 5. 
These generated VPN connections simplified in Table III while the logical topology created by 
these generated VPN connections can be seen in Figure 6. 

 

Figure 3. Generated VPN Connections on 
Router 1 

 

Figure 4. Generated VPN Connections on 
Router 2

 

 

Figure 5. Generated VPN Connections on Router 3 

Table 3. Generated VPN Connections 

Router 
Name 

IP 
Address 

as OpenVPN Client as OpenVPN Server 

Connect to Local address Remote address 

Router_1 172.16.0.1 
172.16.0.2 192.168.0.1 192.168.0.2 
172.16.0.3 192.168.0.1 192.168.0.3 

Router_2 172.16.0.2 
172.16.0.1 192.168.0.2 192.168.0.1 
172.16.0.3 192.168.0.2 192.168.0.3 

Router_3 172.16.0.3 
172.16.0.1 192.168.0.3 192.168.0.1 
172.16.0.2 192.168.0.3 192.168.0.2 
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Figure 6. Logical Topology of Generated VPN Connections 

Connection and security test are done by sending ping messages to another network segment. The 
monitored connections are from the router to the internet and from LAN to the gateway router. The 
monitoring result shows that ping messages are encapsulated when passing the internet as seen in 
Figure 7, while ping messages are readable by each network segment as seen in Figure 8. 

 

Figure 7. Encapsulated Ping Message in the Internet Side 

 

Figure 8. Decapsulated Ping Message in the LAN Side 

From the number of generated VPN connections, the successful connection, and security test, it can be 
proven that the scripting, scheduler, OpenVPN, and OSPF combination can help the routers to form a 
Dynamic Mesh VPN network. 

5.2. Convergence Speed, Delay Time, and Resource Usage of Dynamic Mesh VPN Network 

The convergence speed test is done by changing a router local network address 25 times, while delay 
time test is done by disconnecting one of the VPN links 25 times. The result of the test can be seen in 
Table 4. 

Table 4. Convergence and Delay Test Results 

Convergence testing  Delay testing 
Testing 
phase 

Convergence 
time (s) 

 Testing 
phase 

Delay 
time (s) 

1 79  1 7 
2 78  2 7 
3 62  3 4 
4 69  4 4 
5 76  5 4 
6 60  6 4 
7 62  7 5 
8 73  8 6 
9 62  9 7 
10 65  10 7 
11 62  11 5 
12 70  12 5 
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13 69  13 7 
14 79  14 4 
15 64  15 6 
16 61  16 7 
17 62  17 7 
18 62  18 5 
19 73  19 4 
20 77  20 5 
21 80  21 7 
22 68  22 7 
23 67  23 4 
24 66  24 5 
25 65  25 6 
Average 68  Average 5 

 

The test result shows that the average time required to achieve convergence status is 68 seconds, while 
the average delay time is 5 seconds. This average speed is slower than Cisco’s DMVPN average 
speed. Memory usage of the pre-configured router is 17.9 MB while the CPU resource usage is 0%. 
Resource usage checked every 30 seconds in 3 minutes. The result of the check can be seen in Table 5. 

Table 5. Resource Usage monitoring 

Memory usage (MB) CPU usage (%) 
22.2 1 
22.4 2 
22.4 0 
22.4 1 
22.4 1 
22.4 1 
Average: 22.367 Average: 1 

 

The check result shows that the average memory used by the router is 22,367 MB and average CPU 
used by the router is 1%. This Dynamic Multipoint VPN does not take a lot of memory and CPU 
resource in the GNS3 network simulation environment. 

6. Conclusion 

The scripting, scheduler, OpenVPN, and OSPF combination can help the routers that are not equipped 
with the DMVPN technology to form a Dynamic Mesh VPN network. It can be proven by the number 
of generated VPN connections, the successful connection test, and the successful security test. 
Although the speed is slower than Cisco’s DMVPN, this combination has overcome the problems on 
the routers that do not equipped with DMVPN technology. This method has a disadvantage that the 
network administrator needs to allocate unique networks addresses for the VPN networks as many as 
the required areas. 
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