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Abstract
Previous studies on the propagation direction of valley topological edge states mainly focus on the
matching between orbital angular momentum of the excitation source and specific pseudo-spin
state of valley edge mode at certain frequency that falls in the bandgap of the topologically distinct
bulk components. In this work, we propose topological photonic crystals (PCs) hosting two
topological protected bandgaps. It is shown that by constructing the interface between different PC
structures with distinct topological phase, edge states can be engineered inside these two bandgaps,
which provides a convenient way to achieve flexible wave routing. Particularly, we study three types
of meta-structures consisting of these PCs in which the valley edge states routing path highly
depends on the operating frequency and inputting port of the excitation source. Our study
provides an alternative way in designing topological devices such as wave splitters and frequency
division devices.

1. Introduction

It is well-known that waves propagating in the conventional photonic crystal (PC) waveguides suffer
considerable scattering loss when they pass through sharp bends or small barriers, which greatly limits its
application. Recently, topological PCs have attracted tremendous attention due to their intriguing
properties such as topological edge states which are unidirectional [1–4], robust against perturbation [5–8]
and backscattering immune [9–11] and corner states with high quality factor [12]. These fascinating
properties can be realized by constructing a domain wall and corners with artificial structures hosting
different topological invariant [13–19]. Topological edge state was first observed in a square lattice
composed of gyromagnetic cylinders, in which the band degeneracy point can be lifted by breaking the
time-reversal symmetry with external magnetic fields [1]. As such, robust edge states that are immune to
the structures disorder and optical obstacles can be realized. However, in optical frequencies, it is difficult to
find materials with larger magneto-optical effects. Subsequent research has demonstrated that in
time-reversal symmetric systems the degeneracy points can be lifted by breaking the spatial symmetry
(e.g. rotation and inversion symmetry) of the structures [20–24]. Hence, topological boundary states can be
easily implemented by these meta-structures with different topological invariant in various frequency
ranges (e.g. microwave, terahertz and optical frequencies) [25–29].

Dirac points appear at K/K ′ point in the reciprocal space of a hexagon lattice obeying C6 or C3v

rotation symmetry. By reducing the lattice symmetry to C3, the Dirac points would be lifted with energy
bands inversion [20]. In this case, Berry curvature in reciprocal space exhibits a pair of energy extrema with
different sign at K/K ′ points, termed as valley [30–32]. The topological invariant in valley-Hall PCs (valley
Chern number) can be calculated by integrating the Berry curvature over the half irreducible Brillouin zone
(BZ), which generally reads Cv = CK − CK′ = ±1. Valley edge states can be realized by combining two PCs
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with distinct valley Chern number [5]. In the past few years, many potential applications have been
proposed, such as topological channel intersections [9], topological laser [33–35] and communication chips
[36]. Previous studies of wave routing in valley topological PC mainly focus on the orbital angular
momentums of the excitation source and the valley polarization of interface states [37]. However, it is
difficult to control the routing path when the structure and source are fixed. To circumvent such issue,
recently studies have demonstrated that in non-Hermitian systems, by introducing gain and loss, the
propagation path of waves can be flexibly controlled by projecting pumping patterns onto the photonic
lattice [38]. In addition, we show that meta-structures can be designed by considering three kinds of
structures bearing distinct topological phase and it is possible to adjust edge states at different frequencies in
the same band gap, with which the wave propagation path becomes switchable by frequency [39].
However, in this case, the frequency-dependent edge states bands fall in the same band gap which is not
easy to control.

In this work, we study a more convenient way to realize propagation routing path in dual bandgaps that
are naturally separated in frequency. Firstly, we study two kinds of topological PCs with two Dirac points
(localize at lower band and higher band) at K/K ′ points. When reducing the lattice rotation symmetry, two
Dirac points can be lifted up giving rise to two bandgaps. By constructing different types of domain walls
via these structures, valley edge states can be flexibly controlled at different frequencies within these two
bandgaps. In this way, we designed a pseudo-spin selective meta-structures working on the dual band
frequencies in which the wave propagation path depends on the pseudo-spin of the valley edge states.
Except that, we also demonstrate two types of frequency selective waveguide structures. It is shown that the
propagating path of valley edge states can be controlled by adjusting the frequency of excitation source.

2. Result and discussion

2.1. Band structures of the valley-Hall photonic crystals
The structures of the designed hexagonal PCs are shown in the insets of figures 1(a1) and (b1) which
consist of dielectric cylinders array embedded in air background. The relative permittivity of the cylinders is
ε = 8.9. The lattice constant is a, and the radii of cylinders in PC0 and PC3 are r1 = r2 = 0.1a and
ra = rb = 0.16a, respectively. Notice that we have distinguished the two sublattices which will be utilized to
break the lattice symmetry that leads to the topological phase transition. The distances between the lattice
center and the cylinder are R1 = R2 = a/3. Figures 1(a1) and (b1) show the band structures of PC0 and
PC3. It is clear that there exist two degeneracy points at the BZ boundaries (K/K ′ point) at f =
0.388c/a, 0.635c/a and f = 0.352c/a, 0.765c/a due to the C6 rotation symmetry. In figure 1(a2), by
expanding the off-center distance of cylinders 2 (red circles) to R2 = a/2.2 and reducing the radius of
cylinders 1 (blue circles) to r1 = 0.09a (see inset in figure 1(a2)), the lattice symmetry is reduced to C3.
Then the degeneracy points at K/K ′ are lifted resulting into two bandgaps (yellow and green regions in
figure 1(a2)) spanning respectively from f = 0.342c/a to f = 0.38c/a and f = 0.648c/a to f = 0.689c/a.
The red and blue dots at K point of the band structure represent pseudospin-down and pseudospin-up
states, respectively. When the lattice is rotated by 180◦ (see inset in figure 1(a3)), the pseudospin states are
switched for both the lower and higher bands, indicating that PC1 and PC2 host different topological
phases in these two band gaps.

For another case, PC4 (seen inset in figure 1(b2)) is constructed by varying the radius of cylinders on
one sublattice in PC3, in which Ra = 0.11a, Rb = 0.21a. The corresponding band structures are shown in
figure 1(b2). It is clear that the degeneracy points at K/K ′ are lifted, and two complete band gaps appear
from f = 0.306c/a to f = 0.395c/a and f = 0.646c/a to f = 0.79c/a which are consistent with the band gaps
in PC1 and PC2. The band structures in figure 1(b3) are calculated for the case of Ra = 0.21a, Rb = 0.11a
which resemble PC4. However, their topological indexes are exchanged as discussed in the following.

Based on the k · p perturbation theory, the effective Hamiltonian around K/K ′ valley can be expressed as
HK/K ′ = ±(vDδkxσx + vDδkyσy) ± mv2

Dσz, in which vD is the group velocity, δk = k − kK/K ′ is the
displacement from the wave vector k to the K/K ′ valley in reciprocal space, σi(i = x, y, z) are the Pauli
matrices and m is effective mass term [15]. The nonzero topological index is relative to the sign of effective
mass term, CK/K ′ = ± sgn(m)/2 and the valley Chern number is calculated as Cv = CK − CK′ . During the
band inversion around the lower energy band gap (gap 1) and the higher band gap (gap 2), the valley Chern
number is changed between 1 and −1 (not show here), highlighting the topological phase transition.

The corresponding phase winding behavior of the eigenmode electric fields (|Ez|) at K point are shown
in figure 1(c). In this time-reversal symmetric system, it exhibits opposite winding pattern at K ′ point
(not show here). Below the lower band gap, the phase patterns of the eigenmode at the first band are
clockwise (red arrow) in PC1, PC5 and anticlockwise (blue arrow) in PC2, PC4 which demonstrate the
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Figure 1. Band structures and phase profiles. (a) and (b) Band structures for the different lattices. There exist two degeneracy
points of PC0 and PC3 at K/K ′ point. When breaking the C6 rotation symmetry, PC1, PC2, PC4 and PC5 both have two
bandgaps possessing approximate frequencies, which can be used to construct the edge states in the different bandgaps. Inset:
structures of the valley topological PCs and its BZ. (c) Phase profiles of |Ez| at K point. Red and blue arrows represent the phase
winding, clockwise and anticlockwise, respectively.

different topological index (opposite sign of valley Chern number). Below the higher band gap, the
eigenmodes of the forth band have clockwise and anticlockwise phase winding patterns for PC1, PC4 and
PC2, PC5 respectively, indicating the different topological natures of the band gaps between them.

2.2. Dual-band edge states and pseudospin selective edge states transport
According to the bulk-edge corresponding, edge states can be realized at an interface between two structures
with different topological phases. In this section, the interface channels are considered in zigzag shape.
Figure 2(a) shows the projected band structures along x-axis for the supercell composed of PC1 and PC2
around the lower band gap. As expected, one edge state (red line) appears inside the band gap between
f = 0.327c/a and f = 0.367c/a where the projected bulk bands are represented by the gray regions. The
corresponding electric field of the edge state at k = 0 is shown in the right panel of figure 2(a). It is clear
that the fields are well confined at the interface. Figure 2(b) shows the projected band structures around the
higher band gap. Two edge state dispersions appear in the gap, one of which is trivial (blue line) that is
similar in reference [40]. The other is nontrivial (red line) covering the frequency range from f = 0.632c/a
to f = 0.688c/a which originates from the distinct valley Chern number between the PCs across the
interface. Certainly, the electric fields are highly confined at the interface which is exemplified by the field
distribution at k = 0 in the right panel of figure 2(b).
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Figure 2. Projected band structures and valley edge states transport. (a) and (b) Band structure of the supercell which consisted
of PC2 located below PC1 with zigzag interface channel. (a) In the lower band gap, one edge state exists in the band gap (gray
regions). (b) In the higher band gap, two edge states appear in the band gap, one of which is trivial (marked by blue lines) and
another is nontrivial (marked by red lines). Right panel: |Ez| field of edge state at k = 0. (c) and (e) Electric fields distribution
when excited at f = 0.36c/a and f = 0.65c/a at left side. Red arrows indicate the wave routing path. (d) and (f) The same as (c)
and (e) but the edge state is launched at the up side. Yellow arrows represent the propagation direction. Interface boundaries are
marked by green lines. Waves only travel along the interface with same pseudospin state. The schematic of the meta-structure is
inset in figures 3(c)–(f).

In order to demonstrate the performance of dual band pseudo-spin selective wave routing, we construct
a meta-structure in which PC1 and PC2 are separated alternatively, defining several PC1/PC2 and PC2/PC1
interfaces and four input/output ports. The schematic of the meta-structure is shown in the insets of
figures 2(c)–(f). Figure 2(c) shows the |Ez| fields when the source signal with f = 0.36c/a is launched from
the left side. The propagation direction is represented by the red arrows. One can see that signals propagate
along path 1, then split into path 2 and path 3, with no wave traveling along path 4. Noticeably, the signals
in path 2 look stronger than those in path 3. This is mainly due to different coupled efficiency on the
channel. Figure 2(e) is basically the same to figure 2(c) but at higher excitation frequency f = 0.65c/a.
In both cases, the signals smoothly pass through the band corner (120◦) with negligible scattering.
Interestingly, figures 2(d) and (f) show the cases when the signal is launched from the top port, waves can
travel along path 2 and split only to path 1 and path 4, without any energy injected to the path 3. This
routing phenomenon is guaranteed by the different valley pseudospin of the interface states. Waves only
travel along the path with same pseudospin state when pass through the intersection structures. This can be
readily used in beam splitters and wavelength division optical waveguides.

2.3. Frequency selective edge states routing path
Next, we study the edge states routing path with respect to the excitation frequency which is realized by
constructing different interfaces with edge states that fall in different bandgaps. As shown in figure 1(c), one
can see that for the first band, PC2 and PC4 have the same phase windings at K point while PC2 and PC5
host the opposite phase windings. Thus, in the lower band gap, edge state exists at the interface composed
of PC2 and PC5 while no edge state appears at the interface between PC2 and PC4. As for the fourth band,
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Figure 3. Projected band structures and frequency selective edge states. (a) and (c) Projected band structures of the supercell
composed of PC2 and PC4. Edge state (red line) only exists in the higher band gap. (b) and (d) Projected band structures of the
supercell composed of PC2 and PC5. Edge state only exists in the lower band gap. The bulk states are represented by gray region.
Right panel: |Ez| field of edge state and bulk state at k = 0. (e) and (f) Edge state propagation when excited at f = 0.36c/a and
f = 0.67c/a. Inset: scheme of the meta-structure and the interface structure of type II and type III interface boundaries. Green
dashed lines represent the interface.

the phase windings at K point of PC2 and PC5 are anticlockwise, but clockwise for PC4. Therefore, in the
higher band gap, topological edge state is supported at the interface composed of PC2 and PC4 but not for
the combinations of PC2 and PC5. Above this discussion, figures 3(a) and (c) show the projected band
structures of the supercell composed of PC2 and PC4. As expected, edge state only exist inside the higher
band gap from f = 0.663c/a to f = 0.679c/a. The corresponding electric fields of edge and bulk modes are
shown at the right panel. While for the combination between PC2 and PC5, edge state only appears in the
lower band gap from f = 0.34c/a to f = 0.371c/a, as shown in figures 3(b) and (d). Moreover, for the
interface between PC1 and PC2, edge states exist at both band gaps (shown in figures 2(a) and (b)).

In view of such properties, we study a meta-structure composed of PC1, PC2 and PC5, as shown in the
insets of figures 3(e) and (f). There are three types of interfaces between different PCs, and the angles
between these interfaces are 120◦. Note that the edge states for the titled type II and type III interfaces are
consisted of PC1, PC2 and PC5. However, along the sloping interface direction, type II and type III
interfaces can be viewed as the combination of PC2/PC4 channel and PC2/ PC5 channel, respectively
(detailed structures can be seen in the insets of lattice geometry in figure 3(e), and the right panels of
figures 3(a) and (b)). The corresponding edge states dispersion are already shown in figures 3(a) and (b).
Therefore, when the excitation frequency is f = 0.36c/a, waves pass through type I interface (by PC1/PC2)
smoothly and travel only along the type III interface, as shown in figure 3(e). For the other case, when the
excited frequency is f = 0.67c/a, wave travels along type I and bends toward type III interface, without any
energy coupled to the type II interface, as shown in figure 3(f). All of these can well demonstrate the
frequency selective topological wave routing in our meta-structure.

5



New J. Phys. 23 (2021) 023029 G-C Wei et al

Figure 4. Projected band structures and frequency selective edge states. (a) and (c) Projected band structures of the supercell
composed of PC1 and PC5. Edge state (red line) only exists in the higher band gap. (b) and (d) Projected band structures of the
supercell composed of PC1 and PC4. Edge state only exists in the higher band gap. Right panel: |Ez| field of edge state and bulk
state at k = 0. (e) and (f) Edge state propagation when excitation frequency is at f = 0.36c/a and f = 0.67c/a, respectively. Inset:
scheme of the meta-structure and the interface structure of type II and type III interface boundaries. Green dashed lines
represent the interface.

To further study the effect of the angles between these three types of interface channels on the frequency
selective wave routing. We construct a new meta-structure which still consists of PC1, PC2 and PC5, as
shown in the inset of figures 4(e) and (f). The channel angles between type I, type II and type I, type III are
60◦ and −60◦, respectively. It is worth noting that the structures of tilted type II and type III interface are
different with respect to those in figures 3(e) and (f). The details can be seen in the zoom-in pictures
(see inset in figure 4(e)). The projected band structures of type II interface are shown in figures 4(a) and
(c). Clearly, edge state only appears in the higher band gap spanning from f = 0.641c/a to f = 0.668c/a. As
for type III interface, the band structures are shown in figures 4(b) and (d). As can be seen, one edge state
covering f = 0.335c/a to f = 0.385c/a appears in the lower band gap and no edge state is found in the
higher band gap. The corresponding eigenmode electric fields of edge and bulk states at k = 0 are shown in
the right panels.

Figure 4(e) shows the wave routing path when the excitation frequency is f = 0.36c/a. As expected, the
excitation waves travel along type I interface and then turn to the type III interface which agree well with
the edge states dispersion in figures 4(a) and (b). When the operating frequency is switched to f = 0.67c/a,
the excitation wave travels along type I interface and is then guided toward the type II interface, with the
bending angle 120◦, as shown in figure 4(f).

2.4. Robustness analysis of wave routing
One of the most intriguing properties of topological edge states is their robustness to the perturbations.
Here, we demonstrate the robust transport of wave routing by introducing some defects and disorders
around the interface. Figure 5(a) shows the electric fields distribution at f = 0.36c/a whose structure is the
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Figure 5. Topological wave routing through the interface with defects and disorders. (a) Edge state propagation with some
defects introduced around the interface. (b) Transmission spectrum for the interface with/without defects. (c) Edge state
propagation with some disorders introduced around the interface. (d) Transmission spectrum for the interface with/without
disorders.

same to figure 3(e) but with some defects (see zoom-in picture) introduced around the interface. The
excitation source is represented by the green star. As can be seen, waves smoothly pass through the defects
with negligible back-scattering. The corresponding transmission spectrum is shown in figure 5(b). By
comparison, we remark that the small defects have little effect on the transmission efficiency. In addition, in
our 2D dielectric system, there is no absorption and radiation loss, and the main reason affecting
transmission efficiency is the back-scattering which is mainly due to the edge states phase mismatch
between PC1, PC2 and PC2, PC5. As for the higher frequency, figure 5(c) shows the electric fields excited by
the source with f = 0.67c/a, whose structure is same to figure 3(f) but with some disorders around the
interface. Simultaneously, the corresponding transmission spectrum is shown in figure 5(d). The results
indicate that the wave routing structures in our work have well robustness for the small perturbation.

3. Discussion and conclusion

The topological waveguides are useful in many on chip integrated optical devises and the robustness of edge
states is crucial. However, in time-invariant photonic topological insulators, the edge states are not perfectly
unidirectional, thus the specific perturbation might deteriorate the waves propagation (back-scattering). In
such case, the robustness of wave propagation can be optimized by increasing the group velocity of edge
state dispersion [41, 42]. That can be accomplished by traditional optimization methods or machine
learning based approaches [43, 44].

In summary, we have designed two topological PCs made of arrayed cylinders in C6 rotation symmetry
hosting Dirac points at K point in both low and high energy bands. By adjusting the position and radii of
the cylinders, the Dirac points are lifted, yielding two complete band gaps accompanied with topological
phase transition. Valley edge states can be realized by constructing an interface between these structures
hosting different topological phase. Via combining these structure in 2D plane, we demonstrate the
meta-structures consisted a diversity of such PCs exhibit topologically protected wave propagating path,
heavily depending on the interface type, as well as the frequency of the excitation source. Our results can
also be designed in the photonics crystal slab system which can be used in optical waveguides [7], frequency
division devices [39] on chip optical communication [36].

Acknowledgments

This work was financially supported by the Shenzhen Municipal Science and Technology Plan
(Nos. JCYJ20180306172003963 and JCYJ 20170811154119292).

7



New J. Phys. 23 (2021) 023029 G-C Wei et al

Data availability statement

All data that support the findings of this study are included within the article (and any supplementary files).

ORCID iDs

Jun-Jun Xiao https://orcid.org/0000-0002-8972-013X

References

[1] Wang Z, Chong Y, Joannopoulos J D and Soljačíc M 2009 Nature 461 772
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