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Abstract
We present a new algorithm to track the amplitude and phase of rotating magnetohydrodynamic
(MHD) modes in tokamak plasmas using high speed imaging cameras and deep learning. This
algorithm uses a convolutional neural network (CNN) to predict the amplitudes of the n = 1
sine and cosine mode components using solely optical measurements from one or more
cameras. The model was trained and tested on an experimental dataset consisting of camera
frame images and magnetic-based mode measurements from the High Beta Tokamak -
Extended Pulse (HBT-EP) device, and it outperformed other, more conventional, algorithms
using identical image inputs. The effect of different input data streams on the accuracy of the
model’s predictions is also explored, including using a temporal frame stack or images from two
cameras viewing different toroidal regions.
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(Some figures may appear in colour only in the online journal)

1. Introduction

The ability to accurately and robustly identify and track mag-
netohydrodynamic (MHD) instabilities and other modes is
an important diagnostic capability for future tokamak-based
fusion reactors. Such an observer is a necessary feature of
proposed techniques to forecast and avoid disruptive stability
boundaries [1–4] and active feedback systems for the control
of internal [5–7] and external instabilities [8–11]. In present
machines this is usually done with arrays of nearby magnetic
Mirnov coils. However, such diagnostics may not be well
suited for the long-pulse and harsh environment present in
reactors [12]. As a result, observers capable of utilizing new
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and distant (e.g. optical) diagnostics are desirable to support
future tokamaks.

Using the High Beta Tokamak - Extended Pulse (HBT-
EP) device, extensive studies have been done on MHD mode
diagnostics and real-time mode tracking. Beyond established
approaches using in-vessel magnetic probes [8, 13], methods
using non-magnetic sensors have also been explored. These
include using arrays of extreme ultraviolet (EUV) sensors
[14, 15], electrodes placed in the plasma scrape-off-layer [16],
as well as using a visible-range high-speed imaging camera
[17]. Among these methods the high-speed camera has the
advantage of being an external optical diagnostic. It is relat-
ively easy to implement using mostly off-the-shelf compon-
ents, and it can be adjusted and maintained independent of
the machine’s maintenance cycles. The challenge, however, is
that measurements on the camera have a non-trivial relation to
the plasma’s 3D emission structure. This also couples to the
complex emission mechanism which depends on plasma and
wall parameters, many of which may not be obtainable with
sufficient accuracy in real-time. These make first-principle
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implementations of real-timemode tracking using camera data
particularly challenging and motivates the study of algorithms
using data-driven methods such as deep learning.

Deep learning [18] as well as other machine learning tech-
niques have been applied to a variety of areas in fusion and
plasma science. While initial studies have mainly focused on
forecasting transient events, in particular disruptions in toka-
maks, through either supervised [19–23] or unsupervised [1, 3]
approaches, recently additional areas have also been explored.
These include but are not limit to tomographic reconstruction
[24, 25], equilibrium profile modeling [26–29], and the iden-
tification of reduced-order models [30–32]. Novel techniques
such as reinforcement learning [33–35], reservoir computing
[36], and object detection algorithms [37, 38] have also been
demonstrated in fusion-relevant applications.

In this work, we present the first deep learning based
MHD mode tracking algorithm using high-speed camera dia-
gnostics. This algorithm utilizes the convolutional neural
network (CNN) architecture: it takes in a single or mul-
tiple images from one or two cameras to predict the amp-
litudes of the sine and cosine components of long-wavelength
n = 1 kink and tearing modes, similar to those described
in [10, 11]. We developed this model using a dataset of
camera images and magnetic mode signals measured during
plasma discharges on HBT-EP, and we found this algorithm
to perform better than the other two tested algorithms
using linear regression and singular value decomposition
(SVD) dominant mode-pair reconstruction with the same
inputs.

The remaining sections are organized as follows: section 2
introduces the HBT-EP device, the high-speed camera dia-
gnostic system, and the experimental database. Section 3
describes the implemented CNNmodel and two other compar-
isonmodels. The results of these three models using individual
frames from one camera as inputs are compared in section 4,
and section 5 explores methods on further improving the CNN
model’s predictions through including additional temporal or
spatial information. We conclude with a summary and pro-
posed future work.

2. Experiment and database

The data used in this study were collected from a dedicated run
campaign conducted onHBT-EP. HBT-EP is a circular, ohmic-
ally heated, large aspect ratio tokamak (R/a∼ 6). It has an on-
axis toroidal magnetic field of 0.33 T, typical plasma currents
of 15 kA, a major radius of 0.92 m, and a plasma minor radius
of 0.15m. Figure 1 shows the hardware of the high-speed cam-
era diagnostics on HBT-EP. The two cameras (Phantom S710)
are placed away from the toroidal field (TF) coils and collect
light through object lenses that are mounted close to an optical
viewing port. These cameras measure visible light emission
from the plasma edge due to plasma-neutral and plasma-wall
interactions, predominantly at the Dα line [17]. The object
lenses are connected to the cameras using coherent optical
fiber bundles. Between each fiber bundle and camera, a custom
2:1 demagnification relay setup was installed using a 25mm

Figure 1. Picture of the high-speed camera diagnostics on HBT-EP.
Each camera diagnostic consists of an object lens, an optical fiber
bundle, a custom relay setup, and a streaming camera placed on an
optical breadboard away from the TF coil. An actual view through
the glass viewing port similar to the view of Camera 1 is shown in
the top right inset. The location of one sensor of the in-vessel,
low-field-side toroidal magnetic sensor array (FB3) used to
determined the ground truth n= 1 sine and cosine components is
indicated in the inset figure.

f/0.95 and a 50mm f/1.4 prime lens. This relay setup increases
the light intensity received by the camera sensor at the expense
of reduced image resolution.

Figure 2 shows the camera setup used in the run campaign
for this work. The two cameras observed the plasma with
views in opposite toroidal directions, and their central line of
sights were about 90◦ apart toroidally. Both cameras were set
to run at 250 kfps, 128× 64 pixels (width× height) resolution,
12-bit grayscale bit depth, and 3µs exposure time. Figure 3
shows samples of camera images taken during a discharge,
along with an example SVD-based reconstruction of the dom-
inant rotating mode. Note that the SVD reconstruction method
used for mode tracking over multiple shots in the following
sections (as described in section 3) is different than for this
example; the example shown here is purely to aid in visual-
ization. As a mode distorts the plasma, the associated density
and temperature perturbations cause variations in local inter-
actions between the plasma, neutral gas, and the walls, pro-
ducing variations in local light emission. This temporal and
spatial variation in local emission is how the cameras observe
the mode, through direct observation of emitting volumes and
also via reflections from the walls. We used the unprocessed
camera images as the inputs to the algorithm in order to avoid
the time complexity of applying additional spatial or temporal
filters in a real-time system.

We used the sine and cosine components of the n= 1 mode
determined by a least squares fit to the signals measured from
an in-vessel, low-field-side magnetic sensor array (FB3) as
the ground truth (or labels), which the model is trained to
reproduce using the camera frames as the inputs. To remove
high frequency noises in the ground truth signals we applied a
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Figure 2. Left: illustration of the camera views in the HBT-EP device (top–down). The two cameras look at the cross-section of the plasma
(purple) toward opposite toroidal directions. Parameters of the object lenses are shown under each camera. Right: camera images (128× 64
pixels resolution, exposure & contrast adjusted) taken during alignment using the experimental setup.

5 kHz low-pass filter to the mode amplitude determined from
themode components, before converting the filtered amplitude
and the unfiltered phase back to sine and cosine components.
This data processing routine has been used extensively in pre-
vious mode control experiments on HBT-EP and used for eval-
uating other non-magnetic mode tracking methods. By accur-
ately reproducing the mode signal measured by these sensors,
the outputs of the camera-based tracking algorithm could be
fed directly to the existing downstream active feedback con-
trollers and should be able to achieve similar mode suppres-
sion results. It should be noted that mode measurements from
the magnetic sensor array contain intrinsic errors due to resol-
ution limitations, sensor noise, and/or the utilized decomposi-
tion algorithm compared to the properties of the physical mode
present in the plasma; however, such an analysis is beyond the
scope of this work and in the following sections we define
the errors of the camera-based mode tracking algorithm as
the difference between its predictions and the magnetic mode
signals.

In these experiments, we targeted a specific discharge evol-
ution from previousmode control experiments. Figure 4 shows
selected plasma parameters of a typical discharge of this shot
style.We used the entire duration of each discharge from about
0.6ms after breakdown up to the thermal quench as indicated
by the current spike event. Because of evolution of the edge
safety factor (qedge), both m/n = 4/1 and 3/1 modes (where
m and n are the poloidal and toroidal mode number respect-
ively) were present in these shots, with timing and charac-
teristics dependent on the details of each shot. Within this
database, the rotation frequencies of the modes were typic-
ally in the range around 8–12 kHz. We did not target a specific
mode shape and included both the 4/1 and 3/1-dominant time
periods.

The final compiled database consists of 45 shots which cor-
responds to 86 275 time slices, also known as samples. Each
sample consists of a frame image from each camera and the
amplitudes of the n = 1 sine and cosine components interpol-
ated at the corresponding time point. We used the first 40 shots
as the training set (76 975 samples) and the last five shots as
the testing set (9300 samples) to mimic the data acquisition
process during a control experiment. To optimize the neural
network model’s hyperparameters, we further split the train-
ing data by samples (instead of by shots) randomly using a 9:1
ratio (training:validation). The final models were trained using
all data from the 40 training shots.

3. Algorithms

We implemented the deep learning model in Tensorflow [39]
using a CNN. The CNN model consists of two parts: a fea-
ture extractor using three Conv2D and MaxPooling2D lay-
ers, and a regressor using two Dense (Fully Connected) lay-
ers. Table 1 summarizes the hyperparameters of the optimized
CNN model. The model takes in a single image from a cam-
era and returns the predicted sine and cosine components of
the n = 1 mode. During training the model’s predictions are
compared to the ground truth values from the database, and
their differences (mean squared error) are used to update the
network’s coefficients through back-propagation. We used the
Adam optimizer and a step decay learning rate scheduler for
training the network.

In addition to the deep learning model, two conventional
algorithms were implemented for comparison. These are:

1. A baseline regression model using linear regression. This
model was trained on the same set of inputs and labels as
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Figure 3. Raw and SVD-reconstructed frame images of shot 114461, using the camera views shown in figure 2. The SVD-reconstructed
images are included to better illustrate the structure and phase of the observed MHD mode. Left sub-columns: raw camera measurements
(adjusted for dynamic range). Right sub-columns: reconstructed images using the dominant SVD mode-pair (symmetric color scale). SVD
modes here are calculated using the raw frame images of each of the cameras over the duration of 3–4ms of this discharge. The time range
shown corresponds to roughly a half-period of mode rotation, as revealed by the shifting of red and blue stripes in the SVD-reconstructed
images over time.

the CNN model, using data from the 40 training shots. The
model takes in a single frame image and returns the pre-
dicted mode components.

2. An algorithm using the SVD dominant mode-pair recon-
struction method as proposed in [17] and implemented
in [14] for different diagnostics. The SVD modes were
calculated from the 4/1-dominant period (2–4ms) of shot
114461. This shot, denoted as the “training” shot, was taken
during the same run day right before the testing shots so
that the plasma conditions would be as similar as possible.
The spatial modes of the first SVD mode pair were taken
as the sinusoidal basis of the dominant MHD mode. Per-
forming a dot-product of this basis with a given image pro-
duces the predicted component amplitudes of the optical
fluctuation. From our tests, we found this method only gave
valid results if the decomposition window of the “training”
shot contained a clear and distinct m/n mode shape. For
this reason we specifically chose the 4/1-dominant period

instead of using the entire shot duration. An additional gain
and phase shift correction matrix was introduced to match
the optical fluctuations with actual magnetic mode signals
and was determined from the 4/1-dominant period of the
following shot (114462).

4. Results

The following section compares the predictions of the 3 can-
didate models discussed in the previous section. All 3 models
take in the same input data (a single frame from Camera 1)
and return the predicted n = 1 sine and cosine components.
We then converted the predictions back to amplitude (At =√
st2 + ct2) and phase (ϕt = arctan(st/ct), st and ct being the

predicted sine and cosine components at time t from each
of the mode tracking algorithms) to give a more intuitive
comparison.
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Figure 4. Time evolution of the plasma current (Ip), major radius
(R), edge safety factor (qedge), n = 1 mode amplitude, and intensity
of Camera 1 pixel (110, 40) of sample shot 114468 from the run
campaign. The analysis window is indicated by the two dashed
lines, the first one after the plasma breakdown, and the second one
at the thermal quench. The plasma parameters (Ip, R, qedge, etc) were
only used during analysis and are not accessible to any of the mode
tracking algorithms.

4.1. Single shot tracking

Figure 5 shows the amplitude and phase tracking results of
testing shot 114467 given by the 3 candidate models. The 4/1
and 3/1-dominant periods (cyan and yellow respectively) are
also highlighted in the figures. These were identified from an
in-vessel poloidal magnetic sensor array, and the information
was not given to any of the models during training or when
performing inference.

We found the CNN model (blue, second row in figure 5)
gave the most accurate amplitude and phase predictions with
the smallest amount of error. Its amplitude prediction closely

Table 1. List of hyperparameters of the CNN model. The neural
network consists of three Conv2D-MaxPooling2D layers followed
by two hidden Dense (Fully Connected) layers and the output layer.
The model takes in a single camera image of dimension 128× 64
and returns predicted n = 1 sine and cosine component amplitudes.

Input layer Grayscale image stack,
shape = (64, 128, n_frames)

Convolution layers

Conv2D(8) - MaxPooling2D
Conv2D(8) - MaxPooling2D
Conv2D(16) - MaxPooling2D
kernel = (3,3), activation = ‘relu’,
padding = ‘valid’, pool = (2,2)

Dense layers Dense(256) - Dense(64), activation = ‘relu’
Output layer Dense(2, ‘linear’)

Loss function mean squared error

Optimizer
Adam with step decay schedule
(initial = 1× 10−3, reduce by 0.5 every
15 epochs)

Epochs 50

matches the ground truth across both the 4/1 and 3/1-dominant
periods as well as in the transition period during which the
mode amplitude was lower. The phase prediction shows a uni-
form error bound independent of the variation in mode amp-
litude, except in the short time periods when the amplitude
was very small, such as at 6 and 8.4ms. This may be caused
by the lower signal-to-noise ratio of the magnetic measure-
ment during similar low-amplitude periods from the training
shots which reduced the quality of the training labels and res-
ulted in worse prediction given by the trained model. For the
purpose of mode control we are only interested in the time
periods when the mode amplitude is significant, therefore we
do not expect these issues would affect the outcome during a
control experiment.

The predictions of the other two methods are less accur-
ate than those given by the CNN model. In the case of the
linear regression model (orange, third row in figure 5), its pre-
dictions show similar behaviors as the CNN model, although
the noise levels are substantially higher in both amplitude and
phase. For the SVD mode-pair reconstruction method (red,
fourth row in figure 5), both its amplitude and phase pre-
dictions are only relatively accurate, although with signific-
ant amount of noise, during the 4/1-dominant period (aqua
shading in figure 5). In the rest of the shot its amplitude pre-
diction misses the two periods of rapid mode growth at 5.5
and 7ms, and the phase prediction is very inaccurate. As has
been discussed in section 3, the SVDmode basis was obtained
from the same 4/1-dominant period of the “training” shot, and
because of this patterns in the new input images need to be
sufficiently similar to the 4/1 structure represented in the SVD
basis in order for the algorithm to give valid predictions. We
have also tested performing SVD on the 3/1-dominant period
and have observed the reciprocal result; the SVD model then
performs poorly during the 4/1-dominant period while being
better in the 3/1-dominant period which the SVD basis is
computed on.

5
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Figure 5. Single shot tracking results of testing shot 114467 using CNN (blue), linear regression (orange), and SVD dominant mode-pair
reconstruction (red). The 4/1 and 3/1-dominant periods are highlighted in cyan and yellow respectively. Top left: amplitude ground truth
from magnetic sensors. Lower left: amplitude predictions given by the candidate models (solid) overlaid onto the ground truth (dotted).
Top right: phase ground truth. Lower right: errors of phase predictions given by the candidate models.

4.2. Testing set distribution

We tested the three candidate models using all data from the
testing set. Figure 6 shows the distributions of amplitude and
phase errors of the three models. These distributions exclude
data from time periods where the mode amplitude was insig-
nificant (defined as true amplitude<3G) so that the results are
relevant for control experiments. For eachmodel the solid lines
show the distributions of data from the entirety of each shot,
and the dashed lines show data from only the 4/1-dominant
periods.

In accordance with the results from single shot tracking,
we found the CNN mode gives the narrowest error distribu-
tions in both amplitude and phase predictions and significantly
outperforms the other two methods. From these distributions
the errors of the CNN model can be estimated to be around
±1G in amplitude and −15◦ to +20◦ in phase (with respect
to ground truth magnetic measurements), both are estimated at
the half maximum of the distributions. The linear regression
model, while having wider error distributions than the CNN
model, shows a slight advantage over the SVD-based model
even if we only consider the 4/1-dominant period of the shots.

5. Investigating the effect of multiple input frames

For the previously discussed results, we have considered a
CNN model using only individual frames from one camera
as input. To further explore possible inputs, we tested supply-
ing the model with additional temporal information by using
multiple sequential frames from a single camera, or spatial
information by using images from both cameras simultan-
eously. figure 7 illustrates the modified network architectures
of these two approaches. The convolution and dense blocks
have the same number of layers and sizes as described in
table 1, although the number of parameters in each layer may
be different from the original model due to the increased input
size. In addition, while it is possible to also add temporal
information to the two-camera model, we chose not to invest-
igate that feature in this work as it would further increase the
network’s complexity. We trained each modified model using
the same 40 training shots and tested them on the five testing
shots.

First, to add temporal information we modified the model
inputs by stacking the current frame at time ti with a number
of historic frames at ti−1, ti−2, etc (figure 7(A)). This way the

6
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Figure 6. Distributions of amplitude (left) and phase (right) errors for the predictions given by CNN (blue), SVD mode-pair reconstruction
(red), and linear regression (orange) over the five testing set shots where ground truth amplitude >3G. For each method, the solid lines
include data over the entire shots, while the dashed lines use a subset of data from the 4/1-dominant period.

Figure 7. Illustrations of the modified neural network architectures with additional (A) temporal and (B) spatial information added to the
CNN model. The convolutional and dense layers for each network have the same hyperparameters given in table 1.

shape of the input array becomes (128, 64, n_frame) where
n_frame indicates the depth of the frame stack. The modi-
fiedmodel then takes in this three-dimensional frame stack and
predicts the same mode components at the current time point
ti. We used a rolling window so that the number of samples in
each shot remained identical. The results are shown in figure 8,
in which we compared the error distributions of the original
one-camera one-frame model shown in section 4 with three
modified models with n_frame = 2, 4, and 6. Figure 8 shows

that using a historic frame stack slightly improves the predic-
tion in both amplitude and phase; however the effect appears
to saturate beyond using a stack of four frames.

Second, to include additional spatial information we added
the frame image from the second camera at the same time ti
into the model inputs (figure 7(B)). The line of sight of this
camera (“Camera 2” in figure 2) was roughly 90◦ toroidally
apart from Camera 1, which we assumed would give a quad-
rature effect and help improve the model’s predictions. The
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Figure 8. Distributions of the amplitude (left) and phase prediction (right) errors over the five testing set shots (ground truth amplitude
>3G), using the modified CNN models with temporal frame stack inputs (figure 7(A)). The four distributions show models using
n_frame = 1 (blue, i.e. the original CNN model), 2 (orange), 4 (green), and 6 (red).

Figure 9. Distributions of the amplitude (left) and phase prediction errors (right) over the five testing set shots (amplitude ground truth
>3G), using the one-camera one-frame model (blue, i.e. the original CNN model), the one-camera two-frame model (orange), and the new
two-camera one-frame model (green). The two-camera one-frame model uses the network shown in figure 7(B).

viewing cones differ by more than a direct toroidal rotation
due to the use of different hardware (in particular the object
lenses) as well as their positions on the machine (figure 1),
which forbid us from combining them into a single frame stack
as the plasma is located at a different position on each cam-
era. Therefore we added a second stack of convolution lay-
ers with the same hyperparameters for processing data from
Camera 2, and we concatenated the outputs into a single array
before sending it to the downstream dense layers. Figure 9
compares the prediction results of this new model with the

one-camera one-frame model and the one-camera two-frame
model shown previously. We found that while adding the
second camera does give marginal improvements especially in
phase prediction, the effects are similar to adding one historic
frame from the existing camera. This could be because the
images from a single camera already contain sufficient mode
information, thus making information from the second camera
effectively redundant. Nevertheless, this may be unique to our
specific choice of viewing angles, and different camera posi-
tioning should be tested before drawing final conclusions. For

8
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example, determination of the mode phase might be improved
by setting the second camera to instead have a zoomed-in view
of a specific boundary feature whose local emission strongly
depends on the mode phase, such as a limiting surface.

6. Discussion

In this section we briefly discuss aspects of the present work
and future work that we are currently pursuing which are rel-
evant to real-time control applications.

First, while the model presented in this study was designed
with low-latency deployment as a primary consideration, addi-
tional work will be necessary for actual hardware deployment.
Recent works from the high energy physics community have
demonstrated a workflow [40–42] for deploying neural net-
work models on field-programmable gate array (FPGA) hard-
ware and achieved an estimated inference latency between
5 and 24µs for convolutional networks [43, 44] similar to
the one presented in this study. This workflow requires fur-
ther optimizing the model through network compression and
quantization [45–47] as well as potentially reducing the input
dimensions in order to fit the network within the resource con-
straints of an FPGAdevice. Assumingwe can achieve a similar
latency while maintaining an acceptable level of accuracy, this
implementation could satisfy the requirement for mode feed-
back control on HBT-EP and other devices.

In addition to optimizing the model for FPGA implementa-
tion, additional components are also needed for integrating the
controller into a feedback control system. These includes but
are not limited to: reading the data stream through frame grab-
ber hardware, interfacing the frame grabber with the FPGA
controller, and sending the control request to downstream
actuators. A custom-built framework will be necessary, as cur-
rently there is not an established solution that satisfies the
latency requirements for mode control on HBT-EP [13]. These
considerations are currently being investigated and will be
reported in future publications.

Beyond the camera-to-magnetics setup previously dis-
cussed for HBT-EP, the method presented in this study could
also be applied to mode tracking using other combinations
of either 1D or 2D optical diagnostics as the inputs, and
other sources of mode information as the ground truth. For
example, on HBT-EP a straightforward study would be to
compare the prediction accuracy of a similar deep-learning-
based algorithm with existing methods using identical input
data from arrays of EUV sensors [14]. For other and future
fusion devices, alternative data sources and model training
schemes should also be explored as actual diagnostic meas-
urements may be scarce. Some potential approaches could
be through using synthetic diagnostic data and transfer learn-
ing, through using temporary diagnostics to gather batches of
training data, or through using online learning as more data
become available during reactor operation. In addition, altern-
ative deep learning architectures, such as recurrent neural
networks [48, 49] or transformers [50] for processing time
series data, should also be explored. However, for a real-
time control system a successful implementation will require

balancing the model’s accuracy with its inference latency and
initiation intervals when running on the targeted computing
hardware with consideration of the MHD timescale of the spe-
cific device.

7. Conclusion

We implemented an algorithm to track the amplitude and phase
of rotating MHD modes in tokamak plasmas using high speed
imaging cameras and deep learning. This algorithm uses a
CNN architecture. It takes in camera images and predicts the
amplitudes of n = 1 sine and cosine mode components. We
developed this algorithm using a dataset from the HBT-EP
tokamak, and we found it to perform better than the other
conventional methods that were tested. Analysis of includ-
ing additional temporal or spatial information to increase the
size of the data stream showed modest levels of improvement
in the models’ predictions, but did indicate a clear difference
between additional temporal and spatial information in terms
of model performance.
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