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Abstract
We review the classical formulation of general relativity as an SL(2,C) gauge
theory in terms of Ashtekar’s self-dual variables and reality conditions for the
spatial metric (first reality condition) and its evolution (second reality condi-
tion), and we add some new observations and results. We first explain in detail
how a connection taking values in the Lie algebra of the complex Lorentz group
yields two spin(3,1) connections, one self-dual and one anti-self-dual, without
the need for a spin structure. We then demonstrate that the self-dual part of
the complexified Palatini action in Ashtekar variables requires a holomorphic
phase space description in order to obtain a non-degenerate symplectic struc-
ture. The holomorphic phase space does not allow for the implementation of
the reality conditions as additional constraints, so they have to be taken care
of ‘by hand’ during the quantisation. We also observe that, due to the action
being complex, there is an overall complex phase that can be chosen at will. We
then review the canonical formulation and the consequences of the implement-
ation of the reality conditions. We pay close attention to the transformation
behaviour of the various fields under (complex) basis changes, as well as to
complex analytic properties of the relevant functions on phase space.
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1. Introduction

If one wants to describe fermions coupled to gravity, the metric field does not suffice. Rather,
one needs to introduce frame fields, and with them the symmetry under frame rotations, a
spin structure and hence a local SL(2,C) symmetry. In this context, as the fermions in the
standard model are chiral, it is of special interest to consider chiral formulations of gravity.
One example are the variables introduced by Sen [1] and Ashtekar [2–4] for gravity. The basic
variables are a frame field eI and an so(3,1)C connection ω. The fields are self-dual under the
Hodge operator on so(3,1)C,

∗ω =±iω, ∗(e∧ e) =±i (e∧ e) . (1)

As a consequence, these variables are complex valued, and the relation to real-valued gravita-
tional fields is not entirely straightforward. On the other hand, these variables have very inter-
esting properties in a canonical formulation of gravity: pulling e∧ e and ω back to a spatial
slice yields canonical variables and a first order system of constraints [3]. No further gauge fix-
ing is necessary. Moreover, the structure of the constraints—in particular that of the Hamilton
constraint—is rather simple. Finally, when coupling to fermions, it is the self-dual connec-
tion ω that couples to the right-handed fermions, and its complex conjugate to the left-handed
ones. In the supersymmetric context, it is even more apparent that the chiral theory is special.
It retains some manifest supersymmetry in the canonical theory [5, 6].

For these reasons, Ashtekar variables seem to be an excellent starting point for a quantisa-
tion programme for gravity using techniques from gauge theory. Consequently there has been
considerable work done in this direction, from early works [7–10] over later developments
[11–15] to recent works [4, 16–18].

Nevertheless most progress in loop quantum gravity (see for example [19, 20]) has been
made using a formulation in terms of a real valued SU(2) connection, the Ashtekar–Barbero
connection [21, 22]. The reasons for this are technical in nature: compactness of SU(2) simpli-
fies the construction of measures on spaces of connections. Furthermore, the reality conditions
are hard to implement in the quantum theory.

There are some hints from the SU(2) theory that a more fundamental theory with SL(2,C)
gauge symmetry might exist. The SU(2) theory would then be a technically simpler theory
that has, at least in some cases, a precise relationship with the fundamental SL(2,C) theory.
This situation would be in close analogy to that in quantum field theory in which Euclidean
and Lorentzian theory are related in non-trivial ways by theWick transform. For example, [13,
15, 23, 24] demonstrate that Ashtekar variables can be used for quantisation in a symmetry-
reduced context. The same is true even for the supersymmetric theory [25]. For the calculation
of black hole entropy from loop quantum gravity using real variables, the counting of states of
an SU(2) Chern–Simons theory is essential, and the result depends on the Barbero–Immirzi
parameter β. It has been observed that a certain analytic continuation, corresponding to the
limit β −→ i, i.e. to a change to the chiral theory, and to an SL(2,C) Chern–Simons theory
leads to the Bekenstein–Hawking entropy without any free parameters [26, 27]. Again, it turns
out that an analogous result holds in the supersymmetric theory [28, 29].

Given the evidence that there could exist a chiral quantum theory that is closely related to
the SU(2) theory, it is a natural task to look for this theory more directly. The present article
aims to contribute towards this goal. We lay out the classical theory as clearly, precisely and
as general as we can and explain the options one has as one proceeds to quantise. Some of this
general ground has been covered elsewhere, see for example [4, 10, 11, 30–33].
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We hope to add to the classical foundations of the subject in several ways, however the most
important ones are:

• We analyse the structure of the variables of complex general relativity (GR) and demonstrate
in detail how the existence of the self-dual and anti-self-dual connections follow. In particu-
lar, we review the structure of SO(3,1;C) and use that to show how the so(3,1)C-connection
of complex Palatini gravity can be transformed into the self-dual and anti-self-dual sl(2,C)-
valued Ashtekar connections.

• We show in detail that complexified GR only leads to a non-degenerate symplectic structure
if a holomorphic viewpoint is taken1.

• In our calculation, we strive to carefully distinguish internal three- and four-dimensional
metrics, structure constants and Cartan–Killing metrics, to bring out their relationships.
Since we make our choices of bases explicit, it is also clear how all objects would trans-
form under changes of bases2.

• We observe that there is an undetermined phase in front of the action of complex GR that
influences the symplectic structure and the constraints, but not the dynamics. We show that
the reality conditions are not affected by this phase, and will always lead to real Einstein
gravity, however with a changed symplectic structure. It appears that the resulting symplectic
structure has been also used in [10, 34]. This changemay have consequences for the quantum
theory.

This article consists of two major parts. In section 2 we consider the construction of a holo-
morphic formulation of GR in terms of Ashtekar’s self-dual variables. Section 3 then deals with
the formulation of the reality condition, which are necessary in order to retrieve a descrip-
tion of real gravity. After an introduction to complexified GR in section 2.1, in section 2.2
we describes in detail how one obtains Ashtekar’s SL(2,C) connection from a complexified
Lorentz connection, under a split of this connection into its self-dual and anti-self-dual parts.
In section 2.3 we use this to split the Palatini action into its self-dual and anti-self-dual contri-
butions, from which we construct a holomorphic Hamilton formulation of the self-dual action.
There, we introduces a phase in front of the action and discuss the consequences for the Poisson
relation of the canonical pair and the constraints. In section 3.1 we are concerned with the
recovery of a real spatial metric from self-dual GR, i.e. we describe the first reality condi-
tion (RCI) and its formulation in terms of Ashtekar’s variables. In section 3.2 we describe the
second reality condition (RCII), that is supposed to keep the spatial metric real with respect
to the dynamics. As a justification of the reality conditions we consider their classical imple-
mentation in order to recover real Arnowitt-Deser-Misner (ADM) gravity [35] in section 3.3.
Finally, in section 4 we discuss what understanding we were able to add to the description of
GR in self-dual variables and give and outlook to a possible quantisation. Regarding conven-
tions, we use the metric signature (−,+,+,+).

2. Self-dual holomorphic GR in Ashtekar variables

In this section we present the formulation of GR in Ashtekar variables. To this end we start
with complex GR, based on the notion of a complex Lorentz connection and a complex tetrad.

1 Another starting point is a non-holomorphic phase space not derived from an action. One can then formulate con-
straints that lead to classical GR when implemented. This is the starting point taken in [11].
2 In particular the choice of basis in sl(2,C) can lead to confusion as it influences the reality of various functions.
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The underlying structure group is thus the complex Lorentz group SO(3,1;C). We then single
out the self-dual parts and derive the corresponding Hamilton formulation. For other accounts
of this see [2, 4, 31, 33].

2.1. Complexified GR

We start with the description of complexified GR, as a theory of gravity over a real differential
manifold M, but with a complexified tangent bundle TCM. In this setup coordinates are real
but all objects related to tangent space are understood to be complex. This setup is described
in detail or example in [31].

In the Palatini formulation of complex GR, we therefore work with complex frame fields
eIα and a complex Lorentz connection ωIJ = ωα

I
Jdxα with

ωαIJ = ωα
K
JηKI =−ωαJI. (2)

Here and in the following, Lorentz indices are pulled with η. This connection is understood as
a connection of the complexified Lorentz group SO(3,1;C), which we will look at in detail in
section.

The frame fields act as soldering forms between the complexified tangent space and the
complexified internal Minkowski space which is consequently also complexified. The tetrads
eIµ relate the complex spacetime metric gαβ to the Minkowski metric ηIJ:

gαβ = eIαe
J
βηIJ. (3)

Note, however, that the Minkowski metric η is not complex, but stays real.
In this complexified version of GR, we consequently analyse a complex version of the

Palatini action

SC [ω,e] =
λ

κ

ˆ
M

ϵIJKLΣ
IJ∧FKL. (4)

This is constructed from the complex two-form

ΣIJ := eI ∧ eJ = eIαe
J
β dx

α ∧ dxβ (5)

and the curvature of the complex Lorentz connection

FIJ [ω] = dωIJ+ωIK ∧ωKJ. (6)

Note that we rescale the action by a factor λ ∈ C, |λ|= 1. This has, in the end, to do with
the quantum theory corresponding to this action. We comment on its role in this classical
description later, where its effects are visible and discuss the specific cases λ= 1, i.

Ultimately, we want to restrict to the self-dual part of this complex action. This is done in
section 2.3. Before this, however, we recall the complexification of the Lorentz–Lie algebra
and its relation to sl(2,C) in the next section.

2.2. Complexification of the Lorentz–Lie algebra, self-duality and sl(2,C)

In the following we have occasion to use complexifications of Lie algebras. We summarised
the important aspects in appendix.

4



Class. Quantum Grav. 41 (2024) 075010 H Sahlmann and R Seeger

2.2.1. (Anti-)self-dual split of the complexified Lorentz algebra. In signature (−+++), the
Hodge star ∗ is a skew involution, ∗2 =−1. As a map Λ2(M)→ Λ2(M) it is self-adjoint with
respect to the natural inner product. To obtain a decomposition into eigenspaces, we have to
work with the complexificationΛ2(M)C. On this space ∗ has eigenvalues±i and the projectors
onto the eigenspaces are

±P :=
1∓ i∗
2

. (7)

Working in a basis, we get the explicit expression

±
PIJKL :=

1
2

(
δ
[I
Kδ

J]
L ∓ i

2
ϵIJKL

)
, (8)

acting on an object with two internal upper indices. From this we directly see that the projectors
are symmetric under exchanging the first and second pair of indices, i.e.

±
PIJKL =

±
PKL

IJ. (9)

Hence we have immediately the action on internal two-forms. It is easy to see that ±P is self-
dual/anti-self-dual in both pairs of indices:

1
2
ϵIJMN

±
PMNKL =±i ±PIJKL,

1
2
ϵKL

MN±
PIJMN =±i ±PIJKL.

(10)

Since ±P are projections onto eigenspaces, one has

±
PIJKL

∓
PKLMN = 0,

±
PIJKL

±
PKLMN =

±
PIJMN,

+
PIJKL+

−
PIJKL = δ

[I
Kδ

J]
L .

(11)

So +P and −P are indeed orthogonal projectors.
In the following we will use the basis

(LIJ)
K
L = δK[IηJ]L (12)

of so(3,1)C. In this basis, the components for a Lie algebra element, e.g. the connection ωIJ,
are simply ωIJ .

Given this basis, we can now understand how the notion of (anti-)self-duality, as a concept
on the internal Minkowski space, translates to so(3,1)C matrices. Acting on the labels of the
generator yields

±
PIJ

MN(LMN)
K
L =

±
PIJ

MNδK[NηM]L =
±PIJ

K
L. (13)

Because of the symmetry of labels and matrix indices of the generators, i.e. (LIJ)KL, this is
exactly the same as acting with the projection on the matrix indices:

±PKLM
N(LIJ)

M
N = ±PIJ

K
L. (14)
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Hence (anti-)self-dual projection of components makes the corresponding matrix (anti-)self-
dual as well. As a consequence, the (anti-)self-dual generators are

L±IJ :=
±
PMNIJLMN, (15)

with (
L±IJ

)
K
L :=

±PIJ
K
L. (16)

With this established, we can now use the last relation in (11) to split a ∈ so(3,1)C into its
self-dual and anti-self-dual parts

a= aIJLIJ = aIJ
(
+
PKLIJ+

−
PKLIJ

)
LKL = a+IJL+IJ+ a−IJL−IJ, (17)

where both the components a±IJ :=
±
PIJKLaKL and the generators L±IJ are now (anti-)self-

dual. As the projection ±P is orthogonal, this decomposes so(3,1)C into self-dual and anti-
self-dual parts so(3,1)±C := ±Pso(3,1)C, respectively:

so(3,1)C
∼= so(3,1)+C ⊕ so(3,1)−C . (18)

Elements of so(3,1)±C therefore are of the form

a± = aIJ
±
PIJ

MNLMN = a±IJL±IJ. (19)

The next step is to analyse the commutation relation of so(3,1)C, in order to show that
so(3,1)±C are indeed Lie subalgebras. The commutation relation of so(3,1)C is given by

[LIJ,LKL] = f̊IJKL
MNLMN, (20)

where in the basis (12), the structure constants f̊ are

f̊IJKL
MN = 2δ[M[I ηJ][Kδ

N]
L] . (21)

We now look at this commutation relation when a,b ∈ so(3,1)C are decomposed into their
(anti-)self-dual parts:

[a,b] =
[
a+ + a−,b+ + b−

]
=
[
a+,b+

]
+
[
a+,b−

]
+
[
a−,b+

]
+
[
a−,b−

]
. (22)

In order to understand the action of the projection on this commutator, we have to understand
both the purely (anti-)self-dual commutators and the mixed ones.

To this end we consider the adjoint action on so(3,1)C. Let still a,b ∈ so(3,1)C:

π (a)b := [a,b] . (23)

We know so(3,1)±C ⊂ so(3,1)C is invariant. Furthermore let b± ∈ so(3,1)±C . Hence,

b ∈ so(3,1)±C ⇔ ±Pb= b. (24)

6
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Now

π (a)b± ∈ so(3,1)±C ⇔ ±Pπ (a)b± = π (a)b±

⇔ ±P
[
a,b±

]
=
[
a,b±

]
∀a ∈ so(3,1)C ,∀b

± ∈ so(3,1)±C .
(25)

Restricting to a± ∈ so(3,1)±C , this tells us that the commutators of (anti-)self-dual Lie
algebra elements are indeed (anti-)self-dual, even before the actual projection. Restricting
instead to a∓, the commutators [a∓,b±], with what we just showed, have to both self-dual
and anti-self-dual. As the (anti-)self-dual decomposition is an orthogonal one, these commut-
ators have to vanish. Hence we are left with

[a,b] =
[
a+,b+

]
+
[
a−,b−

]
(26)

and projection yields

±P [a,b] =
[
a±,b±

]
. (27)

This in turn shows that so(3,1)±C are closed under the commutator and hence are Lie algebras
on their own.

The structure constants of these Lie subalgebras can be determined from the ones of
so(3,1)C as follows. As all (anti-)self-dual Lie algebra elements are still in so(3,1)C, it holds
that [

a±,b±
]
= a±IJb±KL̊ fIJKL

MNL±MN. (28)

So at first glance, the structure constants of so(3,1)±C seem to be the same as the ones of
so(3,1)C. This however disregards the fact that all pairs of indices of the structure constants
are (anti-)self-dually projected. The actual structure constants of so(3,1)±C are therefore given
by [

L±IJ ,L
±
KL

]
= f̊±IJKL

MNL±MN (29)

with

f̊±IJKL
MN :=

±
PI

′J ′
IJ

±
PK

′L ′

KL̊ fI ′J ′K ′L ′
M ′N ′ ±

PM
′N ′

MN. (30)

Using the explicit form of the structure constants in (30), the self-dual structure constants can
be expressed solely in terms of contracted projections, namely

f̊±IJKL
MN =−2±PIJ

K ′

L ′
±PKL

L ′

M ′
±PMNM

′

K ′ =−2tr
(
L±IJL

±
KLL

±MN
)
, (31)

where we employed the relation between projectors and the (anti-)self-dual generators.
Going back one step, we can look again at the projection of the so(3,1)C commutator

±P [a,b] =
[
a±,b±

]
=
[±Pa,±Pb]

⇔ aIJbKL̊ fIJKL
MN±

PM
′N ′

MNLM ′N ′ = aI
′J ′bK

′L ′ ±
PIJI ′J ′

±
PKLK ′L ′ f̊IJKL

MNLMN.
(32)

Here we treated the left hand side as the projection of the commutator and the right hand side
as the commutator of the projections, explicitly. This now expresses the fact that the projectors

7
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are Lie algebra homomorphisms and that the adjoint representation of sl(2,C)C is reducible.
This yields the relation

f̊IJKL
M ′N ′ ±

PMNM ′N ′ =
±
PI

′J ′
IJ

±
PK

′L ′

KL̊ fI ′J ′K ′L ′
MN. (33)

Projecting the pairMN is trivial on the left hand side, as (±P)2 = ±P, but gives the (anti-)self-
dual structure constants on the right hand side. Doing this and using the total antisymmetry of
f̊IJKLMN and f̊±IJKLMN in the pairs IJ, KL and MN yields

f̊±IJKLMN =
±
PI

′J ′
IJ̊ fI ′J ′KLMN =

±
PK

′L ′

KL̊ fIJK ′L ′MN =
±
PM

′N ′

MN̊ fIJKLM ′N ′ . (34)

Hence it is sufficient to project just one of the pairs of indices of the so(3,1)C structure
constants.

With the structure constants for both so(3,1)C and so(3,1)±C , we can compare the respective
Cartan–Killing metrics. For so(3,1)C it is given by

kIJKL = 2tr(LIJLKL) = 2δM[I ηJ]Nδ
N
[KηL]M =−2ηI[KηL]J. (35)

The same result is obtained in a more tedious fashion, when determining the Cartan–Killing
metric from contraction of two structure constants according to kIJKL = f̊IJMNM

′N ′
f̊KLM ′N ′MN.

For so(3,1)±C , however, we start from the structure constants and use (34):

k±IJKL = f̊±IJMN
M ′N ′

f̊±KLM ′N ′
MN =

±
PI

′J ′
IJ

±
PK

′L ′

KL̊ fI ′J ′MN
M ′N ′

f̊K ′L ′M ′N ′
MN. (36)

So the Cartan–Killing metric of so(3,1)±C is indeed the projection of the Cartan–Killing metric
of so(3,1)C, i.e.

k±IJKL =
±
PI

′J ′
IJ

±
PK

′L ′

KLkI ′J ′K ′L ′ =−2±PK ′L ′IJ
±
PK

′L ′

KL =−2±PIJKL, (37)

where in the last step the symmetry under exchange of first and second pair of indices was
used. Note that the pair I,J here is pulled down with Minkowski metrics. So in combination
with the factor of −2, we can understand this as

k±IJKL =
±
PMNIJk

±
MNKL =

±
PMNKLk

±
IJMN (38)

and again, projecting one pair of indices is equivalent to projecting all pairs.
We want to make a remark about dimensions. The projection to the (anti-)self-dual sub-

algebra halves the dimension of so(3,1)C from 6C to 3C for so(3,1)±C , respectively. The
structure constants of so(3,1)C are the same as for so(3,1) and the projection does not change
the symmetries of f̊± as compared to f̊. Because of this and the six real dimensions of the
(anti-)self-dual algebra, we see that indeed both so(3,1)+C and so(3,1)−C are isomorphic to
so(3,1) as real Lie algebras.

We also remark that, besides so(3,1)+ and so(3,1)−, the (real) subspace of real matrices
fulfilling (2) furnishes a third subalgebra of so(3,1)C. For a ∈ so(3,1)C one has

Im a= 0 ⇐⇒ a− = a+. (39)

8
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2.2.2. Relation to sl(2,C). As we want to formulate self-dual GR in terms of an SL(2,C)
connection, we need go over from the (anti-)self-dual Lorentz algebra to sl(2,C). In order to
fix the notation,

sl(2,C) = {a ∈Mat(2,C) | tr(a) = 0}= spanC {τi | i = 1,2,3} , (40)

with {τi} the generators of sl(2,C) that are also generators of su(2).
Since so(3,1) is isomorphic to sl(2,C) (as a real algebra), so is so(3,1)±C . Let the isomorph-

ism be given by

±P : so(3,1)±C → sl(2,C) , (41)

where we have used the same symbol as for the (anti-)sef-dual projector. The two are in fact
closely related as will become clear in a moment3.

Under this isomorphism a± ∈ so(3,1)±C is mapped to

±P
(
a±
)
:= ±PiIJa

±IJτi ∈ sl(2,C) , (42)

which defines its components ±PiIJ and a
±i := ±PiIJa

±IJ. This is invertible, so conversely we
can map x ∈ sl(2,C) back to

±
P−1 (x) =

(±
P−1

)IJ
i
xiL±IJ ∈ so(3,1)±C . (43)

Combining these two, we can write

a±IJ =
(
P−1 ◦P(a)

)IJ
=
(±

P−1
)IJ
i

±PiKLa
±KL,

xi =
(
P ◦P−1 (x)

)i
= ±PiIJ

(±
P−1

)IJ
j
xj.

(44)

From this we can conclude the following relations when contracting the isomorphism com-
ponents over their so(3,1)±C and sl(2,C) indices, respectively. Namely,(±

P−1
)IJ
i

±PiKL =
±
PIJKL,

±PiIJ
(±

P−1
)IJ
j
= δij .

(45)

For the first relation, we do not get just δI[Kδ
J
L] but the projector, as self-duality of the index

pairs has to be maintained. The projector however acts as I on self-dual objects4.
Next, wewant to show, that the isomorphism does indeedmap the respective Cartan–Killing

metric onto each other. For x,y ∈ sl(2,C) the commutation relation is given by

[x,y] = xiy jϵ̊ij
kτk. (46)

3 Furthermore, in the following it will be clear from the index structure, whether the projector or the isomorphism is
used.
4 We want to make clear that there is a difference when acting with ±PiKL on so(3,1)C, compared to so(3,1)±C .
Applied to so(3,1)C, elements are not only mapped to sl(2,C) but there is an implied projection to the (anti-)self-
dual subalgebra, because of the (anti-)self-duality of Lorentz indices in ±PiKL. Because of this projection, P is not
invertible and therefore cannot be an isomorphism. It is only an invertible and hence an isomorphism on the (anti)-
self-dual subalgebras. Everything that follows takes place on the subalgebras.

9
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Acting with the isomorphism on the commutator of a±,b± ∈ so(3,1)±C and employing (45)
yields

±P
([
a±,b±

])
= ±PkMN

[
a±,b±

]MN
τk

= a±IJb±KL̊ f±IJKL
MN±PkMNτk

= a±ib±j
(±

P−1
)IJ
i

(±
P−1

)KL
j
f̊±IJKL

MN±PkMNτk.

(47)

From this we conclude the expected relation of structure constants

ϵ̊ij
k =

(±
P−1

)IJ
i

(±
P−1

)KL
j
f̊±IJKL

MN±PkMN. (48)

Using once again (45), we obtain the desired relation between the Cartan–Killing metrics,

kij = ϵ̊im
nϵ̊jn

m =
(±

P−1
)II ′
i

(±
P−1

)JJ ′
j
f̊±II ′KL

MN̊ f±JJ ′MN
KL

=
(±

P−1
)II ′
i

(±
P−1

)JJ ′
j
k±II ′JJ ′ ,

(49)

as expected.
Solving this for one of the inverse isomorphism components, we get(±

P−1
)IJ
i
= ±P j

KLkijk
±IJKL. (50)

We leave this relation as it is, because it is valid without reference to specific choices of bases.
Further we do not want to move indices with the Cartan–Killing metrics, but with internal
ones, i.e. theMinkowski metric and a yet to be specified internal three metric, acting at sl(2,C)
indices.

Throughout the rest of this article, however, the generators of sl(2,C) are given by

τj =
σj
2i
, (51)

with the Pauli matrices σj. Hence the structure constants are just the Levi-Civita symbols ϵijk
where one index is raised with the Euclidean metric5:

ϵ̊ij
k = ϵijmδ

mk. (52)

Consequently, the explicit form of the Cartan–Killing metric is

kij = ϵikmδ
mlϵjlnδ

nk =−2δij (53)

5 We are this specific in stating the actual form of the structure constants, since we do not want to imply a specific
choice of internal metric, yet. The structure constants ϵ̊ijk have a natural positioning of indices, which is given by their
definition in terms of the commutation relation. Hence there is no metric involved. Only if we want to express them in
terms of e.g. the Levi-Civita symbol, we need a notion of raising indices. It is also possible to extract the explicit values
of the structure constants from the commutator, compute the Cartan–Killing metric and state the structure constants
in terms of the Levi-Civita symbol with an index raised using the Cartan–Killing metric. In the chosen basis we would
find ϵ̊ijk =−2ϵijmkmk.

10
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and is also defined with respect to the Euclidean metric. With this prefactor matching the one
of ηI[KηL]J in kIJKL, (50) becomes(±

P−1
)IJ
i
= ±P j

KLδijη
IKηLJ, (54)

where we absorbed (anti-)self-duality completely into the contraction with the isomorphism
components. As this now involves the metric of the internal Minkowski space, associated with
so(3,1)±C , it is already at this point suggestive that the metric of the internal space, associated
with sl(2,C), is the Euclidean metric. We will come back to this later.

Given our choice of basis, we can determine explicit expressions for the isomorphism com-
ponents from (45), up to a sign s=±1, that is unrelated to (anti-)self-duality6. The relation
between structure constants (48) uniquely fixes this sign and we end up with

±P j
KL =

{
∓ i

2δ
j
L K= 0,L= 1,2,3

1
2ϵ

j
KL K,L= 1,2,3

,

(±
P−1

)KL
j

=

{
± i

2δ
L
j K= 0,L= 1,2,3

1
2ϵj

KL K,L= 1,2,3
.

(55)

Index positions have to be understood with respect to the Euclidean metric. All other compon-
ents, except the ones obtained from antisymmetry in the Lorentz indices, are vanishing.

2.2.3. The complex Lorentz group and self-duality. With the isomorphism of Lie algeb-
ras (41) are able to map an (anti-)self-dual Lorentz connection to an sl(2,C)-valued field.
However, we have to make sure that this object is indeed a connection as well. In order to
see this, we need to have the correct behaviour under gauge transformation with respect to
SL(2,C).

At first we have to specify the transformation behaviour of the complex Lorentz connection
ω, which we started with. Recall that the complex Lorentz group

SO(3,1;C) =
{
M ∈Mat(4,C) |MTηM= η,det(M) = 1

}
(56)

is connected [36]. Therefore every element can be expressed by a product of exponentials of its
Lie algebra, which is the complexified Lorentz Lie algebra so(3,1)C. Given g ∈ SO(3,1;C),
we can decompose the corresponding Lie algebra elements ai = a+i + a−i into its commuting
self-dual and anti-self-dual parts. This yields

g=
∏
i

eai =
∏
i

ea
+
i +a−i =

∏
i

ea
+
i

∏
j

ea
−
j =: g+g−. (57)

The group elements g± =
∏

i expa
±
i are commuting. This motivates to define

G± :=

{
g± ∈ SO(3,1;C)

∣∣∣∣g± =
∏
i

ea
±
i ,a±i ∈ so(3,1)±C

}
. (58)

6 We do not need to include (49) here, as this is equivalent to the first relation in (45).
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So G± are all the elements of SO(3,1;C) which can be associated to self-dual or anti-self-
dual Lie algebra elements, respectively. They inherit multiplication, inverse elements and the
neutral element from SO(3,1;C). Therefore they are commuting subgroups of SO(3,1;C). By
construction they are connected.

We want to clarify howG± are related to SL(2,C). Since they arise as exponentials of a Lie
algebra isomorphic to SL(2,C), they are the operators of a four representation of SL(2,C).
The Casimir elements are

C±
1 = k IJKLL±IJL

±
KL,

C±
2 = k IJKLL±IJ

(
∗L±

)
KL

=±iC±
1 ,

(59)

where we used the (anti-)self-duality of the generators. Using the fact that the (anti-)self-dual
generators are given by the projectors, see (16), and the relation between Cartan–Killing and
Minkowski metric, it is easy to determine

k IJKL
(
L±IJ
)
M
M ′
(
L±KL
)
M ′

N =−1
2

∓
PMM

′

NM ′ =
1
4

(
δ
[M
N δ

M ′]
M ′ − i

2
ϵMM

′

NM ′

)
=

3
8
δMN . (60)

In the last step the trace of the Levi-Civita symbol vanishes. With this, the two Casimir ele-
ments are given by

C±
1
M
N =

3
8
δMN ,

C±
2
M
N =±i3

8
δMN .

(61)

Next we introduce(
K±
i

)
M
N :=

(
L±0i
)
M
N = ±P0i

M
N (62)

and (
J±i
)
M
N :=

(
∗L±0i

)
M
N =

1
2
ϵ0i

jk
(
L±jk

)
M
N =±i

(
L±0i
)
M
N =±i

(
K±
i

)
M
N. (63)

Using this decomposition of the (anti-)self-dual basis, it is straightforward to see that we can
express the Casimir elements in the additional forms

C±
1 = K2

± − J2± = 2K2
± =−2J2±,

C±
2 = 2K± · J± =±2iK2

± =∓2iJ2±.
(64)

Here all products are with respect to the Euclidean three-metric. In comparison to the form of
standard Casimirs of the Lorentz algebra, this suggests that K± and J± have indeed an inter-
pretation as generators of boosts and rotations, respectively, even if they have been obtained
from the (anti-)self-dual generators7.

7 The reason for this is (27).
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This can however be verified when determining the commutation relations for K± and J±.
Using the commutation relation of (anti-)self-dual generators and the relation between K± and
J±, we find [

K±
i ,K

±
j

]
=± i

2
ϵij
kK±

k =
1
2
ϵij
kJ±k ,[

J±i ,J
±
j

]
= (±i)2

[
K±
i ,K

±
j

]
=−1

2
ϵij
kJ±k ,[

K±
i ,J

±
j

]
=±i

[
K±
i ,K

±
j

]
=± i

2
ϵij
kJ±k =−1

2
ϵij
kK±

k .

(65)

Hence K± and J± indeed satisfy the commutation relations for boosts and rotations. In this
form, the relations are the same for both, self-dual and anti-self-dual algebra.

In the usual way we then recombine these into generators M±
j and N±

j of two commuting
copies of sl(2,C). It turns out thatM+

j = J+j and N−
j = J−j , while the other generators vanish.

By relating J±j to the actual spin operators, we can determine the representation label of the
Casimir elements in (61) to be j = 1

2 . Therefore we have a multiplicity of two for this rep-
resentation, in order to construct the four dimensional representation. We therefore find that
so(3,1)+C corresponds to the

π+ = π( 1
2 ,0)

⊕π( 1
2 ,0)

(66)

representation of sl(2,C), while so(3,1)−C corresponds to the

π− = π(0, 12 )
⊕π(0, 12 )

(67)

representation. Consequently there is indeed a basis in which one of the corresponding group
representations is of diagonal form. Let us say this is the case forG+. Let g+ = I2 ⊗ g and g− =
ḡ⊗ I2. With this, we understand how G± are four dimensional representations of SL(2,C).
Hence the decomposition (57), given a specific basis, can be understood as

g= g+g− =Π+ (g1)Π− (g1) = (I2 ⊗ g1)(ḡ2 ⊗ I2) = ḡ2 ⊗ g1. (68)

In this tensor product form we immediately see that

ḡ2 ⊗ g1 =−ḡ2 ⊗ (−g1) . (69)

Hence the decomposition of SO(3,1;C) into G± is not unique, but takes the form

SO(3,1;C) = G+ ×G−/H∼= SL(2,C)×SL(2,C)/H, (70)

with H= {I4,−I4}. This is a well known result, see e.g. [37], which we arrived at, using the
(anti-)self-dual decomposition of the complexified Lorentz–Lie algebra.

2.2.4. From Lorentz to SL(2,C)-connections. In section 2.2.2 we saw how to express
so(3,1)±C objects in terms of sl(2,C). In this section we want to establish how the self-dual
and anti-self-dual Lorentz connections are related to SL(2,C) connections.

The last section tells us that there is a basis in which we can represent the so(3,1)C-
connection ω in the form

ω = I⊗A+ + Ā− ⊗ I, (71)

13
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which ensures the commutativity of the self-dual and anti-self-dual parts, represented by the
sl(2,C) elements A+ and A−, respectively. Understanding again g as ḡ− ⊗ g+, the transform-
ation behaviour of ω takes the form

ω ′ = gωg−1 + gdg−1 = I⊗
(
g+A+g

−1
+ + g+dg

−1
+

)
+
(
ḡ−Ā−ḡ

−1
− + ḡ−dḡ

−1
−
)
⊗ I

= I⊗A ′
+ + Ā ′

− ⊗ I.
(72)

Hence the (anti-)self-dual parts of the connection ω are not only connections on their own, but
are indeed already sl(2,C)-connections.

We note that our arguments so far only establish the existence of the sl(2,C)-connections
ω± locally. To give a rigorous argument, one would have to establish the existence of the
two SL(2,C)-bundles and their connections globally. We see no obstruction to doing this, and
might come back to it elsewhere. Remarkably, it seems that no additional global structure,
such as a spin structure, is needed when starting from the theory with SO(3,1;C) as structure
group. This is in contrast to the real Ashtekar–Barbero formulation [21], where a spin structure
is needed to obtain the SU(2)-formulation [38].

2.3. Self-dual Palatini action

With the projectors that were introduced in order to split the complexified Lorentz algebra
into its self-dual and anti-self-dual components, we can split the action of complex GR,
respectively.

2.3.1. Self-dual split and SO(3,1)+C variables. Using that the projectors sum up to the identity
in (11), the complex Palatini action decomposes into a self-dual and an anti-self-dual part:

SC [ω,e] =
λ

κ

ˆ
M

ϵIJKLΣ
IJ∧FKL

=
λ

κ

ˆ
M

ϵIJKL

(
+
PIJI ′J ′ +

−
PIJI ′J ′

)(
+
PKLK ′L ′ +

−
PKLK ′L ′

)
ΣI ′J ′∧FK

′L ′

= [t]
λ

κ

ˆ
M

ϵIJKL
+
PIJI ′J ′

+
PKLK ′L ′ΣI ′J ′∧FK

′L ′

+
λ

κ

ˆ
M

ϵIJKL
−
PIJI ′J ′

−
PKLK ′L ′ΣI ′J ′∧FK

′L ′

(73)

Introducing the projected Plebanski two-form Σ±IJ and the (anti-)self-dual projection of the
curvature curvature F±IJ, the complex action decomposes into

S= S+ + S−. (74)

The (anti-)self-dual actions S± are

S±
[
ω(±),e

]
=

λ

κ

ˆ
M

ϵIJKLΣ
(±)IJ∧F(±)KL. (75)

While the projection Σ(±)IJ =
±
PIJKLΣKL is straightforward, there is some more work

required, in order to show that F(±)IJ is indeed the curvature of the (anti-)self-dual connec-
tion ω(±)IJ =

±
PIJKLωKL. For the second term in (6) we find that

ωIM ∧ωMJ = δ
[I
[KηL][Mδ

J]
N]ω

KL ∧ωMN =
1
2
f̊KLMN

IJωKL ∧ωMN. (76)
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Thus

±
PIJI ′J ′ω

I ′
M ∧ωMJ

′
= ω(±)I

M ∧ω(±)MJ, (77)

where we used (34) in order to pull the projectors through the structure constant, which again
in absorbed in the contraction of indices. So indeed from (6) we get

±
PIJKLF [ω]

KL
= F

[
ω(±)

]IJ
. (78)

We want to make a remark about the use of internal metrics here. Given the considerations
about the Cartan–Killing metric of so(3,1)±C , one can ask oneself, whether is possible to write
down the Palatini action (75) referring to the Cartan–Killing metric only. This metric, however,
is only able to move antisymmetric pairs of indices and compared to equation (6) we need to
raise a single index of the curvature of the Lorentz connection. For this, however, we need the
internal Minkowski metric.

In the following we will restrict ourselves to the self-dual part of the action only, because
it yields a theory that reduces to Einstein gravity under certain reality conditions. Out of con-
venience, we will also drop the + indicating self-dual objects.

Next we look at the projection of the Plebanski two-form ΣIJ , i.e. the self-dual part of
eI ∧ eJ. It is given by

ΣIJ = PIJKLe
K
αe

L
β dx

α∧dyβ =
1
2

(
e[Iαe

J]
β − i

2
ϵIJKLe

K
αe

L
β

)
dxα∧dyβ . (79)

From this we define the following8

ΣIJ
αβ :=

1
2

(
e[Iαe

J]
β − i

2
ϵIJKLe

K
αe

L
β

)
. (80)

In order to further fix the notation, Σαβ
IJ , where indices where moved with the respective met-

rics, will be referred to as Plebanski bi-vector.
Since the frame fields are soldering forms between the internal and the tangential space, it

is natural to ask how self-duality of internal indices transfers to tangential ones. To this end, we
first express the determinant of the spacetime metric in terms of the frame fields. This yields
the usual relation

det(gαβ) =−det
(
eIα
)2

(81)

even though gαβ and eIα are complex quantities now. Taking the square root we can write this
as √

−det(gαβ) = se det
(
eIα
)
, (82)

where we introduced a sign function for the determinant of complex tetrads, i.e.

se :=
det
(
eIa
)√

det(eIa)
2
. (83)

8 Note, that, technically, theΣIJ
ab defined in this way differ from the components of the Plebanski form by a (convenient)

factor of 1/2.
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It is real and takes values±1. Equation (82) further shows that det
(
eIa
)
carries a density weight

of +1.
In order to relate the Hodge dual with respect to internal and tangential indices, respectively,

we need the following identity for the Levi-Civita symbol:

ϵ̃α
′β ′γ ′δ ′

ϵ
˜
αβγδ =−4!δα

′

[α δβ
′

β δγ
′

γ δδ
′

δ] . (84)

Here the tilde indicates the density weight of ±1 and the sign on the right hand side comes
from all primed indices being raisedwith theMinkowskimetric. Further, as the density weights
cancel, this is also valid for the Levi-Civita tensor and with just internal indices. Therefore

ϵIJKLe
I
αe

J
βe

K
γe

L
δ = ϵIJKLe

I
α ′eJβ ′eKγ ′eLδ ′δα

′

[α δβ
′

β δγ
′

γ δδ
′

δ]

=− 1
4!
ϵIJKLϵ̃

α ′β ′γ ′δ ′
eIα ′eJβ ′eKγ ′eLδ ′ϵ

˜
αβγδ

=−det
(
eIα
)
ϵ
˜
αβγδ. (85)

So using (82) and cancelling the density weight of the Levi-Civita symbol, we find

ϵIJKLe
I
αe

J
βe

K
γe

L
δ =−seϵαβγδ. (86)

From this we can determine the action of the tangential Hodge star:

(∗STΣ)IJαβ =
1
2
gαα ′gββ ′ϵα

′β ′γδ 1
2

(
e[Iγe

J]
δ − i

2
ϵIJKLe

K
γe

L
δ

)
=

−se
4
gαα ′gββ ′

(
−ϵIJKLeα

′

K eβ
′

L − i
2
ϵIJKLϵ

MNKLeα
′

M eβ
′

N

)
=

−se
4
gαα ′gββ ′

(
−ϵIJKLeα

′

K eβ
′

L + 2iηII
′
ηJJ

′
eα

′

[I ′ e
β ′

J ′]

)
=−ise

1
2

(
e[Iγe

J]
δ − i

2
ϵIJKLe

K
γe

L
δ

)
. (87)

Note that we used the usual identities for the Levi-Civita symbol from the second to the third
line. Therefore we have

(∗STΣ)IJαβ =−iseΣIJ
αβ (88)

and hence internal self-duality is only carried over up to a minus sign and depends on the
orientation of the complex frame fields.

Before expressing the self-dual action in terms of sl(2,C) variables, we rewrite it as follows.
As a first step we use the self-duality of the Plebanski two-form:

S=
λ

κ

ˆ
M

ϵIJKLΣ
IJ∧FKL = 2iλ

κ

ˆ
M

ΣIJ∧FIJ. (89)

As a second step, we use (84) to separate the four-form d4x= 1
4!ϵ˜

µνρσdxµ∧ dxν∧ dxρ∧ dxσ

from the components:

S=−2iλ
κ

ˆ
M
d4xϵ̃αβγδΣIJαβ

1
2
FIJγδ. (90)
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Further we employ (88) in order to get rid of the spacetime Levi-Civita symbol. This yields
the final form of the self-dual action:

S=−2λ
κ

ˆ
M
d4x

√
−gseΣαβ

IJ F
IJ
αβ . (91)

The determinant factor
√
−g arises due to the transition from the Levi-Civita density to its

tensor counterpart, needed for the spacetime Hodge-∗.
The next step is to go over from so(3,1)+C - to sl(2,C)-variables.

2.3.2. SL(2,C) variables and 3+ 1 split. In the contraction of internal indices in (91), there
is an implicit self-dual projection. We can now use the first relation in (45) in order to rewrite
this contraction in terms of sl(2,C)-indices:

Σαβ
IJ P

IJ
KLF

KL
αβ =Σαβ

IJ

(
P−1

)IJ
i
PiKLF

KL
αβ . (92)

This lets us define the sl(2,C)-valued Plebanski bi-vector

Σαβ
i :=

(
P−1

)IJ
i
Σαβ
IJ . (93)

Further we have the action of the isomorphism on the curvature components, that yields the
curvature of the SL(2,C) connection

Aiα := PiIJω
IJ
α , (94)

which was introduced in section 2.2.4. We use the fact that the curvature components can be
expressed in terms of the commutator of the so(3,1)+C connection and hence find

PiKLF
KL
αβ = PiKL2∂[αω

KL
β] +PiKL[ωα,ωβ ]

KL

= 2∂[αA
i
β] + [Aα,Aβ ]

i

= 2∂[αA
i
β] + ϵ̊jk

iAjαA
k
β =: F i

αβ [A].

(95)

This allows to recast the self-dual action, based on so(3,1)+C -variables, in terms of sl(2,C)-
valued Aiα and Σαβ

i .
The next step is to perform a 3+ 1-split of this action. In the usual way, see e.g. [19, 20,

33], we introduce a foliation

tα = Nnα +Nα, Nαnα = 0 (96)

with respect to lapse function N, shift vector Na and the normal vector of spatial slices na. We
want to emphasise that this foliation is real, i.e. lapse, shift and normal are real objects. The
spacetime manifold therefore splits into M=M×R, where M is the spatial manifold. This
gives rise to the spatial metric

qαβ = gαβ + nαnβ , qαβn
β = 0. (97)

Projections to the spatial manifold are done by

qαβ = δαβ + nαnβ (98)
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and hence a 3+ 1 split can be performed by using the relation

δαβ = qαβ − nαnβ . (99)

Regarding the metric determinant we have the following identity, which is still valid for the
complex spacetime and spatial metrics:

√
−g= N

√
q. (100)

Inserting (99) in the contraction of spacetime indices in the action therefore yields

S=−2λ
κ

ˆ
M
d4x

√
qNseΣ

αβ
i Fiγδ (q

γ
α − nαn

γ)
(
qδβ − nβn

δ
)

=−2λ
κ

ˆ
M
d4x

√
qNseΣ

αβ
i Fiγδ

(
qγαq

δ
β − qγαnβn

δ − qδβnαn
γ + nαnβn

γnδ
)

=−2λ
κ

ˆ
M
d4x

√
qNse

(
qγαq

δ
βΣ

αβ
i Fiγδ − 2qγαnβn

δΣαβ
i Fiγδ

)
=−2λ

κ

ˆ
M
d4x

√
qse
(
Nqγαq

δ
βΣ

αβ
i Fiγδ + 2qγαnβN

δΣαβ
i Fiγδ − 2tδqγαnβΣ

αβ
i Fiγδ

)
. (101)

From the second to the third line, we used the antisymmetry ofΣi
αβF

γδ
i to combine the middle

two terms in the bracket and to cancel the symmetric combination of n’s. From the third to
the fourth line we used Nnβ = tβ −Nβ . Using the easy to show relation tαF i

αβ = Lt(Aiβ)−
Dβ(tαAiα), whereD is the covariant derivative with respect to Aia, and taking the antisymmetry
of Fαβ into account, we arrive at

S=
ˆ
M
d4x
(
−

4λ
√
qse

κ
qγαnβΣ

αβ
i Lt(A

i
γ) (102)

−
2λ

√
qse

κ
Nqγαq

δ
βΣ

αβ
i F i

γδ (103)

−
4λ

√
qse

κ
NδqγαnβΣ

αβ
i Fiγδ (104)

+
4λ

√
qse

κ
qγαnβΣ

αβ
i Dγ(t

δAiδ)
)
. (105)

From the first term, we will extract the canonically conjugated variables and the symplectic
structures. The terms proportional to lapse and shift will be identified as Hamilton and diffeo-
morphism constraints, respectively, and the last term will form the Gauß constraint. We will
look at the individual contributions separately in the next sections.

2.3.3. Canonical pair and Poisson relation. We start with the piece (102), fromwhichwewill
get the symplectic structure and the actual canonical pair consisting of the Ashtekar connection
Aia and a corresponding electric field Eai .

Using Lt(qαβ) = 0 and the spacetime self-duality of the Plebanski two-form we find that

−
ˆ
M
d4x

4λ
√
qse

κ
qγαnβΣ

αβ
i Lt

(
Aiγ
)
=−
ˆ
M
d4x

4λ
√
qse

κ

i
2se

nβϵ
αβ

γδΣ
γδ
i Lt

(
qραA

i
ρ

)
.

(106)
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Here we have qραA
i
ρ, the spatial projection of the spacetime Ashtekar connection. All open

indices of nβϵαβγδ =−nβϵβαγδ are implicitly spatially projected and so is therefore Σγδ
i .

Hence we pull everything back to the spatial manifold and replace the spacetime Levi-Civita
tensor by its spatial analogue ϵabc. This yields

ˆ
R
dt
ˆ
M
d3x

2λ
√
qi

κ
ϵabcΣ

bc
i Lt(A

i
a) =

ˆ
R
dt
ˆ
M
d3x

2λ
κi
Ẽai Lt(A

i
a), (107)

where Aia is the pull-back of qραA
i
ρ to the spatial manifold. It is the spatial sl(2,C)-valued,

hence complex, Ashtekar connection. Recalling from where we started, this is the pull-back
of the self-dual part of a complex spacetime Lorentz connection, expressed in terms of sl(2,C).
In comparison, the real Ashtekar–Barbero connection is a purely spatial object and is not the
pull-back of a spacetime connection9.

Further we introduced the electric field Ẽai , a density of weight one, corresponding to the
Ashtekar connection. It is given by

Ẽai =−√
qϵabcΣ

bc
i . (108)

Now we can read off the symplectic structure and invert it for a Poisson relation{
Aia (x) , Ẽ

b
j (y)

}
=

iκ
2λ

δbaδ
i
jδ (x,y) . (109)

This tells us that the canonically conjugated variables of self-dual GR are the sl(2,C) connec-
tion Aia and the corresponding electric field E

a
i which is complex valued as well.

At this point we see the effect of rescaling the action with λ, which enters our Poisson
relation. We will make use of two special cases for the quantisation in [39]: λ= 1 and λ= i.
They result in two distinct Poisson relations:{

Aia (x) , Ẽ
b
j (y)

}
=
iκ
2
δbaδ

i
jδ (x,y) , (110)

if λ= 1 or {
Aia (x) , Ẽ

b
j (y)

}
=

κ

2
δbaδ

i
jδ (x,y) (111)

if λ= i. The first case (110) is the Poisson relation that is expected when using self-dual vari-
ables, see for example [4, 33]. In the second case however, we enforce the Poisson relation as
for real Ashtekar–Barbero variables. Nevertheless, connection and electric field in (111) are
complex. In [10, 34] this kind of Poisson relation for complex variables appears in the context
of using complexifier methods in order to construct a transformation from real to complex loop
quantum gravity, which already incorporates the reality conditions. A further instance of the
use of this Poisson bracket for complex variables can be found in [11], but under a different
premise.

Before we go on and show that the electric field indeed act as triads of the spatial manifold,
we need to analyse this complex Poisson relation in more detail. We do this in the next section.

9 See for example [19].
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2.3.4. Holomorphicity. Looking at the term (107) giving the symplectic potential, we get
a kinematical phase space in which Ashtekar connection and the electric field are canonical
coordinates. Both are a priori complex. The question arises whether it is possible to derive
from (107) a symplectic structure for real and imaginary parts of the connection and the electric
field.

We split Aia = AR
i
a+ iAI

i
a and Ẽ

b
j = ẼR

b
j + iẼI

b
j into the respective real and imaginary parts

and insert this into (107):

Ẽai LtA
i
a = ẼR

a
i LtAR

i
a− ẼI

a
i LtAI

i
a+ iẼI

a
i LtAR

i
a+ iẼR

a
i LtAI

i
a. (112)

From this we determine a pre-symplectic structure for the variations δAia, δẼ
a
i split into their

respective real an imaginary parts δRAia, δ
IAia and δ

RẼai , δ
IẼai , respectively. It is given by

Ω
(
δR1 , δ

I
1, δ

R
2 , δ

I
2

)
=

ˆ
Σ

d3xδT1 (x)Mδ2 (x) , (113)

where δTi := (δRi A
1
1, δ

I
iA

1
1, δ

R
i Ẽ

1
1, δ

I
i Ẽ

1
1, . . .). The 12× 12-matrix M, characterising the presym-

plectic form is given by

M := I3 ⊗


0 0 1 i
0 0 i −1
−1 −i 0 0
−i 1 0 0

 . (114)

The corresponding Poisson relation for phase space functions F and G would therefore be of
the form

{F,G}=
ˆ
Σ

d3x (∇F)T (x)M−1∇G(x) , (115)

where ∇F and ∇G are the collections of functional derivatives, according to

∇T :=

(
δ

δAR1
1 (x)

,
δ

δAI1
1 (x)

,
δ

δẼR1
1 (x)

,
δ

δẼI1
1 (x)

, . . .

)
. (116)

As the determinant of the right tensor factor in (114) is clearly vanishing, the determinant of
M is vanishing and it is not invertible. Hence the presymplectic form is not symplectic and it
is not possible to invert it for a corresponding Poisson bracket for real and imaginary parts of
connection and electric field.

Without adding additional Poisson brackets to the theory by hand, it is not possible to rewrite
the self-dual Palatini action in terms of real quantities and we have to use complex Ashtekar
variables [33]10. This further implies that the phase space of self-dual GR can only consist of
functions which are holomorphic in both, Aia and Ẽ

a
i , and that the Poisson brackets must be

understood with respect to holomorphic derivatives. This is the way we want to proceed in the
following.

There is also an immediate consequence for a possible implementation of reality conditions.
These conditions would necessarily involve the basic fields and their complex conjugates,

10 An approach that adds these missing Poisson brackets and therefore works with real an imaginary parts of the
canonical variables is [11].
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hence they would not be functions in the holomorphic phase space described above. Working
in a holomorphic setup excludes the possibility to introduce reality conditions as additional
constraints11. They can only be implemented by hand, for example as adjointness relations.

2.3.5. Spatial metric and triads. One of the beautiful results of the Ashtekar formulation of
gravity is that the electric fields serve as densitised triads for the spatial metric, with respect
to an internal three metric. Up to now, we refrained from specifying an internal metric, used
to move sl(2,C) indices i = 1,2,3, because no such movements of indices took place.

Without an internal metric, the natural way of contracting internal indices is the Cartan–
Killing metric of sl(2,C). As the definition of electric fields includes the inverse isomorphism,
the inverse Cartan–Killing metric kij of sl(2,C) can be expressed by its so(3,1)+C counterpart
kIJKL according to (49). With (37) we therefore find

Ẽai Ẽ
b
j k
ij = (−√

q)2 ϵacdϵ
b
efk

ij
(
P−1

)IJ
i

(
P−1

)KL
j

Σcd
IJΣ

ef
KL =−1

2
qϵacdϵ

b
efP

IJKLΣcd
IJΣ

ef
KL. (117)

As the pairs of Lorentz indices are already self-dual, the projection act trivially and just moves
one pair of indices. Hence we look at

ϵacdϵ
b
efΣ

cd
IJΣ

efIJ =
1
4
ϵacdϵ

b
ef

(
ecIedJ−

i
2
ϵIJKLe

K
c e

L
d

)(
eIee

J
f −

i
2
ϵIJMNe

M
e e

N
f

)
=

1
4
ϵacdϵ

b
ef

(
ecIe

I
eedJe

J
f −

i
2
ecIedJϵ

IJ
MNe

M
e e

N
f

− i
2
ϵIJKLe

K
c e

L
de

I
ee
J
f −

1
4
ϵIJKLe

K
c e

L
dϵ
IJ
MNe

M
e e

N
f

)
. (118)

Here the two middle terms vanish since ϵIJKLeIae
J
be
K
c e

L
d = ϵabcd = 0 because of four spatial

indices. Contracting the Levi-Civita symbols further yields

1
4
ϵacdϵ

b
ef
(
ecIe

I
eedJe

J
f + δK[MδN]Ke

K
c e

L
de

M
e e

N
f

)
=

1
4
ϵacdϵ

b
ef(qceqdf+ qceqdf)

=
1
2q

ϵ̃acdϵ̃befqceqdf = qab. (119)

So indeed this complex electric field encoding the self-dual degrees of freedom contains the
spatial metric. Inserting this back in (117) and solving for the spatial metric yields

qqab =−2Ẽai Ẽ
b
j k
ij. (120)

This in turn suggest that the (inverse) internal three metric, related to the spatial metric by
densitised triads Ẽai , is indeed

−2kij =−2

(
−1
2

)
δij = δij. (121)

The internal metric is therefore given by the Euclidean three metric δij, which we will use
henceforth. This is in fact remarkable. In the derivation of Ashtekar–Barbero gravity from
a real Palatini formulation, time-gauge is used to align the frame fields with the foliation.
Consequently the structure group is reduced to SU(2). In fixing this gauge, the internal

11 An example for a phase space that includes the basic fields and their conjugates see [11].
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Minkowski metric is reduced to its spatial part, which is exactly the Euclidean metric. Here
however, we end up with exactly the same internal three metric, but no time gauge has been
performed. It is easy to see that the split of so(3,1)C into its (anti-)self-dual components is
incompatible with stabilising a gauge fixing similar to the time gauge. As we discuss the num-
ber of physical degrees of freedom later on, it turns out, we do not even need an additional
gauge fixing.

Having established the relation

qqab = Ẽai Ẽ
b
j δ

ij, (122)

we see that the electric fields can be interpreted as densitised triads of the spatial manifold,
even though they carry spacetime information. This is contained in the components e0a, that
enters via the Plebanski bi-vector.

We can now use (122) in order to invert the electric field:(
Ẽ−1

)i
a
=

1
q
qabδ

ijẼbj = E
˜
i
a, (123)

which is a density of weight −1. The spatial metric therefore is given by

qab = qδijE
˜
i
aE
˜

j
b. (124)

In order to fix the notation, we strip the electric fields of their density weight in order to get
the actual triads

Σa
i =

1
√
q
Ẽai =−ϵabcΣ

bc
i =−ϵabc

(
2
(
P−1

)0j
i
eb0e

c
j +
(
P−1

)kl
i
ebke

c
l

)
=−ϵabc

(
i eb0e

c
i +

1
2
ϵi
klebke

c
l

)
.

(125)

Here we used the explicit form of the isomorphism in (55) and identified uppercase Lorentz
indices that run from 1 to 3 with lowercase indices. We see how the spacetime components ea0
enter the triads in the first term, while the second term looks similar to the result in Ashtekar–
Barbero gravity12.

2.3.6. Constraints. In this section we look at the three other term in the self-dual Palatini
action and want to bring them in their standard form, while expressing them in terms of the
canonical variables.

For the Hamilton constraint part (103) of the action, we see that the contraction between
Plebanski two-form and curvature is fully projected and we can pull back the entire expression
to the spatial manifold. Therefore

−
ˆ
M
d4x

2λ
√
qse

κ
Nqγαq

δ
βΣ

αβ
i Fiγδ =−

ˆ
R
dt
ˆ
M
d3x

2λ
√
qse

κ
NΣab

i F
i
ab

=

ˆ
R
dt
ˆ
M
d3x

λNse
κ

ϵabc Ẽ
c
i F

i
ab. (126)

12 Using the determinant of the three by three matrix eai , the second term can be expressed by a single eai . However,
the appearing determinant is not related to the determinant of the spatial metric.
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In the last step we we inverted the spatially projected Plebanski bi-vector for the electric field:

Σab
i =− 1

2
√
q
ϵabc Ẽ

c
i . (127)

Next we want to replace ϵabc Ẽ
c
i F

i
ab by ϵi

klẼakẼ
b
l F

i
ab. For the determinant of electric fields, it holds

that

ϵ
˜
abcẼ

c
i = det

(
Ẽ
)
ϵijkE

˜
j
aE
˜
k
b. (128)

We multiply this by another factor det(Ẽ) and replace the spatial Levi-Civita density by the
corresponding tensor, i.e.

det
(
Ẽ
)

√
q

ϵabcẼ
c
i = det

(
Ẽ
)2
ϵijkE

˜
j
aE
˜
k
b. (129)

The relation (122) further allows to relate the determinants of spatial metric q and electric
fields det(Ẽ). Just taking the determinant on both sides yields

q2 = det
(
Ẽ
)2
. (130)

Completely analogous to (83) for tetrads, we introduce sE as the complex sign of det(Ẽ), and
write

det
(
Ẽ
)
= sE

√
det
(
Ẽ
)2
. (131)

Because of this we find

det
(
Ẽ
)

√
q

= sE

√
det
(
Ẽ
)2

q
= sE

√
q. (132)

Hence, inverting the inverse triads on the right hand side, (129) takes the form

ϵabc Ẽ
c
i =

1
√
qsE

ϵi
jkẼaj Ẽ

b
k . (133)

Inserting this into (126) yields

ˆ
R
dt
ˆ
M
d3x

Nλse
κ

ϵabc Ẽ
c
i F

i
ab =

ˆ
R
dt
ˆ
M
d3x

Nλse√
qκsE

ϵk
ijẼai Ẽ

b
j F

k
ab. (134)

Hence we can read off the Hamilton constraint C

NC=−N λse√
qκsE

ϵk
ijẼai Ẽ

b
j F

k
ab. (135)

Comparing this to the Hamilton constraint of GR in Ashtekar–Barbero variables, there are two
important aspects to remark. First the constraint here consists only of what is usually called the
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Euclidean–Hamilton constraint. The so called Lorentzian part of the Hamilton constraint of
real GR in Ashtekar–Barbero variables is not present. This is the reason why GR in self-dual
variables is expected to have simpler dynamics. The second aspect is the presence of se/sE,
which encodes the the orientation of both triads and tetrads, which are complex quantities.
Therefore right from the beginning it is not clear what choosing an orientation of these would
actually mean.

We go on with the diffeomorphism constraint part of the action, i.e. (104). Here we see that

Nδ = Nαδδα = Nαqδα −Nαnαn
δ = Nαqδα (136)

as Nαnα = 0. The shift vector is indeed spatially projected. Hence, using again spacetime self-
duality and performing the pull-back to the spatial manifold

−
ˆ
M
d4x

4λ
√
qse

κ
NδqγαnβΣ

αβ
i Fiγδ =−

ˆ
M
d4x

4λ
√
qse

κ
Nλqδλ

i
2se

nβϵ
αβ

ρσΣ
ρσ
i Fiγδ

=

ˆ
R
dt
ˆ
M
d3x

2λ
√
qi

κ
NaϵdbcΣ

bc
i F

i
da

=

ˆ
R
dt
ˆ
M
d3x

2λi
κ
NaẼbi F

i
ab, (137)

where we again expressed everything by curvature and electric field. The diffeomorphism
constraint Ca now reads

NaCa =
2λ
iκ
NaẼbi F

i
ab. (138)

Likewise to the canonical pair, the dependence on the orientation of tetrads disappeared.
Finally we work out the Gauß constraint from (105). Once again employing spacetime self-

duality and using that the open indices of nβϵβαρσ are already projected (making additional
projections obsolete), we find

ˆ
M
d4x

4λ
√
qse

κ
qγαnβΣ

αβ
i Dγ

(
tδAiδ

)
=−
ˆ
M
d4x

4λ
√
qse

κ

i
2se

nβϵ
βγ

ρσΣ
ρσ
i Dγ

(
tδAiδ

)
=

ˆ
M
d4x

2λ
√
q

iκ
nβϵ

βγ
ρσΣ

ρσ
i Dγ

(
tδAiδ

)
.

(139)

Next we use the Leibniz rule on the covariant derivative. This produces the term

Dγ

(
2λ

√
q

iκ
nβϵ

βγ
ρσΣ

ρσ
i tδAiδ

)
, (140)

which is the covariant derivative of a vector density of weight one. The covariant derivative
can therefore be replaced by a partial derivative, we obtain a surface term and drop it. Hence
we are left with

−
ˆ
M
d4x
(
tδAiδ

)
Dγ

(
2λ

√
q

iκ
nβϵ

βγ
ρσΣ

ρσ
i

)
=

ˆ
R
dt
ˆ
M
d3x
(
tδAiδ

)
Da

(
−
2λ

√
q

iκ
ϵabcΣ

bc
i

)
=

ˆ
R
dt
ˆ
M
d3x
(
tδAiδ

) 2λ
iκ
Da
(
Ẽai
)
, (141)
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where we performed the pull-back and introduced the electric field. The derivative Da is the
spatial projection of Dα and hence the covariant derivative with respect to Aia. With (A · t)i :=
tδAiδ The Gauß constraint Gi reads

(A · t)i Gi =−2λ
iκ
Da
(
Ẽai
)
. (142)

It is easy to see that this generates indeed SL(2,C) gauge transformations.
Unlike the Hamilton constraint, the diffeomorphism and Gauß constraints are of exactly

the same form as in the real theory, see [19, 20].
Putting all pieces of the action together, we therefore have

S=
ˆ
R
dt
ˆ
M
d3x

(
2λ
κi
Ẽai Lt

(
Aia
)
−
(
NC+NaCa+(A · t)i Gi

))
. (143)

Once again, we can comment on the consequences of rescaling the action by λ. As we just
established, all the constraints are rescaled by a factor λ, while the Poisson bracket is rescaled
by a factor 1/λ. Therefore the equations of motion obtained from this action are unchanged as{

· ,C(λ)

}
(λ)

=
1
λ
{ · ,λC}= { · ,C} , (144)

for all types of constraints. Similarly, the form of the hypersurface deformation algebra is
unaffected.

Having established all the constraints, we now want to see how many physical degrees of
freedom from complexified GR are left. We will do this on the sl(2,C) level of the formula-
tion only and count complex degrees of freedom. The configuration variable Aia encodes nine
complex degrees of freedom. The Hamiltonian constraints reduces this number by one, dif-
feomorphism and Gauß constraint reduce by 3 respectively. Therefore we are left with two
complex degrees of freedom. Expecting the reality conditions to halve this again, we end up
with two physical and real degrees of freedom for gravity. As mentioned earlier, we do not
need an additional gauge fixing (time gauge) in order to obtain the correct number of degrees
of freedom.

3. Reality conditions

As already mentioned in the introduction, the reality conditions suggested throughout the lit-
erature, see [4, 33, 40] are reality of the spatial metric and reality of its time evolution. The
RCI therefore is

qab ∈ R. (145)

With the dot indicating the derivative with respect to the foliation, the RCII is

q̇ab ∈ R. (146)

Various formulations of the reality conditions have been considered in the literature, most
recently in [4], which also includes the treatment of the Euclidean signature. In the following,
we will consider the case of general λ and give rather detailed derivations.

The reality conditions (145) and (146) have to be translated into conditions for the self-dual
variables E and A. It can then be shown that under these reality conditions and in the absence
of matter, the theory reduces to real Einstein gravity. Starting point for this is the densitised
inverse spatial metric (122).
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3.1. RCI

Before we start with the RCI we present the concept of reality and imaginary up to gauge
transformations introduced in [4].

We call objects real up to gauge transformation if their imaginary part can be removed by
a gauge transformation. Similarly we call objects imaginary up to a gauge transformation if
their real part can be removed by a such a transformation. We note that gauge transformations
act on E as local SO(3,C) transformations [37].

With this at hand we can define reality of the spatial metric with respect to the electric field.

Proposition 3.1. The following statements are equivalent:

(i) Ẽai is real modulo gauge transformations,
(ii) qqab = δijẼai Ẽ

b
j is real and positive definite,

(iii) qab is real.

Proof. (i)⇒ (ii): let the electric field be real modulo gauge transformations, i.e. Ẽai = RjiẼR
a
j

with ẼR
a
j ∈ R. Since the Euclidean metric is invariant under such transformations, we find

Ẽai Ẽ
b
j δ

ij = ẼR
a
mẼR

b
nR

m
iR
n
jδ
ij

= ẼR
a
mẼR

b
nδ

mn.
(147)

This is positive definite because δij is positive definite.
(ii) ⇒ (iii): let qqab be positive definite. Then the determinant

det
(
qqab

)
= q3

1
q
= q2 (148)

is strictly positive. Therefore, decomposing q= qR + iqI with qR, qI ∈ R into real and imagin-
ary part,

0< q2 = qR
2 − qI

2 + 2iqRqI. (149)

This implies qI = 0, i.e. q ∈ R. Hence qab is real.
(iii)⇒ (i): let qab ∈ R, hence ∃ ẼR

a
i ∈ R such that qqab = ẼR

a
i ẼR

b
j δ

ij. For any possibly com-

plex Ẽ ′a
i with Ẽ

′a
i Ẽ

′b
j δ

ij = qqab it therefore must hold true that

Ẽ ′a
i Ẽ

′b
j δ

ij = ẼR
a
i ẼR

b
j δ

ij ⇔Ẽ ′a
i Ẽ

′b
j

(
Ẽ−1
R

)m
a

(
Ẽ−1
R

)n
b
δij = δmn

⇔
(
Ẽ ′Ẽ−1

R

)m
i

(
Ẽ ′Ẽ−1

R

)n
j
δij = δmn. (150)

This implies R± :=±Ẽ ′Ẽ−1
R leaves δij invariant. Hence

Ẽ ′a
i = R±

j
iẼR

a
j . (151)

either R+ or R− is in SO(3,C), and hence coming from an SL(2,C) gauge transformation.
Thus Ẽ ′a

i is real up to a gauge transformation.
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Dropping positive definiteness in (ii) would allow for a second solution, namely q= iqI.
This however would imply a purely imaginary metric.

When neglecting the imaginary part that is removable by a gauge transformation, the reality
of the electric field Ẽai , according to the RCI, we see that it corresponds to an infinitesimal
rotation.

3.2. RCII

Before we further analyse the RCII, we need the complex analogue of the extrinsic curvature
K i
a. To this end we derive the covariant derivative that is compatible with the electric field.

Keeping in mind that Ẽai is a density of weight 1, we have

Da Ẽ
b
j = ∂aẼ

b
j +ΓbacẼ

c
j −ΓccaẼ

b
j + ϵji

kΓiaẼ
b
k = 0. (152)

We want to solve this for the spin connection Γia. Thus we multiply by the inverse electric field
E
˜
m
b and contract with the structure constant. This yields

ϵjkmE
˜
m
b ∂aẼ

b
j + ϵjkmΓ

b
acE
˜
m
b Ẽ

c
j − ϵjkjΓ

c
ca+ ϵjkmϵji

mΓia = 0. (153)

Since ϵjkmϵjim = 2δki and ϵ
jk
j = 0, the contribution for the density weight in the covariant deriv-

ative does not affect the spin connection. This yields

Γka =
1
2
ϵkjm

(
E
˜
m
b ∂aẼ

b
j +ΓbacE

˜
m
b Ẽ

c
j

)
. (154)

Assuming the RCI holds, we see that character of the spin connection is purely real. This is
because the reality of the electric field is transferred to its inverse. The Christoffel symbols are
real as they are a function of the then real internal metric. Already here we see that the spin
connection generates rotations of the compact subgroup once the reality conditions hold13.

As it is well known in the literature, e.g. [2, 4, 33], the extrinsic curvature is defined as the
difference between covariant derivatives with respect to the Ashtekar connection and the spin
connection above:

(Da−Da)vi = ϵ̊ij
k
(
Aja−Γja

)
vk. (155)

It is therefore the difference of the connections, namely

Kja =
1
i

(
Aja−Γja

)
. (156)

This also gives rise to a decomposition of the Ashtekar connection

Aja = Γja+ iKja (157)

into spin connection and extrinsic curvature. We will see that under the RCII this is a split into
real and imaginary part.

13 We should remark that is statement is highly basis dependent. If we would for example choose the self-adjoint
basis of sl(2,C), the structure constants would be iϵijk and hence the spin connection would be purely imaginary.
Nevertheless it would generate rotations in this basis.
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Further we need to clarify the derivative with respect to the foliation. The spatial metric is
a purely spatial object, as it does not carry any internal indices. It is covariant under spatial
diffeomorphisms and invariant under internal gauge transformations. Therefore when com-
puting the Poisson bracket with the full Hamiltonian consisting of Hamilton, diffeomorphism
and Gauß constraint, only the contribution of the Hamilton constraint is non-vanishing [40].
Hence in the following the dot indicates the Poisson bracket with the Hamilton constraint.

We can now relate the reality of the derivative of the spatial metric to the extrinsic curvature.
See also [4].

Proposition 3.2. Let the RCI hold. Then the following statements are equivalent:

(i) K i
a is, up to a gauge transformation that makes Ẽ

a
i real, the boost part of the Ashtekar

connection Aia,
(ii) (qqab)· = (δijẼai Ẽ

b
j )

· is real,
(iii) q̇ab is real.

Proof. (iii)⇒ (ii): with RCI qab and q are real.We compute the derivative of themetric determ-
inant,

q̇=
3
3!
ϵ̃abcϵ̃a

′b ′c ′qaa ′qbb ′ q̇cc ′ . (158)

Since q̇ab ∈ R by assumption, q̇ ∈ R. Hence(
qqab

)·
= q̇qab+ qq̇ab (159)

is real.
(ii) ⇒ (i): we start with expanding the derivative. This yields

(qqab)· = δij(Ẽai Ẽ
b
j )

· = 2δijẼ(a
i
˙̃Eb)j . (160)

Hence we need to compute the derivative of the electric field. Thus with the Hamilton con-
straint in (135), we need to work out

˙̃Eaj (x) = {Ẽaj (x),C[N]}

=−
ˆ
M
d3y

(
N

λse√
qκsE

ϵk
mnẼcmẼ

b
n

)
(y){Ẽaj (x),F k

cb(y)}.
(161)

Here the only non-vanishing contribution from the Hamilton constraint is the Poisson bracket
with the curvature

Fkab = 2∂[aA
k
b] + ϵmn

kAma A
n
b. (162)

We therefore first compute

ϵmn
k
{
Ẽaj (x) ,A

m
a (y)A

n
b (y)

}
=− iκ

2λ
ϵmn

k
(
δcaδ

m
j A

n
b (y)+ δcbδ

n
j A

m
a (y)

)
δ (x,y)

=− iκ
2λ

ϵjn
k (δcaA

n
b (y)+ δcbA

n
a (y))δ (x,y)

=−iκ
λ
ϵjn

kδc[aA
n
b] (y)δ (x,y) . (163)
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With the ∂[aAkb] piece of (162) we deal as follows. The anti-symmetrisation is obsolete in the
presence of the structure constants. The derivative is with respect to y and therefore acts on y-
dependent objects only and we can move it past Ẽaj (x). We can therefore perform an integration
by parts, where we drop the surface term, and evaluate the Poisson bracket. Further introducing
N
˜
= N/

√
q we find

˙̃Eaj (x) =−λ

κ

ˆ
M
d3y

[
− ∂c

(
N
˜

se
sE
ϵk
mnẼcmẼ

b
n

)
(y)2

(
− iκ
2λ

)
δabδ

k
j

+

(
N
˜

se
sE
ϵm

mnẼcmẼ
b
n

)
(y)

(
− iκ

λ
ϵjl
kδa[cA

l
b](y)

)]
δ(x,y)

= i

(
−ϵj

mn∂c

(
N
˜

se
sE
ẼcmẼ

a
n

)
+N

˜

se
sE
ϵk
mnϵjl

kẼamẼ
b
nA

l
b

)
(x)

=−i
(
ϵj
mn∂c

(
N
˜

se
sE
ẼcmẼ

a
n

)
− 2N

˜

se
sE
Ẽ[a
j Ẽ

c]
l A

l
c

)
(x), (164)

where, in the second to last step, we performed the integration. We note that, as expected, the
λ-dependence drops out in the Poisson bracket with a constraint. We omit the x-dependence
of the electric field again. Using that in fact

ϵj
mn
(
ϵmm ′

n ′
Am

′

c Ẽ[a
n ′ Ẽc]n + ϵnm ′

n ′
Am

′

c Ẽ[a
m Ẽ

c]
n ′

)
=−2AlcẼ

[a
j Ẽ

c]
l , (165)

we can write this in terms of a covariant derivative, i.e.

˙̃Eaj =−i
(
ϵj
mn∂c(N

˜

se
sE
ẼcmẼ

a
n)− 2N

˜

se
sE
Ẽ[a
m Ẽ

c]
n A

l
c

)
=−iϵjmnDc

(
N
˜

se
sE
ẼcmẼ

a
n

)
.

(166)

We can now go on with the expression we are actually interested in:

(qqab)· =−2iδijϵj
klẼ(a

i Dc

(
N
˜

se
sE
Ẽb)k Ẽ

c
l

)
=−2iϵjklẼ(a

j

(
N
˜

se
sE
Dc
(
Ẽb)k Ẽ

c
l

)
+ Ẽb)k Ẽ

c
l Dc

(
N
˜

se
sE

))
=−2iN

˜

se
sE
ϵjklẼ(a

j

((
Dc Ẽ

b)
k

)
Ẽcl + Ẽb)k

(
Dc Ẽ

c
l

))
=−2iN

˜

se
sE
ϵjklẼ(a

j

(
Ẽb)k ϵkm

n (Amc −Γmc ) Ẽ
c
l + Ẽb)k ϵlm

n (Amc −Γmc ) Ẽ
c
l

)
= 2N

˜

se
sE
ϵkljẼ

(a
j

(
Ẽb)k ϵkm

nKmc Ẽ
b)
k Ẽ

c
l + Ẽb)k ϵlm

nKmc Ẽ
c
l

)
= 2N

˜

se
sE
Ẽ(a
j

(
Ẽb)k
(
−δjmδ

ln+ δnj δ
l
m

)
Kmc Ẽ

c
l + Ẽb)k

(
δjmδ

kn− δnj δ
k
m

)
Kmc Ẽ

c
l

)
= 2N

˜

se
sE
Ẽ(a
j

(
−Ẽb)n KjcẼcn+ Ẽb)j K

l
cẼ

c
l + Ẽb)n KjcẼ

cn− Ẽb)k K
k
cẼ

c
j

)
= 2N

˜

se
sE

(
qqabẼclK

l
c− qẼ(b

m q
a)cKkc

)
. (167)
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The second term in the second line vanishes because of a contraction of symmetric with anti-
symmetric indices. From the third to the fourth line we replaced the covariant derivatives Dc

with Dc−Dc and used (155). The difference of connections was then replaced by iKmc and we
contracted the structure constants. From the penultimate to the last line, we contracted electric
fields and the internal metric to the densitised spatial metric. Absorbing the metric determinant
in the lapse, this yields

(qqab)· = 2Ñ
se
sE
(Ẽcmq

ab− Ẽ(a
m q

b)c)Kmc . (168)

By assumption the RCI holds, so the spatial metric and the densitised lapse are real. Further
Ẽcm is real up to a gauge transformation. This implies that indeed Kmc is real up to the cor-
responding inverse gauge transformation. Therefore without referring to a specific basis,
(qqab)· ∈ R implies that up to a gauge transformation K i

a is the boost part of the Ashtekar
connection Aic

14.
(i) ⇒ (iii): here we need the derivative of the metric:

q̇ab =

(
1
q
δijẼai Ẽ

b
j

)·

=

(
1

sE det
(
Ẽ
))·

qqab+
1
q

(
qqab

)·
. (169)

The only thing not known to be real at this point is(
1

sE det
(
Ẽ
))·

=−

(
ṡE

sE2 det
(
Ẽ
) + 1

sE

(
1

det
(
Ẽ
))·)

. (170)

Both sE and det(Ẽ) are functions of Ẽaj only. We can therefore compute the Poisson bracket
with the Hamilton constraint as follows:

{sE,C [N]}=− iκ
2λ

ˆ
M
d3z

δsE (x)

δẼaj (z)

δC[N]

δAja (z)
. (171)

Here we already know the derivative of the Hamilton constraint, namely

− iκ
2λ

δC [N]

δAja (z)
= ˙̃Eaj (z) =−iϵjmnDc

(
N
˜

se
sE
ẼcmẼ

a
n

)
. (172)

The derivative of the sign is given by

δsE (x)

δẼaj (z)
=−sEE

˜
j
a (x)δ (x,z) . (173)

So upon performing the z integration and again replacing the covariant derivative by D−D
and hence introducing Kja in the expressions, we find

ṡE = 2seN
˜
Kmc Ẽ

c
m. (174)

14 This statement as well is highly basis dependent. Similar to the spin connection described earlier, becoming ima-
ginary in the self-adjoint basis of sl(2,C), the Levi-Civita symbols in the calculation above are actually the structure
constants and change with respect to the basis. One then has to carefully work out index positions and inverse structure
constants in order to get contraction right. The result then is an additional factor of i in front of (168). Therefore the
extrinsic curvature would have to be imaginary up to a gauge transformation, but would still be the boost part of the
Ashtekar connection.
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Similarly we need the Poisson bracket of the determinant:{
1

det
(
Ẽ
) ,C [N]

}
=− iκ

2λ

ˆ
M
d3z

(
δ

δẼaj (z)

1

det
(
Ẽ
)
(x)

)
δC [N]

δAja (z)
. (175)

The derivative of the inverse determinant is given by(
δ

δẼaj (z)

1

det
(
Ẽ
)
(x)

)
=− 1

det
(
Ẽ
)E
˜
j
a (x)δ (x,z) . (176)

Again putting this together, performing the z integration and introducing Kja yields(
1

det
(
Ẽ
))·

=

2seN
˜

det
(
Ẽ
)
sE
Kmc Ẽ

c
m (177)

Inserting all of this in (170) we therefore find the rather compact expression(
1

sE det
(
Ẽ
))·

=−
4seN

˜

det
(
Ẽ
)Kmc Ẽcm. (178)

As possible gauge transformations cancel in the contraction of electric field and extrinsic
curvature, which are both real by assumption, this is real valued. Consequently, q̇ab is real.
This completes the proof of the proposition.

3.3. Recovering real gravity in ADM formulation

As a last step we want to show that indeed both values of λ reproduce a real formulation of
gravity, once the reality conditions hold. However, we cannot do this as long as we work in
a formulation in terms of Ẽaj and A

j
a as the reality conditions for them are not implementable

classically. To this end we need to reduce the holomorphic formulation in terms of the complex
Ashtekar connection and the electric field to a formulation in terms of the extrinsic curvature
and the electric field. This allows to compare the Poisson relation and the constraints to the
(real) ADM formulation of GR in these variables, as e.g. presented in [19].

A similar analysis is performed when it is shown that real gravity in terms of Ashtekar–
Barbero variables is equivalent to the ADM formulation, as long as the Gauß constraint holds.
This is e.g. also shown in [19]. We perform essentially the same steps but have in addition to
carefully work out which quantities are complex.

Before we actually start, we need to express the Gauß constraint by extrinsic curvature
and electric field. The covariant derivative with respect to the Ashtekar connection can be
written as

Davi =Davi + iϵij
kKjavk. (179)

Now using that Da is compatible with Ẽbj , we hence find

Gi =
2λ
κi
DaẼ

a
i =

2λ
κ
ϵij
kKjaẼ

a
k . (180)

Hence in the following we express the Poisson relation and remaining constraints in terms of
the ADM variables up to this Gauß constraint.
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3.3.1. Poisson relation. Simply solving the Ashtekar connection for the extrinsic curvature,
we can compute the Poisson bracket between K i

a and the electric field. We find{
K i
a (x) , Ẽ

b
j (y)

}
=

1
i

{
Aia (x)−Γia (x) , Ẽ

b
j (y)

}
=

κ

2λ
δijδ

a
bδ (x,y) , (181)

since
{
Γia(x), Ẽ

b
j (y)

}
= 0. For both K i

a and Ẽbj real, and λ= 1 this perfectly reproduces the
ADM Poisson relation{

K i
a (x) , Ẽ

b
j (y)

}
=

κ

2
δijδ

a
bδ (x,y) , (182)

Further, as the right hand side—in the form of the Kronecker-deltas—is invariant under ortho-
gonal transformations, any gauge transformation present is removable and the Poisson relation
would be equivalent to the ADM relation.

For λ= i instead, we have—independent of the presence of gauge transformations—an
additional factor of i present:{

K i
a (x) , Ẽ

b
j (y)

}
=

κ

2i
δijδ

a
bδ (x,y) . (183)

Once we work out the reality of the constraints, it will be clear that this change to the ADM
relation is consistent with a change of ADM constraints in this case and nevertheless repro-
duces the dynamics of ADM.

3.3.2. Diffeomorphism constraint. We recall from section 2.3 the diffeomorphism con-
straint (138) and the explicit expression for the curvature of the Ashtekar connection (162). In
the latter we replace Aia by Γia+ iK i

a and therefore find

Ca =
2λ
iκ
Ẽbi F

i
ab

=
2λ
iκ
Ẽbi
(
2∂[a

(
Γib] + iKib]

)
+ ϵkl

i
(
ΓkaΓ

l
b+ iΓkaK

l
b+ iKkaΓ

l
b−KlaK

k
b

))
=

2λ
iκ

(
Ẽbi R

i
ab+ 2i Ẽbi ∂[aK

i
b] + iϵkl

i
(
ΓkaK

l
b−ΓkbΓ

l
a

)
+KibGi

)
.

(184)

Here we identified the Gauß constraint, used the antisymmetry of the structure constant and
combined all terms with the spin connection only in its curvature

Riab = 2∂[aΓ
i
b] + ϵkl

iΓkaΓ
l
b. (185)

Similar to a real formulation, and e.g. as shown in [19], the contraction Ẽbi R
i
ab vanishes because

of the Bianchi identity. Realising that the antisymmetrisation of spatial indices would cause
Christoffel symbols to vanish, we can introduce the covariant derivative compatible with Ẽai in
the expression. Because of the compatibility, we can further move the electric field inside the
derivative. Hence, supposing the Gauß constraint is vanishing, we find

Ca =
4λ
κ
D[a

(
Kib]Ẽ

b
i

)
=−2λ

κ
Db
(
K i
aẼ

b
i − δbaK

i
cẼ

c
i

)
. (186)

This has exactly the form of theADMdiffeomorphism constraint and therefore perfectly repro-
duces it for λ= 1. Present gauge transformations cancel in the contraction of electric field and
extrinsic curvature. In the case λ= i, the real constraint is rescaled by i, as expected. We come
back to this after working out the Hamilton constraint.
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3.3.3. Hamilton constraint. Eventually we express the Hamilton constraint (135) by electric
field and extrinsic curvature. From our treatment of the diffeomorphism constraint we already
known what the curvature of the Ashtekar connection turns into. Only the contractions with
electric fields are different. Hence

C=− λse√
qκsE

ϵk
ijẼai Ẽ

b
j F

k
ab

=− λse√
qκsE

ϵk
ijẼai Ẽ

b
j

(
Rkab+ 2iD[aK

k
b] − ϵmn

kKma K
n
b

)
.

(187)

We look individually at the three contributions.
The first term we consider is the one including the curvature of Γia. A detailed calcula-

tion reveals that this contribution is in fact proportional to the Ricci curvature R of the spin
connection. The result is

ϵk
ijẼai Ẽ

b
j R

k
ab =−qR. (188)

Next we show that the second term is related to the Gauß constraint. In order to realise
this, we write out the antisymmetrisation in the covariant derivative and use for each term the
corresponding electric field to form the Gauß constraint according to (180). This yields

2iϵk
ijẼai Ẽ

b
jD[aK

k
b] = iϵk

ijẼai Ẽ
b
j

(
DaK

k
b−DbK

k
a

)
=

iκ
2λ

(
−δilẼaiDaGl− δjlẼbjDbGl

)
=− iκ

λ
ẼajDaG

j.

(189)

On the Gauß constraint surface Gj vanishes everywhere and so does its derivative. Hence—
irrespective of the value of λ—this term does not contribute to the Hamilton constraint.

We are now left with the contraction of two electric field and two curvature components
each. This yields

ϵk
ijϵmn

kẼai Ẽ
b
j K

m
a K

n
b = 2K[m

a K
n]
b Ẽ

a
mẼ

b
n =

((
Kma Ẽ

a
m

)(
KnbẼ

b
n

)
−KnaẼ

b
nK

m
b Ẽ

a
m

)
. (190)

Therefore, on the Gauß constraint surface, the Hamilton constraint in terms of extrinsic
curvature and electric field turns into

C=
λse√
qκsE

(
qR+

((
Kma Ẽ

a
m

)(
KnbẼ

b
n

)
−KnaẼ

b
nK

m
b Ẽ

a
m

))
. (191)

Again, possible gauge transformations of electric field and extrinsic curvature cancel in the
contractions and the Ricci scalar is a function of the spatial metric, which is also invariant
under such transformations.

Recalling the diffeomorphism constraint (186), both—this and the Hamilton con-
straint (191)—are identical in form to the real ADM constraints. So assuming the reality of
electric field and extrinsic curvature, according to the reality conditions, they perfectly match
these real constraints up to the factor λ and the sign combination se/sE.

The factor λ is of course in perfect agreement with the symplectic structure. For λ= 1 we
match the real ADM formulation. For λ= i the constraints are purely imaginary but so is the
Poisson bracket. Hence the described physics does not change. This has therefore the—rather
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unintuitive—interpretation of real ADM gravity that is described by using a purely imaginary
action.

The additional sign se/sE in the Hamilton constraint is the only remnant left from starting
with a complex formulation of gravity. This does not change the hypersurface deformation
algebra as well and therefore does not matter.

This connection of the self-dual holomorphic formulation of GR to its real ADM formula-
tion ultimately shows the eligibility of the choice of reality conditions.

4. Discussion and outlook

With the present work we want to contribute to the understanding of GR in Ashtekar’s self-
dual variables, as this was the original starting point of loop quantum gravity. To this end, we
provided a detailed description of the (anti-)self-dual split of the complex Lorentz–Lie algebra
and the corresponding complex Lorentz group and its relation to SL(2,C), via the construction
of an appropriate isomorphism.

Special attention was put on working out the consequences of the split for structure con-
stants and the corresponding Cartan–Killing metrics. This, as well as the relation to their
SL(2,C) counterpart turned out be of importance when relating the electric field to the spatial
metric.

Starting from the so(3,1)C-connection of complex Palatini gravity, we further provided a
comprehensive derivation of the SL(2,C) connection, which turns into Ashtekar’s connection
when pulled back to the spatial manifold. In particular, the SL(2,C) formulation follows dir-
ectly from the SO(3,1;C) theory. Remarkably, this formulation based on the complex Lorentz
group needs no extra structures such as a spin structure, in order to go over to the SL(2,C) for-
mulation. Lifting our treatment of complex gravity to a bundle formulation would need more
work. However, we see no obstruction for doing this at a later point.

Starting from the complex Palatini action, performing its self-dual splitting, restricting to
the part of the action in terms of self-dual variables and transferring it to an SL(2,C) formu-
lation via the isomorphism, we gave an extensive derivation of the Hamilton formulation in
terms of Ashtekar’s self-dual variables.

In the course of this, two signs, corresponding to the respective orientations of complex
tetrads and triads, appear. Their origin is the lack of a definite orientation of complex objects,
which we could just require. They do not pose any problem, even when recovering real ADM
gravity. As it was not possible to relate the orientation of tetrads and triads in this context,
further work is needed in order to understand their role here.

Different from the treatment of theories with complex variables, but based on real actions,
we show in detail that complexified GR based on the complex and in fact holomorphic Palatini
action only leads to a non-degenerate symplectic structure that respects this holomorphic view-
point. Without this, as done in [11], one would have to add the missing Poisson brackets by
hand but then in turn would not be working with the complexified Palatini theory anymore.

Considering the Poisson relation, the phase, which we added in front of the action, became
relevant. While the constraint structure is unaffected by this, it allows to consider two spe-
cial cases. In its absence, i.e. for the value 1, it gives the Poisson relation for self-dual vari-
ables as considered in the main part of the literature, see [2, 4, 13, 31, 33]. For the value i
however, we can enforce the Poisson relation of real Ashtekar–Barbero gravity without the
Barbero–Immirzi parameter, but without restricting to a description in terms of real variables.
Similar Poisson relations are used in [10, 11, 34]. Even though distinguishing between those

34



Class. Quantum Grav. 41 (2024) 075010 H Sahlmann and R Seeger

two Poisson relations has no qualitative impact on the classical formulation, it becomes relev-
ant once its quantisation is considered [39, 41].

While the triads of Ashtekar–Barbero gravity are obtained from the tetrads by fixing time
gauge, which causes the internal three metric to be the spatial part of the Minkowski metric,
i.e. the Euclidean metric15, the same internal three metric is obtained for self-dual Ashtekar
gravity, but without the necessity of any gauge fixing. Assuming a different internal metric is
however not compatible with reproducing the ADM formulation under reality conditions.

In the logic of the applied procedure, however, the complex formulation is only physically
useful once the reality conditions are implemented. Nevertheless it would be very interesting
to look at this complex version of gravity by itself and to understand the physics that might be
described by it.

With this work we further want to provide a detailed resource for the derivations of and
considerations about the reality conditions and how they allow to recover real gravity formu-
lations. In addition to that we showed that the addition phase in the formulation does not affect
the conditions.

In future work it would be interesting to consider the inclusion of matter into the self-
dual holomorphic gravity formulation. It is expected that matter coupling, as it changes the
dynamics in form of the constraints, at least affects the RCII. The relation to the symmetry-
reduced context will be discussed elsewhere.

Besides a clear formulation of the classical theory of self-dual Ashtekar gravity, this is
supposed to provide the groundwork for a quantum theory of self-dual loop quantum gravity.
The quantisation will be considered in [39, 41].
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Appendix. Complexification of Lie algebras

The complexification gC of a real Lie algebra g is (ex. [42])

gC = g⊗R C. (A.1)

If g⊂Mn(C) is a matrix Lie algebra such that for any a ∈ g, ia is not in g, then (ex. [42]
proposition 3.38)

gC ∼= {a ∈Mn (C) : a= x+ iy, x,y ∈ g} . (A.2)

15 See for example [20].
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This is true in particular for Lie algebras of real matrices, and so

so(3,1)C
∼= so(3,1)+ iso(3,1)∼=

{
a ∈M4 (C) : aηaT = η

}
. (A.3)

Also, we have

su(2)C
∼= sl(2,C) . (A.4)

If g is already a complex Lie algebra, one can regard it as a real Lie algebra gR with twice
the dimension, and complexify again. One then obtains

gRC = g⊕ g, (A.5)

with g the conjugate to g [43]. In particular,

sl(2,C)RC ∼= sl(2,C)⊕ sl(2,C)∼= sl(2,C)⊕ sl(2,C) (A.6)

since sl(2,C) has real forms (for example su(2), (A.4)), and is thus isomorphic to its conjugate.
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