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Abstract
This paper presents a novel low-cost instrument that uses a sensor based on conductivity
changes of heated tungstic oxide, which is capable of accurately measuring ambient
concentrations of ozone. A combination of temperature steps and air flow-rate steps is used to
continually reset and re-zero the sensor. A two-stage calibration procedure is presented, in
which a nonlinear transformation converts sensor resistance to a signal linear in ozone
concentration, then a linear correlation is used to align the calibration with a reference
instrument. The required calibration functions specific for the sensor, and control system for
air flow rate and sensor temperature, are housed with the sensor in a compact,
simple-to-exchange assembly. The instrument can be operated on solar power and uses cell
phone technology to enable monitoring in remote locations. Data from field trials are presented
here to demonstrate that both the accuracy and the stability of the instrument over periods of
months are within a few parts-per-billion by volume. We show that common failure modes can
be detected through measurement of signals available from the instrument. The combination of
long-term stability, self-diagnosis, and simple, inexpensive repair means that the cost of
operation and calibration of the instruments is significantly reduced in comparison with
traditional reference instrumentation. These instruments enable the economical construction
and operation of ozone monitoring networks of accuracy, time resolution and spatial density
sufficient to resolve the local gradients that are characteristic of urban air pollution.

Keywords: ozone, instrumentation, networks

(Some figures may appear in colour only in the online journal)

1. Introduction

Air quality is inherently variable in time and space,
concerns every individual and impacts directly on health
and productivity [1]. Ozone (O3) is a significant atmospheric
pollutant, which has both an acute and chronic impact on
human health at concentrations as low as 70 μg m−3 measured
as an 8 h average (35 parts-per-billion (ppb) by volume)

[2]. O3 is also known to damage vegetation both in pristine
and agricultural environments [3], with the probability and
extent of damage increasing with mean concentration [4].
Ozone is formed as a secondary pollutant in the troposphere
as a result of the photo-dissociation of nitrogen dioxide
(NO2), which itself is primarily formed by reactions of
the exhaust emissions of internal combustion engines (nitric
oxide and unburnt hydrocarbons). High concentrations
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of O3 are therefore typically found downwind of large
conurbations or industrial sources. Ultraviolet light is
necessary for the production of O3, so concentrations typically
peak in the mid-afternoon. However, O3 is also rapidly depleted
in the atmosphere as a result of reactions with other pollutants
such as nitric oxide, and readily decomposed on surfaces. This
means that in urban areas concentrations are highly variable,
peaking in areas away from traffic but dropping to near zero
close to immediate sources of primary pollutants especially
overnight. Large diurnal cycles in concentration result, the
characteristics of which may vary considerably in space [5–8].

Measurements of O3 distribution and hence modelling of
the large spatial and temporal variations in O3 concentrations
required in order to understand effects of this pollutant
on health and the environment have been limited by
the instrumentation available. Conventional (spectroscopic)
instruments are bulky, expensive and require ac power,
temperature-controlled enclosures, and weekly or often daily
calibration. These considerations limit their deployment in
the field both in terms of the number of instruments and
choice of monitoring site and create questions of resource
allocation [9–11]. The resulting networks of regulatory
instruments may not adequately resolve the strong gradients in
vertical and horizontal pollutant concentration [12] which are
significant for assessment of personal exposure [2, 13] and the
identification of health or environmental impacts [1, 14–17].
Further, limited data availability hinders the identification of
robust relations between O3 and meteorological variables [18]
and transport pathways in remote inaccessible environments,
hindering attempts to understand and predict pollutant
transport pathways [19]. Such limitations have led to attempts
to deduce the pollutant burden and consequent health effects
[20, 21] from measurement of traffic density, emission
inventories and dispersion modelling [22–26] and by various
correlation [27–30] and computational techniques [16, 20, 31–
39]. It would be more reliable, however, to increase the spatial
density of measurement instruments so that interpolation is
less uncertain [40, 41]. There is therefore a need for the
introduction of low-cost instruments which can easily be
deployed in a high density network [42].

Semiconducting oxides have been intensively investigated
as gas-sensitive resistor materials for ozone measurement,
because the resistance response is large, the measurement
is simple and the materials offer the possibility of mass-
production sensor manufacture [43–59]. Various schemes of
miniaturization have been explored, which typically utilize the
kinetics of response of the material following a ‘reset’, either
using temperature steps [60] or exposure to UV light [58, 59].
The challenge to overcome for atmosphere measurement
network application is to sustain a reliable signal, without
calibration, for long periods of time, with minimal, simple
maintenance. This paper presents a novel low-cost instrument
that uses a sensor based on conductivity changes of heated
tungstic oxide and which is capable of measuring ambient
concentrations of O3. The instrument is a low powered device
(∼1 W) which can be operated on solar power and has
been successfully coupled with cell phone technology to
enable monitoring in remote locations. Data from field trials

are presented here to demonstrate not only the accuracy of
the instrument but also the stability of the instrument over
periods of months. We show that common failure modes
can be detected through measurement of signals available
from the instrument. The combination of long-term stability,
self-diagnosis, and simple, inexpensive repair means that
the cost of operation and calibration of the instruments
is significantly reduced in comparison with spectroscopic
reference instrumentation. The operation of networks with
a density of monitoring instruments sufficient to resolve
the intra-region and particularly intra-urban heterogeneity
of O3 concentrations, which results from meteorology,
topography and variations in source strength of NO2 and other
pollutants that act to deplete concentrations or catalyse the
production reactions [61], becomes feasible.

2. Instrument design strategy and construction

2.1. Background

Gas sensors based on conductivity changes of heated
semiconducting oxides [53] are widely used for industrial
safety monitoring. While there are reports in the literature
of gas-sensitive resistors being used for ambient atmospheric
monitoring, there is a perception that the devices suffer from
effects such as drifts of zero and calibration slope, and
cross-sensitivities to other gases making them unsuitable for
quantitative, long-term atmosphere measurement. However,
we have shown that with careful attention to detail these
perceived deficiencies can be overcome [56, 57]. The very
large conductance response at temperatures in the range 300–
550 ◦C of highly porous layers of WO3 to the introduction of
ppb concentrations of ozone in air has been described and
discussed in detail [54, 60, 62]. The design principles for
instruments that utilize this effect and which compensate for
sensor drift and for effects of variation in atmospheric relative
humidity and of other interfering species have been presented
elsewhere [60]. The sensor conductance can be partitioned
into an ozone-independent term that represents the ‘bulk’
conductance, and an ozone-dependent term that represents
the ‘surface’ conductance. The major effects causing drift of
the signal were demonstrated to arise in the ‘bulk’ conductance
term, and could be eliminated by a simple subtraction of the
conductance in the presence of ozone from that in the absence
of ozone. The method used is a combination of the sensor
response to a temperature step and to an air flow-rate step. The
response is slow so the purpose of the temperature step is to
provide a well-defined initial state which is set up at the high
temperature (typically 550–600 ◦C), so that the subsequent
kinetics, at the low temperature after the step (typically 350–
450 ◦C) are well defined [60]. Then, the conductance, σ , at
any specific time after the step to low temperature is given
by [60]

σ(O3=0) − σ = aPO3

bPO3 + 1
, (1)

where the parameters a and b depend on the time after the step
at which the measurement is made. Hence with �σ denoting
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Figure 1. Sensor and instrument construction. The sensor (see text) is printed on an alumina tile, 2 mm square, mounted by fine Pt wires in a
housing which directs onto the sensor an air flow, driven by a fan mounted on the base of the device. The head unit holds all the
sensor-specific calibration information. The rest of the instrument handles data storage, presentation and communication.

the difference of conductance between the measured value in
the atmosphere and the zero-ozone conductance

Po3 =
(

�σ

a

) (
1 − b�σ

a

)−1

. (2)

For measurement over the ozone concentration ranges found
in the atmosphere b�σ/a � 1, so

Po3 = 1

a
�σ + b

a2
(�σ )2 + O(�σ )3. (3)

Hence the ozone partial pressure can be estimated from the
observed conductance difference with a simple quadratic,
as previously noted [63] though a deviation from this
simple relationship is expected at higher ozone concentration.
Reference [53] showed the need for a sufficiently high flow rate
directed at the sensor, to avoid the effect of the destruction of
ozone on the warm plastic surfaces that surround the sensor.
A sufficiently high flow rate can be achieved by machining
a nozzle into the top of the sensor housing and drawing air
through the housing by way of a hole centred directly under
the sensor (figure 1). The other side of this effect is that the
zero-ozone response required for application of equation (2)
can elegantly be obtained simply by switching the flow through
the sensor between a low and a high value [57, 60]. At a
low flow rate, ozone is destroyed on the warm surfaces that
surround the sensor. An alternative method is to switch the
flow through an ozone destruction catalyst, but this is more
bulky and more expensive to implement. One advantage of
the flow switching method is that the ‘zero’ measurement is
made in an atmosphere that is essentially the same as that in

which the ozone measurement is made, so effects of water
vapour and interferences, which are largely also additive in
the conductance, cancel to a significant degree.

In practice, equation (1) is not exact. The degree to which
the partitioning of the conductance into an ozone-sensitive
‘surface’ term and an ozone-insensitive ‘bulk’ term represents
the behaviour of any individual sensor depends upon the
microstructure. A second source of error in the application of
the flow-switching method is that, at high ozone concentration
full destruction of ozone might not be achieved so the zero
ozone conductance estimate could be increasingly erroneous
as the ozone concentration increases. We have overcome these
issues by a two-stage calibration: first a linearization of the
sensor output and then a final calibration.

2.2. Linearization

The first stage of the calibration is to measure the instrument
response, �σ , as a function of ozone concentration at a
sufficient number of points to define a response function such
as equations (2) or (3). The estimated ozone concentration
derived from such fitting is Pest, a function of the measured
conductance difference, �σ , and the parameters of the fitting
function (the coefficients a and b in equation (2), for example):
Pest = f (�σ , a, b). The estimating function would in general
not be exact—it would be derived from a least-squares fit
of the assumed response function to the calibration data.
The parameters would themselves have an error estimate
that reflected the goodness-of-fit and the data, �σ , would
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also be subject to some measurement error. Then for some
subsequent measurement of an ozone concentration, actual
value PO3 , using the particular conductance difference, �σ ,
the difference between the actual and estimated concentrations
can be expressed as a Taylor series in a small variation of the
parameters:

�P = PO3 − Pest ≈ −∂ f

∂a
δa − ∂ f

∂b
δb

+O((δa)2, (δb)2) · · · · · · (4)

For the estimating function (2) above, we have

�P ≈ −PO3

(
δa

a
(1 + bPO3 ) − δbPO3

)
. (5)

If the ozone concentration is small (that is bPO3 and δbPO3 �
1), then the leading error term is linear in the ozone
concentration, so a linear, or at worst a quadratic correction
can be derived to convert the estimated ozone concentration to
the actual value. This analysis applies to any suitably chosen
empirical fitting function that represents the data over the
calibrated range.

2.3. Calibration

The estimating function (e.g. equation (2) or (3)) can be
empirically adjusted to account for factors such as incomplete
removal of ozone during the low-flow, zero-estimation phase
of the measurement cycle. If the estimating function is
correctly chosen then the linearization produces an estimated
concentration, Pest, which is a linear function of the actual
concentration, PO3 . The second stage of the calibration
procedure then is to estimate the correction �P to be applied
to Pest using a least-squares linear fit of the dependence of Pest

on PO3 for a small number of calibrated values of PO3 .

2.4. Instrument construction

The instrument (figure 1) is in two parts. A detachable head
houses the sensor, fan or air pump, air inlet filters and sensor
control electronics. The linearization function is loaded into
this unit, which delivers a digitized, linearized output. The
second part of the unit comprises the power, communications
and display. Sensor construction is illustrated in figure 1(a).
The device comprises a 2 × 2 × 0.250 mm alumina tile
with a meandering platinum heater track printed on one side,
and inter-digitated gold electrodes printed on the other. A
thin (90 μm approx.) layer of WO3 is screen printed over
the gold electrodes, creating the sensing element. Alteration
of print parameters such as particle size, firing temperature,
ink loading and medium composition can be used to alter the
sensitivity and thus adjust the sensor behaviour for different
target concentration ranges. The sensor housing is a sealed
cylindrical plastic enclosure with four bonding posts in the
base from which the sensor is suspended freely in the air by
fine platinum connecting wires. The pump draws air through
the housing by an outlet directly beneath the sensor. The top
of the housing is formed as a conical nozzle that directs
air onto the face of the sensor element at a rate precisely
controlled by the pump or fan. The nozzle dimensions and

Figure 2. Sequence of temperature and air-flow steps used for the
measurement.

flow rates depend upon the sensor and housing dimensions and
were empirically adjusted to achieve the desired performance.
Precise control of the operating temperature is essential to
instrument precision and stability, simply because the oxide
conductivity varies strongly with temperature: the activation
energy is about 0.5 eV. The method employed for temperature
control incorporates the platinum heater track (which has
a well-defined resistance–temperature relationship) into a
Wheatstone bridge circuit whereby the out-of-balance signal
across the two arms of the bridge is used to regulate the
current through the sensor heater, thus controlling the heater
temperature by keeping its resistance constant [63]. The
measurement sequence is schematically illustrated in figure 2.
The time for temperature stabilization at each step was a few
seconds, as judged from the sensor resistance transient. The
duration of each step was 30 s [60]. The sensor resistance is
determined with a simple dc measurement, with the potential
difference across the sensor controlled at 0.1 V. Higher
potential differences across the sensor were found to cause
an excessive resistance drift. The inlet air is drawn through a
stainless steel mesh and a porous poly(tetrafluoroethylene)—
PTFE—filter.

2.5. Calibration procedure

The detachable heads are calibrated as complete units. The
units are mounted in a rack inside a large Perspex box though
which filtered ambient air (thus containing ozone dependent on
ambient conditions) is drawn. The air inside the box is stirred
by a fan. Ozone is generated inside the box by a controllable,
shielded UV source. The air inside the box is sampled to
a spectrometric reference analyser, that is itself periodically
calibrated against standard instruments ultimately traceable
to NIST, Washington DC. In the first stage of the procedure,
linearization, the sensor resistance for each head is read at a
sequence of increasing ozone concentration. The resistance
is fitted to the linearization function and the parameters of
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Figure 3. Sensor resistance response to variation of ozone
concentration (parts-per-million, ppm, by volume) averaged over a
large number of sensors. The ozone signal is derived at high air flow
rate; the zero signal at low air flow rate. The sensor resistance is
measured 5 s and 35 s after the high to low temperature step. The
fan is turned off at the high temperature and is turned on
immediately after the first low-temperature resistance measurement.
The performance of sensors with microstructure optimized for two
different concentration ranges of measurement is illustrated (low
range: N ∼ 1000; high range, N ∼ 2500; mean resistance ± 1
population SD).

this function are loaded into the head. In the second stage,
carried out independently, the ozone concentration in the box
is again cycled and the linearized output from each head unit
is compared to the reference analyser measurement.

3. Results and discussion

3.1. Linearization results

Figure 3 shows the sensor resistance dependence on ozone
concentration, averaged over a large number of sensors. There
is, as expected, variation between devices. One question is how
well the low-flow condition approximates to a state of zero
ozone concentration. The resistance variation at high flow-
rate in the presence of ozone was used to estimate the ozone
concentration present at the sensor in the low flow condition,
by a simple linear interpolation between the resistance values
for the two lowest ozone concentrations. The low-flow (‘zero’)
ozone concentration present at the sensor was 10–20% of the
actual ozone concentration (figure 4). The conductance of the
sensor in the low flow state was on average linearly correlated
with that in the high-flow state. The consequences for the drift
compensation are discussed later.

Given the empirically observed linear relationship
between the measured (low flow rate) ‘zero’, σ 0,m, and the
‘signal’, σ g (high flow rate):

σ0,m = a0 + a1σg. (6)

When the ozone concentration is zero, σ 0,m = σ g = σ 0, where
σ 0 denotes the true baseline, so a0 = σ0(1 − a1). The expected
response, equation (1), then becomes

σ0,m − σg = (1 − a1)aP

1 + bP
(7)

Figure 4. Ozone concentration present at the sensor in the low
flow-rate (‘zero’) condition, estimated approximately by linear
interpolation of the sensor resistance using the two lowest
concentration points from the response curve presented in figure 2
Mean ± 1 population SD for low-range (open symbol, N ∼ 1000)
and high-range (closed symbol, N ∼ 2500) devices. Inset:
correlation between ‘signal’ conductance, measured at high flow
rate, and ‘zero’ conductance, measured at low flow rate; mean
results for all 3500 sensors. The dashed line is the fit to the
concentration estimate assuming the observed linear correlation of
conductances and equation (1) for the sensor response.

which is unaltered apart from a change in one of the fitting
parameters.

Prediction of the ozone concentration from equation (7)
is in practice problematic, because the ‘zero’ conductance can
be very significantly larger than the ‘signal’ conductance and
so the result can become very sensitively dependent on the
accuracy of measurement of the ‘zero’. Alternative prediction
formulae using the sensor resistance, that are less sensitive to
measurement errors but still preserve the drift correction idea
embodied in equation (1), can be derived. As one example,
if the measured ‘zero’ resistance is written R0,m = R0 + δR,
where R0 is a constant for any given sensor and the term δR
includes both the variation with ozone concentration of the
measured ‘zero’ and any variation over time due to baseline
drifts, then

P = Rg − R0,m

aR0Rg − b(Rg − R0,m)

(
1 − aδRRg

b(Rg − R0,m)

) . (8)

If aδRRg

b(Rg−R0,m )
is sufficiently small, then the prediction function

P = Rg − R0,m

a′Rg − b(Rg − R0,m)
(9)

with a′ = aR0 is implied. Figure 5 shows that this
prediction function is robust against the variations in sensor
characteristics.

3.2. Laboratory calibration results

As noted in the section on the calibration procedure, after
the prediction (linearization) function is derived for each
instrument and the fitting parameters are loaded, in a separate
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Figure 5. Example results of the linearization according to
equation (9): three different low range sensors exemplifying results
from devices within the lower, middle and upper quartiles of
response, distinguished by different symbols. The line has unit
slope. Inset: sensor resistance: closed symbols, high air flow rate
(‘signal’); open symbols, low air flow rate (‘zero’).

and independent calibration test, the resulting linearized
output concentration is compared with ozone concentration
determined by a reference analyser. An important question
is whether there is any systematic bias introduced by the
prediction function. Figure 6 shows the results of three-point
calibrations for the linearized sensor heads, with linearized
output predicting ozone analyser result, made over two
different concentration ranges relevant to low-level ozone
measurement, for over 3000 devices. The slope and intercept
determined from the lowest and highest concentrations are
uniformly and closely distributed around unity and zero
respectively. The mid-range predictions are symmetrically
and closely distributed around the actual value: there is no
evidence for any bias such as might be caused by a systematic
error in the linearization. The deviations closely fitted a
normal distribution with standard deviation of the mid-range
prediction ± 3 ppb at 70 ppb for the low-range instruments
and ± 8 ppb at 120 ppb for the high-range instruments.

3.3. Validation through long-term measurement in the
atmosphere

It has been shown that the observed long-term drifts of
sensor conductance can largely be accounted for by drifts
in the ozone-independent part of the conductance, and a
rationalization has been offered [60]. If the ‘zero ozone’
conductance is continually checked then the signal drift can
be compensated. This section presents demonstrations that
the approach is robust in long-term measurement in the
atmosphere.

3.3.1. Measurements alongside reference analysers in
Houston, TX, USA. Figure 7 shows comparisons of hourly-
averaged measurements from two ozone instruments alongside
different reference analysers of the Texas Commission for
Environmental Quality over a two month period in central
Houston, USA. There is a small offset, which can be
attributed to small differences in the calibration at these low

ozone concentrations. There are some outliers, which can
be traced to the effect of large short-term fluctuations in
ozone concentration that are reflected differently in the hourly
average from the different instruments. The long-term standard
error of estimate of the semiconductor instrument predicting
the reference analyser was less than 5 ppb.

3.3.2. Measurements in Auckland, NZ, with periodic ozone
dosing. Previous preliminary reports of this work [56, 57]
have shown long-term (60-day) standard error of estimate
of semiconductor instrument predicting reference analyser of
2 ppb. These reports have also given a comparison of daily
average ozone measurements for ten different instruments
against a spectrometric analyser. In a trial lasting 70 days,
daily average measurements were within ± 5 ppb for nine of
the instruments. In one case, there was a significant drift, which
was traced to a microstructure change on the sensor element
and which is discussed further in the section on ‘failure modes
and their detection’.

3.3.3. Measurements in Rocky Mountain National Park, USA.
In this case, the instruments were mounted in a remote area
at an elevation of 2600 m during July–August 2010, without
a nearby reference instrument. The comparison is therefore
between two different instruments to determine whether there
was any relative drift. The long-term (1100 h) standard error
of estimate of the two instruments predicting one another was
0.6 ppb. The mean difference in measurements was 0.5 ppb.

3.3.4. Measurements in Sequoia and Kings Canyon National
Parks (Ash Mountain), USA. A semiconductor-based
instrument was co-located with a reference analyser operated
by the US National Parks Service. The calibration was
reconciled between the two instruments by correlating the
readings over the first 48 h of operation. Figure 8 shows the
initial correlation and then the difference in hourly average
ozone between that predicted by the semiconductor instrument
using the field calibration and that measured by the reference
instrument. Long-term drift of the hourly averaged ozone
concentration reported by the semiconductor instrument was
less than 4 ppb in 1500 h. The standard deviation of prediction
was 5 ppb, with ozone concentration ranging from 0 to
150 ppb. There was no significant drift of slope or offset of the
correlation between the two instruments.

3.3.5. Measurements at an Environmental Protection Agency
site close to an Interstate highway in Raleigh, NC, USA. Two
semiconductor-based instruments were mounted alongside a
reference site for a total period of four months, from October
2010 to January 2011. The calibration of the reference site
was regularly checked. The semiconductor devices were not
recalibrated. Figure 9(a) shows the correlation of hourly-
averaged ozone measurement from the first 48 h of the trial
and then for 48 h at the end of every month thereafter. The
two semiconductor instruments match one another, and the
correlation with the reference instrument was stable for
the entire period. The regression slope relating semiconductor-
indicated ozone to the reference analyser was not unity. This
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Figure 6. Three-point calibrations of linearized instruments, over two different ozone concentration ranges. (a), (b), (e), ( f ): slope and
intercept derived from the end points; (c), (g): deviation of the mid-range point from the line defined by the end points; (d), (h): ozone
concentration histograms for the measurements (a)–(c) and (e)–(g), respectively. Results for 1056 instruments calibrated over the 0–150 ppb
range and 2555 different instruments calibrated over the 0–500 ppb range of ozone concentration in air. The observed distributions are
compared with a normal distribution.

is not surprising and is traceable to errors of around ± 5% in
the measurements used for the linearization. Figure 9(b) shows
the difference signal, with the semiconductor devices corrected
by the correlation line obtained for 48 h at the beginning of
the trial. There are many very short-term deviations but the

overall trend confirms the stability. The two semiconductor
devices remained stable against one another over the entire
four months. Using the same reference calibration for both
of them, derived from the beginning of the trial and shown
in figure 9(a), the mean difference was 2.0 ± 1.6 ppb

7
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(a)

(b)

(c)

Figure 7. Comparison of semiconductor instrument (AQL-2)
measurement with reference analyser (C406) measurements in
central Houston, Texas, June-August 2005. Correlation of hourly
average measurements (a) and time series of differences in hourly
average measurements (b). Outliers are due to small differences in
instrument timing leading to differences in averaging of short term
fluctuations (c). Missing data are due to a period of extreme rain
during which the semiconductor instruments, not being
weatherproofed, were dismounted.

and the short-term deviations observed in the comparison
with the reference analyser were not present. This site was
characterized by sudden ozone transients. Figure 9(c) shows
one, occurring at around midnight at the end of October.
The devices track one another and track the reference station
except for a short period at the beginning of the transient.
Such observations account for the short-term deviations in
the difference: there are small differences in the clock timing
between the semiconductor instruments and the reference
station, and furthermore whilst both types of instrument
measure every 1 min, the semiconductor instruments were
configured to deliver 2 min averages and the reference station
5 min averages. When there are such large and sudden ozone
transients these then cause single-point deviations in the hourly

(a)

(b)

Figure 8. (a) Comparison of a semiconductor instrument with a
reference analyser in Sequoia and Kings Canyon National Parks
(Ash Mountain), USA, 27 August–31 October 2008. (b) Correlation
of the first 48 h of measurements used to align the calibrations. Also
shown are correlations from the end of the test and from the periods
with the extremes of hourly average difference. Missing data are due
to a software glitch.

averages traceable to the slight misalignment of the clocks
and the different averaging. Transients like this, occurring as
they do in the night and thus without any ozone generation
mechanism, are clearly a complex atmospheric phenomenon.
The concentration of ozone near the highway is expected to
be low in the dark, because ozone is scavenged by nitric oxide
which is emitted from motor vehicles. However, when there is
a stable nocturnal boundary layer, ozone generated as a result
of photochemical reaction during the day can be stored higher
in the troposphere. Then, it has been demonstrated that local
and temporary weak turbulent instabilities in the nocturnal
boundary layer near the ground can cause a local vertical
mixing of the atmosphere, bringing ozone from above down
to ground level [5, 64]. The transients detected here would
appear to be an example of this phenomenon.

3.4. Failure modes and their detection

3.4.1. Dirty inlet tubes or filters. Ozone is an extremely
reactive gas that decomposes readily on surfaces. It is
important to use inlet tubes that are as wide and short as
possible, made of an inert plastic like PTFE or of glass
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(a)

(b)

(c)

Figure 9. Four month comparison of two semiconductor-based
instruments (AQM) with a reference station in Raleigh, North
Carolina. (a) Correlation over successive 48 h periods of the
hourly-averaged indicated ozone concentration. The correlation line
is for one of the semiconductor devices, from a 48 h period at the
beginning of the trial, and is used in (b) and (c) to correct both of the
semiconductor device indications. (b) Difference of hourly average
ozone reading. The different colours refer to the two different
semiconductor instruments. (c) Typical sudden ozone transient
(midnight, 31 October 2010).

or stainless steel or aluminium, and which are clean. The
air also passes through a dust filter, which also keeps out
droplets of water and which must be inert to ozone. For the
semiconductor devices, the inlet tubes are necessarily small
diameter. The inlet filters are of stainless steel mesh and
porous PTFE. The volumetric flow rate of gas through the

Figure 10. Comparison of a semiconductor instrument with
reference analyser at a heavily industrialized site in Houston, USA.
The progressive increase of slope is attributable to dirt accumulating
on the inlet filter of the semiconductor instrument, causing it to
register a lower ozone concentration for a given atmospheric
concentration.

inlet is also necessarily low. As we have previously reported,
accumulation of dirt on the inlet filters can cause a significant
loss of ozone presented to the device [56]. Figure 10 shows
an example, of a comparison between a semiconductor-based
instrument and a reference analyser at a heavily polluted
industrial site near the port of Houston, Texas. The calibration
slope for the semiconductor device (semiconductor predicting
reference instrument) increased over time, consistent with the
ozone concentration presented to the sensor decreasing as a
consequence of ozone decomposition on dirt deposited on the
inlet filters and tubes. A simple optical reflection device could
be used to report on the cleanliness of the filters, but this would
increase the cost and complexity of the instrument overall.

3.4.2. Effects of sublimation of WO3 from the sensing element
in a humid atmosphere. At elevated temperature, in a humid
atmosphere, tungstic oxide (the sensor material) can sublime.
The result is that the sensor grows ‘fur’, as illustrated in
figure 11. The effect is strongly dependent on the sensor
temperature and hence is particularly affected by the high-
temperature (‘reset’) part of the measurement cycle [56].
We have found that the effect can be minimized by careful
adjustment of the temperature for this part of the cycle. The
resultant effect is an increase both in the baseline (zero ozone)
resistance of the sensor and an increase in the sensitivity to
ozone. The occurrence of the effect can be detected by an
increase in the sensor resistance measured during the low-
flow, low-temperature (‘baseline’) part of the measurement
cycle. The resultant increase in sensitivity is also observable
through an increase in the ozone dependence of this ‘baseline’
measurement, which in turn is detectable by an increase in
the magnitude of the diurnal oscillations of the ‘baseline’
caused by diurnal changes in ozone concentration. The effect
is exemplified by results obtained during a study in the Lower
Fraser Valley, Vancouver, Canada, illustrated in figure 11.
The consequence of the failure is marked by the successive
decrease of the calibration slope (semiconductor predicting
reference instrument) and increase of the calibration intercept,
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(a)

(b)

Figure 11. Illustration of a failure caused by sublimation of
WO3 from the sensor element (inset in (a), when the ‘reset’
temperature is too high. (a) The failure is indicated by a significant
increase in the low-flow (‘baseline’) resistance of the sensor. (b)
Change in sensor condition is detected by changes in the difference
between a 96 h running mean and the cumulative mean baseline, and
reflected in a change of apparent calibration slope and
intercept-semiconductor instrument predicting co-located reference
instrument.

here determined by a co-located reference instrument. One
method for sensitively detecting the change is to compute the
difference between the cumulative mean baseline resistance
and a running mean baseline. A variation in this value from
zero indicates a change in the condition of the sensor, which
is reflected in the instrument indication. Figure 11 illustrates
the point. In this case, there was a likely increase in the sensor
temperature (indicated by the decrease in baseline resistance
at about 500 h) followed by the sublimation effect (from about
900 h). The decrease in baseline resistance was marked by
a decrease in apparent calibration slope but not a change
in calibration intercept, effects which are consistent with
an increase in sensor temperature. However, the sublimation
effect resulted in such a large increase in both signal and
baseline that the linearization algorithm failed, reflected in a
drastic decrease in apparent calibration slope and increase in
intercept.

3.4.3. Air pump failures. The performance of the
semiconductor-based instrument is critically dependent on
having a stable flow rate across the device. An outright

pump failure is easily detected because the indicated ozone
concentration falls immediately to zero. A more subtle failure
is the effect of uncontrolled fluctuations in flow rate. The sensor
itself can be helpful in detecting this occurrence, since it can
function as a simple hot-wire anemometer. It is necessary
only to measure the power dissipated from the heater by
measuring the current through, and potential difference across,
the heater track. Changes in this dissipation both in the high and
low-temperature phases of the cycle reliably indicate pump
failures and flow rate fluctuations [56].

4. Conclusion

We have demonstrated that simple, low-cost semiconductor-
based instruments can provide reliable long-term measurement
of atmospheric ozone, with performance that is close to that of
reference analysers. Common failure modes for the devices
have been elucidated and methods for detection of these
failures using signals available from the sensors themselves
have been described. Since the sensor, air pump and inlet
filters are all contained in a small, replaceable housing which
also holds sensor control electronics and the linearization and
calibration information specific to that particular sensor, most
maintenance simply comprises a change of this housing when
a sensor, pump or filter failure is indicated. Maintenance costs
are thereby also minimized. These instruments enable the
economical construction and operation of ozone monitoring
networks of accuracy, time resolution and spatial density
sufficient to resolve the local gradients that are characteristic
of urban air pollution.
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