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Abstract
Structural biology elucidates atomic structures of macromolecules such as proteins, DNA, RNA,
and their complexes to understand the basic mechanisms of their functions. Among proteins that
pose the most difficult problems to current efforts are those which have several large domains
connected by long, flexible polypeptide segments. Although abundant and critically important in
biological cells, such proteins have proven intractable by conventional techniques. This gap has
recently led to the advancement of hybrid methods that use state-of-the-art computational tools to
combine complementary data from various high- and low-resolution experiments. In this review,
we briefly discuss the individual experimental techniques to illustrate their strengths and
limitations, and then focus on the use of hybrid methods in structural biology. We describe how
representative structures of dynamic multi-protein complexes are obtained utilizing the EROS
hybrid method that we have co-developed.
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(Some figures may appear in colour only in the online journal)

1. Introduction

Proteins are directly involved in practically all functions of
biological cells, including transcription and translation of
the genetic code, metabolism, signaling, transport and cell
shaping. In fact, most events taking place in biological cells are
either directly performed, regulated or catalyzed by proteins.
This concerns the central dogma of molecular biology: DNA
replication, DNA to RNA transcription, and translation of
the genetic code from RNA into proteins. Proteins called
transcription factors regulate DNA transcription. Other
proteins such as protein kinases regulate transcription factors,
and together with other signaling proteins comprise intricate
self-regulating networks in living cells. Some proteins are
metabolic enzymes that utilize various nutrients to produce
energy, which is used to sustain vital processes in the
cells. Other proteins mediate signal transduction, i.e., they
control chains of biochemical events that allow the cell to
respond to changes in its environment. A classic example is
the production of second messengers (intracellular signaling

molecules such as cyclic AMP) in response to extracellular
stimuli (such as hormones or neurotransmitters). In addition,
cells use proteins as construction material. The cytoskeleton—
the cellular scaffolding present in every cell—consists entirely
of proteins. Proteins also serve as pumps and channels in
various cellular membranes. In these membranes, the weight
ratio of lipids to proteins can even reach 1 : 1.

Proteins orchestrate the overwhelming majority of
functions in any organism. With the pioneering work of
John Kendrew and Max Perutz (Nobel Prize in Chemistry in
1962 for determining the first atomic structures of proteins
using x-ray crystallography) it became evident that proteins
are folded into appropriate native structures to perform their
functions. Several decades later it appeared that this dogma is
not true in general as some proteins are intrinsically disordered.
Determination of the atomic structure of a macromolecule can
often lead to the understanding of how the given molecule
performs its biological functions. The canonical example
is the structure of the DNA double helix, which explained
the mechanism of DNA replication. The ever-increasing
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demand for bio-molecular structures led to the establishment
of structural biology in 1950s and 1960s. Structural biology
elucidates structures of bio-molecules such as proteins, nucleic
acids, and their complexes to understand the mechanism of
their function at atomic detail. Among the most striking
of recent successes are the structures of G-protein coupled
receptors [1, 2] that explain how signal transduction across
the plasma membrane occurs, and how hormones and opiates
act on their targets. Other prominent examples include the
structures of entire viruses, such as the human pathogen
Enterovirus 71, which help to explain the mechanism of
infection and provide the basis for rational drug design [3]. A
leading example of rational drug design is the work of Balbas
and colleagues [4]. Here, molecular dynamics simulations
provided the rationale for a focused chemical screen that
identified compounds suppressing the growth of drug resistant
prostate cancer cells. It is expected that rational drug design
will become increasingly important in medicine [5].

Structural biology originated from x-ray crystallography.
Today, a much broader spectrum of methods are exploited,
as often problems cannot be solved by x-ray crystallography
alone. Notable examples are intrinsically disordered proteins
(IDPs) and multi-domain proteins in which individual domains
are connected with long flexible linkers. In addition
to x-ray crystallography, contemporary structural biology
commonly uses such methods as nuclear magnetic resonance
(NMR), cryo-electron microscopy (cryoEM), small angle x-
ray scattering (SAXS), Förster resonance energy transfer
(FRET), and electron paramagnetic resonance (EPR). These
methods have similarly originated from condensed matter
physics and have been gradually adapted to the needs of
structural biology. In this review, we will discuss these
individual methods only briefly and in the context of their
strengths and weaknesses, as excellent textbooks and reviews
are already available [6]. In particular, we will not discuss
any of their physical principles and instead only describe
their principal usage in contemporary structural biology. We
will set up these techniques as a means to focus on hybrid
methods that result from combining the plethora of available
structural biology methods. Such hybrid methods are being
rapidly developed [7–9] in an attempt to characterize large,
dynamic protein complexes that have it all: many well-
structured domains, long flexible linkers, and disordered
segments that can adopt a unique structure only upon a
biologically significant event such as complex formation. This
molecular arrangement is often present in protein complexes
that facilitate intracellular trafficking, such as the ESCRT or
BLOC complexes [10, 11].

2. High-resolution methods: x-ray crystallography
and NMR

X-ray crystallography and nuclear magnetic resonance (NMR)
are considered the ‘bread and butter’ of structural biology as
they provide elaborate atomic models of biomacromolecules.
Recently, also cryo-electron microscopy (cryoEM) has been
used to derive atomic models [12]. Here, however, the
macromolecular systems of interest typically must have

specific properties such as high symmetry to achieve atomic
resolution, which makes the icosahedral viruses an ideal
system for cryoEM studies [13]. Only very recently,
due to technical advancements such as the introduction of
direct detection device imaging cameras, have non-symmetric
macromolecules been probed to atomic resolution in cryoEM
experiments [14]. An excellent brief review of recent
developments in cryoEM is provided in [15].

The experimental pipelines for x-ray crystallography and
NMR are similar in the sense that pure and homogeneous
protein samples are required, and that analysis of experimental
data permits to solve protein structures with atomic resolution.
Therefore, we will describe the crystallographic pipeline (see
figure 1) and then clarify the differences in the protein NMR
pipeline. First, the protein of interest has to be prepared in
sufficient amount (usually a few milligrams suffice) and in
high purity. Recombinant proteins are used almost exclusively.
Genes are cloned into suitable plasmids and the proteins
are usually obtained by over-expression in E. coli, yeast,
insect or mammalian cells. Even though protein purification
may be difficult and tedious in some cases, usually routine
biochemical methods are sufficient. In the early days, the
bottleneck in bio-molecular crystallography was data analysis
and structure determination; today, the growth of crystals is the
major obstacle in protein crystallography. A protein solution
is mixed with a precipitant and the mixture drop is left to
equilibrate—usually by vapor diffusion. With the introduction
of protein crystallization robots, screening of thousands of
crystal conditions has become commonly accessible. Once
the crystals are obtained, diffraction data are collected either
at a home source of x-rays or, more commonly, using a
synchrotron source. The phase problem of molecular x-
ray crystallography can be solved by incorporating a heavy
element (crystal soaking by heavy elements, or the use of
selenomethionine) or by applying molecular replacement, a
technique that is been used with increased frequency. In
the latter method, the initial phases are ‘guessed’, based on
the atomic structure of a similar macromolecule. Analysis
of the diffraction data usually requires just a few clicks in
a crystallographic program package on a personal computer,
with the exception of difficult cases: high non-crystallographic
symmetry, poor diffraction profiles, radiation damage, high
mosaicity, low resolution. For more details, excellent books
can be consulted [16, 17].

Protein NMR, founded on totally different physical
principles than x-ray crystallography, is also commonly used
to solve atomic structures of proteins. The main difference
is that x-ray crystallography requires protein crystals whereas
protein NMR experiments are performed in solution but require
labeled proteins. For NMR measurements the protein of
interest must be labeled by stable isotopes (usually 13C and
15N), which can be challenging in the case of insect or
mammalian expression system. The protein must be stable
at the time of NMR measurement—which can last up two
weeks—and must be relatively small (40–50 kDa usually),
although gradual progress is being made toward measurements
of ever larger proteins (reviewed in [18]). Here, the major
obstacle is that the slow tumbling of large proteins in solution
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Figure 1. Protein crystallography pipeline. (1) Cloning—the gene
coding the protein of interest is cloned in the expression plasmid for
a selected organism. The bacteria Escherichia coli is used most
often but for ‘difficult targets’ the use of insect or mammalian cells
might be necessary. (2) Protein expression—the expression plasmid
is transferred in the E. coli cells. The resulting genetically modified
E. coli cells harbor (besides its own genomic DNA) the expression
plasmids. (3) Lysis and protein purification—after the protein is
expressed, the bacterial cells are lysed (broken down) and the
protein is purified using several rounds of chromatographic
techniques. (4) Crystallization trials—depicted is the most popular
hanging drop method. In this setup the protein solution is mixed
with the reservoir solution, and the drop equilibrates by diffusion
against the reservoir solution. The concentration of the protein
increases in time to the point where crystals might be obtained. (5)
Protein crystals—usually several hundreds of different reservoir
solutions are screened for the ability to induce crystallization.
Shown is a 400 nl drop containing protein crystals. (6) Diffraction
experiment—shown is a diffraction pattern of a protein crystal that
was measured in a synchrotron facility. (7) Structure solving and
refinement—structure of a lipid kinase solved by exactly this
pipeline recently in our laboratory [84].

leads to a fast decay of the NMR signal. The recorded spectra
are analyzed and the atomic model is built using specialized
software, in a similar but usually more time-consuming way
as in the case of protein crystallography. Details can be found
in [19].

3. Limitations of x-ray crystallography and NMR

The necessary condition for the formation of diffracting
crystals is self-organization of macromolecules into identical,
repeating asymmetric units. As a consequence, practically all
macromolecules in the crystal—or sets of macromolecules,
if there is more than one macromolecule in the asymmetric
unit—must adopt the same conformation (i.e. structural
arrangement). This represents a problem because proteins
must be able to change their conformations to fulfill their
respective physiological functions. Usually, a particular
protein conformation corresponds to a local free-energy
minimum that is deep enough to form a stable conformation
in the crystal. In more difficult cases, it may be necessary
to stabilize a single conformation with stabilizing mutations,
small molecule inhibitors, antibodies, or a combination of
these. However, if the protein of interest is flexible—i.e.
its free-energy landscape is rough, with many local minima
separated by small barriers—it cannot be crystallized and other
methods of structural biology must be used. For proteins with
molecular weights below ∼100 kDa, the method of choice is
solution NMR, which can yield structural ensembles and, thus,
deal with molecular flexibility. For larger systems, however,
hybrid methods must be used.

Not all proteins at physiological conditions are folded
into functional three-dimensional native structures. Indeed,
intrinsically disordered proteins (IDPs) resemble a flexible
polymer chain and fold only under particular circumstances,
for example, when they bind specifically to another bio-
molecule [20, 21]. Since IDPs are usually rather small, they
are directly accessible to solution NMR measurements [22].
Another promising technique to explore their conformations
is the use of advanced computational tools such as molecular
dynamics simulations restrained by SAXS data [23, 24]. For
more details, excellent reviews can be consulted [20, 21].

Many protein complexes that are currently in the focus
of structural biology are neither completely folded into
stable structures nor intrinsically disordered. For instance,
a common architecture among protein complexes involved
in intracellular trafficking is several well-folded domains
connected with long flexible linkers that behave individually
like IDPs, as in Endosomal Sorting Complexes Required for
Transport (ESCRTs) [25, 26], Biogenesis of Lysosome-related
Organelles Complexes (BLOCs) [11, 27] or Autophagy-
related Genes (ATGs) [28]. It is usually extremely difficult
to derive atomic models for such protein complexes: they
are not directly accessible to x-ray crystallography due to the
presence of highly disordered and dynamic segments (although
their separate domains can be crystallized); they are also
not accessible to solution NMR due to their large molecular
weights, usually between 100 to 300 kDa—well beyond the
capacity of contemporary NMR techniques; and their inherent
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flexibility and the lack of symmetries make them practically
inaccessible to cryoEM, although some progress has been
made recently [29]. Therefore, to elucidate representative
conformations of such protein complexes, various low-
resolution methods as well as combinations of low- and high-
resolution methods must be employed [30–32]. In the sections
below, we will discuss SAXS and selected spectroscopy
methods that are based on site-directed labeling, and how
they can be combined with high-resolution methods to derive
atomic models.

4. SAXS

As discussed above, the high-resolution methods of structural
biology have certain shortcomings: x-ray crystallography is
optimally suited for well-folded proteins and tightly bound
bio-molecular complexes whereas solution NMR is limited
to moderate molecular sizes. SAXS offers a promising
alternative for the structural characterization of proteins and
bio-molecular complexes in solution. It is commonly regarded
as a low-resolution method. In fact, the resolution of the SAXS
method is inherently limited as an intricate three-dimensional
molecular structure is reduced to a one-dimensional intensity
profile (unlike x-ray crystallography data, the SAXS signal
is spherically averaged). Despite the resulting loss in
information, careful analysis and interpretation of the SAXS
intensity profile can lead to deep insights into structure-
function relationships [33, 34].

Sample preparation for SAXS experiments is practically
identical as in the pipeline of bio-molecular crystallography
up to the stage of crystal growth (i.e. pure and monodisperse
sample), which makes the SAXS method particularly well
suited to supplement crystallographic studies. In fact, unlike
x-ray crystallography (which relies on a crystalline order
to produce diffraction patterns), SAXS experiments always
provide scattering data because macromolecules always scatter
in solution. Furthermore, the SAXS signal does not broaden
or attenuate when applied to dynamic or flexible systems.
Unlike solution NMR techniques, SAXS is not limited by the
molecular size. SAXS is therefore a robust technique that can
be applied to a wide variety of solution conditions, molecular
concentrations and temperatures. As such, SAXS is often used
to characterize shapes and dimensions of proteins in solution
[33, 34]. A standard approach is to use the scattering intensity
profile to determine the pair−distance distribution function
and the corresponding molecular envelope [35–37]. Such
molecular envelopes provide informative visual interpretation
of the observed SAXS data. However, when supplemented
with some other structural information, SAXS data can be used
much more efficiently. For example, SAXS can be used to
determine structures of protein complexes if atomic structures
of the constituent proteins are known. To achieve this goal with
optimal accuracy, structural models of the protein complexes
should be fitted directly to the experimental SAXS data;
simply placing atomic models of the proteins into a molecular
envelope does not fully use the structural information encoded
in the scattering intensity profile.

The most widely distributed program for computing
SAXS intensity, I (q), from atomistic models is CRYSOL [38].
Its direct application is to verify whether a particular crystal
structure can faithfully represent the protein thermodynamic
state in solution. CRYSOL-related software such as SASREF
and CORAL [37, 39] are routinely used to determine the
correct oligomeric state of protein complexes. This goal is
typically achieved by selecting an optimal model out of a
pool of models generated by rigid-body docking. Structure
refinement based solely on SAXS data is rare and challenging.
However, reconciling the solution and crystal states can be
achieved with the help of normal mode analysis [40]. Also
here, SAXS data are often used as a filter to identify the correct
atomistic model. An alternative approach is to integrate the
model−data discrepancy as a pseudo-potential function into
the model refinement procedure [41, 42].

A clear advantage to using SAXS data in molecular
modeling is that SAXS experiments are performed in aqueous
environments and, thus, provide information about the
thermodynamic state of molecules in solution. On the other
hand, the SAXS intensity profile must be taken as a difference
in signals between the sample and the corresponding buffer,
which may lead to significant systematic errors if the signal
subtraction is inadequate. Also, the hydration shell on the
protein surface must be considered in SAXS modeling. We
note that different programs for computing SAXS intensity
profiles from atomic models (such as CRYSOL [38], FoXS
[43], AXES [44], AquaSAXS [45] and SASTBX [46]) differ
in how they treat the hydration shell, which puts additional
uncertainty on SAXS-derived models.

Many proteins that are currently under the focus in mole-
cular biology are flexible to some degree. Aforementioned
examples are IDPs and multi-domain proteins with flexible
segments. Identifying flexibility from SAXS data is often
deduced from the Kratky plot (i.e. the plot of q2I (q) as a
function of the momentum transfer q, see the left-hand panels
of figure 2). Convergence of the Kratky plot at high q suggests
compaction, whereas a hyperbolic shape suggests flexibility
(compare the upper and lower panels on the left-hand side of
figure 2). The hyperbolic feature is a trademark of random coils
and IDPs. However, the Kratky interpretation may be difficult
to assess if the SAXS data are noisy or truncated. Recently,
Rabmo and colleagues introduced the use of the Porod−Debye
law (analysis of q4I (q) versus q4 at intermediate q-values, see
the right-hand panels of figure 2) as a more robust approach
to distinguish between rigid and flexible systems [47]. In
addition, molecular flexibility can be presumed if SAXS data
cannot be explained with a single model, suggesting that
an ensemble of models may be required to account for the
experimental data [25, 48]. We note that in addition to the
analysis of SAXS data, it is critical to evaluate molecular
flexibility using biochemical or biophysical methods such as
limited proteolysis or hydrogen/deuterium exchange.

Flexible protein systems require ensemble-modeling
strategies that attempt to use multiple structural models to
fit experimental data. There might also be situations in
which the thermodynamic state of macromolecules in solution
consists of several distinct, compact conformations comprising
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Figure 2. SAXS data of lysozyme (upper panels) and ESCRT-II complex (lower panels) in the Kratky (left-hand panels) and Porod–Debye
(right-hand panels) representations. Lysozyme is a compact protein with a unique native structure whereas ESCRT-II is a multi-domain
protein complex containing a number of disordered segments and flexible loops. The flexibility in the ESCRT-II proteins can be deduced
both from the Kratky plot at q > 0.3 Å−1 and from the Porod–Debye plot at q ≈ 0.1 Å−1, see main text. The lysozyme SAXS data are
provided as an example in the CRYSOL package [38]. The ESCRT-II SAXS data are taken from our recent work [52].

a ‘nonflexible ensemble’. Examples are transient complexes
that have been observed in weakly interacting proteins [49].
Several SAXS-based approaches for modeling structural
ensembles have been developed, including the ensemble
optimization method (EOM) [30], the SAXS module in the
integrative modeling platform [50], the minimal ensemble
search [51], and the ensemble refinement of the SAXS (EROS)
method [8]. All these approaches require a large pool of
protein conformations as an input. The conformation pool can
be created based on steric exclusion [30], high-temperature
molecular dynamic simulations [51], statistical potentials for
protein binding [8, 50], or topology-based Go-type models
[31]. After the pool has been generated, heuristic algorithms
are usually employed to determine which combination of
conformations best fits the SAXS data. In contrast, the EROS
method uses a different strategy in which the pool of simulation
structures is only gently reweighed to improve the agreement
with the SAXS data. To refine the simulation ensemble in a
controlled way, and to prevent data over-fitting, the maximum-
entropy method is used. The EROS method has been further
developed to combine SAXS with spectroscopy experiments
based on site-directed labeling [25, 52].

5. Spectroscopy methods based on site-directed
labeling

Contemporary structural biology uses two distinct spec-
troscopy methods that rely on site-directed labeling: Förster
resonance energy transfer (FRET), and electron paramagnetic
resonance (EPR). The physical principles of these techniques

are different, and yet their usage in structural biology is simi-
lar. Both FRET and EPR spectra can provide useful informa-
tion on a variety of properties, including rotational and vibra-
tional degrees of freedom, micro-environment of the labels,
their dynamics and many others [53–55]. However, their pri-
mary application in structural biology exploits their common
feature—that both methods can be used to obtain information
about inter-label distances. In one case, distances between
molecular electrical dipoles, and in the other, between unpaired
electrons. A set of such distances provides structural informa-
tion. In fact, if the set of distances is large enough, e.g. 40
distances for a small protein domain, one can even solve the
structure of the domain, not unlike in protein NMR. Indeed,
there are recent cases where protein structures have been solved
using only FRET or EPR [56–59]. But much more often these
techniques are used to monitor protein folding [60, 61], pro-
tein conformational changes [62], formation of bio-molecular
complexes [63, 64], or to help elucidate the representative con-
formations of flexible protein assemblies [25, 52, 65]; more
details can be found in recent excellent reviews [66, 67].

However, before using these spectroscopy methods, the
macromolecules of interest have to be labeled at specific sites to
permit structural interpretation of the spectroscopic data. The
reactive amino groups present in lysine, arginine, asparagine or
glutamine residues could be used for the purpose of molecular
labeling, however, these four amino acids are too abundant
even in small proteins. Instead, labels are attached to cysteines,
which are the only amino acids possessing the reactive thiol
group. In the case of proteins that have multiple surface-
exposed cysteine residues, the cysteines are replaced (‘mutated
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Figure 3. Site-directed labeling of proteins. (a) Spin labels (MTSL) are attached to two separate domains of a protein. Here, the spin labels
are shown in the stick representation. The protein domains are shown in gray and red. DEER can be used to determine the distribution of
distances between the active sites in the spin labels. The MTSL labels are attached to surface-exposed cysteine residues via disulfide bonds.
(b) Fluorescence labels (Alexa448 and Alexa594) are attached to different domains of a protein complex. The fluorescence labels are shown
in the stick representation. Note that the linkers of the fluorescence labels are much longer than the MTSL linkers shown in (a). The protein
complex is shown in the cartoon representation, each protein in a different color. FRET can be used to determine distances between the
active sites in the fluorescence labels. Thiol click chemistry is used to attach the fluorescence labels to cysteine residues on the surface of the
protein complex.

out’) by chemically similar non-reactive amino acid residues
like serine or alanine. Such mutations are implemented using
standard methods of modern molecular biology: the DNA
encoding the protein of interest is changed and subsequently
the modified protein is expressed. Unique pairs of cysteine
residues can be placed in almost any desired place on the
protein surface (e.g. close to a binding site), and thiol click
chemistry or disulfide bond formation might be used to attach
fluorescent or spin labels to them (see figure 3). For the
EPR method, the commercially available small paramagnetic
MTSL label (see figure 3(a)) is almost exclusively used and
attached to cysteine residues via disulfide bonds. In the
case of many commercially available fluorescent labels (see
figure 3(b)), click chemistry based on reaction between a
maleimide group with the cysteine thiol is usually used [68].
The advantage is that the resulting bond is stable in reducing
environments unlike disulfide bonds. On the other hand, the
fluorescence label linker is much longer than the MTSL linker
(compare the structures of the fluorescence and spin labels
shown in figure 3), which usually does not pose a problem as
FRET is used to measure larger distances, practically up to two
Förster radii, which for some dye pairs might be up to 200 Å.

An inherent difficulty in FRET experiments is that
two different dyes (donor and acceptor) must be used.
To achieve a good signal-to-noise ratio, often a stochastic
labeling approach is sufficient: The bio-molecule of
interest is labeled by a small amount of donor and a
large amount of acceptor, which, due to the binomial
distribution, leads to many acceptor–acceptor labeled bio-
molecules (that are ‘invisible’ in FRET measurements),
some amount of the desired donor–acceptor labeled bio-
molecules and only a small number of donor–donor

labeled bio-molecules. The signal arising from donor–
donor labeled bio-molecules may be more or less subtracted.

In general, there are two categories of FRET experiments.
Bulk FRET provides information only about the average
inter-label distance but can be performed in relatively high
concentrations, which is important for experiments on transient
protein complexes with micromolar dissociation constants.
Single molecule FRET (smFRET) also provides information
about variations in inter-label distances but requires that only
one molecule is measured at a time. This requirement can
be achieved by using very low concentrations of labeled
molecules and minimizing the volume in which measurements
are performed (confocal microscopes). Alternatively, methods
to isolate single molecules to a microscope field of view are
utilized. For example, the tethering of DNA to a coverslip
has been utilized to specifically observe the dynamics and
structural basis of protein−DNA interactions by microscopy
[69]. The outcome of a smFRET experiment is a histogram
depicting molecular states or conformations. The simplest
analysis is by Gaussian fitting, but more reliable methods have
been developed, including direct comparison with molecular
dynamics simulations [70–72].

A pulsed EPR experiment that can provide information
about distances between spin labels is the double electron-
electron resonance (DEER) experiment. Depending on the
experimental setup and protein concentration (generally, the
higher concentrations the better), the method is sensitive
to up to 50 Å but with some modification it can be used
to measure distances even up to 80 or 90 Å [73]. DEER
and FRET data are similar in that the inter-label distance
distributions can be deduced from both. One inherent difficulty
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Table 1. Summary of the structural biology methods discussed in this review article.

Method Requirements and Limitations Advantages

X-ray crystallography – x-ray source
– well-ordered proteins that form crystals
– flexible proteins cannot be resolved
– ‘phase problem’

– accurate atomic structures
– versatile method; applicable to systems ranging from

small domains to huge protein assemblies
– easy model building with user-friendly open source software
– commonly accessible synchrotron facilities

Protein NMR – expensive NMR spectrometers
– 13C and 15N labeled proteins
–limited to small and medium size proteins
– resonance assignment and model building

is often not straightforward

– provides high-resolution models of proteins in solution
– no need for protein crystals
– applicable to ‘flexible macromolecules’ such as IDPs
– can provide information about protein dynamics

cryoEM – very expensive electron microscopes
– limited to large proteins and protein assemblies
– state-of-the-art algorithms for image analysis

are computationally very demanding

– suitable for analysis of large protein assemblies that
are difficult for other methods

– very small amount of sample needed
– no need for protein crystals
– exploits internal symmetries of protein systems such

as virus capsids

SAXS – x-ray source
– spherically averaged scattering signal

implies low-resolution
– cannot be used to derive atomic structures

– simple sample preparation (unlabeled proteins in solution)
– high-throughput screening potential
– fast data analysis
– beautifully complements x-ray, NMR and other methods
– many synchrotron facilities have dedicated bio-SAXS

beamlines

FRET and DEER – proteins labeled with fluorescent or
paramagnetic probes

– usually mutants with cysteine residues
at desired places must be prepared

– difficult to use to derive atomic structures

– direct observation of flexibility and/or of conformational
changes

– no limitations on protein size
– applicable to membrane proteins
– single-molecule FRET experiments require extremely

small amounts of protein sample

in the DEER method, similarly as in SAXS, is that incorrect
background subtraction may lead to wrong interpretation of the
data. Another issue arises when deriving inter-label distance
distribution from the dipolar evolution function. A Gaussian
distance distribution is often assumed but a much more
reliable approach is modeling based on MTSL conformation
library [74].

Both FRET and EPR have certain limitations and
disadvantages but nevertheless these are powerful techniques
in modern structural biology. When combined with SAXS
and/or high-resolution methods, into hybrid methods, FRET
and EPR become critically important tools.

6. Hybrid methods

All methods of structural biology have limited scope and
applicability, as summarized in table 1. In difficult cases,
none of these methods can provide the desired bio-molecule
structures. However, if two or more of them are combined, they
can often supplement each other to produce accurate models
of bio-molecules and their assemblies. For example, cryoEM-
derived maps have been used in protein crystallography as
search models for molecular replacement to obtain atomic
models [75, 76]. As already discussed in section 4, protein
crystallography is increasingly complemented by SAXS to
determine structures of multi-domain proteins and protein
complexes [7, 28, 77]. Hybrid methods combining NMR with
SAXS can be used to refine high-resolution structures of
proteins in aqueous environments [42]. The latter method

is particularly powerful because NMR and SAXS provide
complementary information: NMR data impose constrains on
distances (NOE) or dihedral angles (J-coupling) while SAXS
data provide information on the overall size and shape of
the macromolecule. Solution NMR and SAXS can also be
combined to determine conformations of dynamic protein
complexes with flexible linkers [78]. In the latter approach,
chemical shift perturbations provide information about the
binding modes, and SAXS helps to position the constituent
proteins relative to each other.

Particularly powerful hybrid methods in determining
conformations of large, dynamic, multi-protein complexes are
those which combine x-ray crystallography or NMR (which
provide high resolution structures of individual domains)
with SAXS (which gives information on the global size
and shape of the molecular assembly) with DEER or FRET
(which impose local restrains on distances between selected
sites). In fact, with the help of methods like EROS,
data from x-ray crystallography, NMR, SAXS, DEER and
FRET experiments can be combined and used together to
obtain detailed representations of the structures and motions
in systems ranging from the ESCRT membrane-protein
trafficking system [25, 52] to protein kinases in dynamic
complexes with phosphatases [48, 78].

We now illustrate how hybrid structures are obtained in
the EROS method that we co-developed (see figure 4). The
EROS method proceeds in two steps: first, a coarse-grained
model for protein binding is used to simulate the protein system
under study and, in this way, an initial ensemble of protein
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Figure 4. Ensemble refinement procedures. Structures of individual domains of a multi-protein complex are used as input for molecular
simulations. The resulting conformations of the protein complex are clustered according to their structure similarity. The clusters are next
reweighted to minimize a target function. The resulting ensemble of conformations fits experimental data (SAXS, DEER and/or FRET).
Representative conformations of the protein complex can be inspected visually for possible interpretation.

configurations is generated. Second, the simulation ensemble
is refined to improve agreement with experimental data.
Within the framework of our coarse-grained model, folded
protein domains are represented as rigid bodies (based on
their atomic structures) whereas disordered loops and flexible
linkers connecting the domains are represented as chains of
amino acid beads with appropriate stretching, bending, and
torsion-angle potentials [79]. The interactions between the
domains are described at the residue level with statistical
amino-acid-dependent potentials and Debye–Hückel-type
electrostatics. By changing the Debye length, which controls
the range of the effective electrostatic interactions in the
simulations, different buffer ionic strengths can be captured.
The transferable energy function used in the EROS simulations
has been shown to correctly predict structures and binding
affinities of protein complexes [79]. This result indicates
that our simulation model properly samples the relevant
conformational space of protein complexes.

The protein configurations generated in the simulations
are next segregated into clusters based on their structure
similarity, and statistical weights are assigned to the clusters.
Before any refinement, these statistical weights are simply
proportional to cluster populations. The computed, ensemble-
averaged quantities such as SAXS intensity profiles, EPR
dipolar evolution functions and FRET efficiency histograms,
which should be compared directly to experimental data, are
functions of the cluster weights. In the course of the ensemble
refinement, the relative weights of the clusters are varied to
improve agreement with experimental data. To prevent data
over-fitting, a minimum entropy method is used. This method
is based on minimization of a pseudo-potential function that
consists of a model−data discrepancy function and a cross-
entropy term that quantifies how different the refined ensemble
is from the original simulation ensemble. Minimizing this

pseudo-potential function leads usually to gentle reweighting
of the clusters only, which reflects our confidence in both
experiments and simulations.

Another way of refining the simulation ensemble is the
minimum ensemble method that selects the smallest possible
set of structure clusters that accounts for experimental data.
The advantage of this method is that it usually produces only
a small set of representative structures that can be easily
inspected visually. However, by discarding a significant
portion of the simulation ensemble, the minimum ensemble
method does not fully exploit the predictive power of molecular
simulations.

In principle, the structural ensemble can be fitted either
to raw experimental data or to commensurate quantities
such as SAXS-derived pair−distance distribution function or
DEER-derived inter-label distance distribution. However, to
avoid introducing any regularization-dependent artifacts into
the ensemble refinement, the simulation structures are fitted
directly to experimental data in the EROS method. We also
note that a sensible practice is to cross-validate the structural
ensemble with independent datasets excluded from refinement.

All methods of structure determination require molecular
modeling. Determination of protein structures from NMR
or crystallographic data certainly requires all-atom modeling.
Coarse-grained approaches are sufficient to structurally
interpret SAXS data because of a relatively low resolution
of the SAXS method (usually far below the size of single
amino acids). For the spectroscopy methods based on
site-directed labeling of proteins, atom-level modeling of
the labels is crucial to correctly interpret the experimental
spectra. Since the EROS method has been developed to study
large multi-domain protein complexes that can undergo vast
conformational fluctuations, it uses efficient coarse-grained
simulations to sample physical configurations of the proteins.
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However, all-atom structures of the spin and fluorescence
labels are used in the ensemble refinement procedure to
compare the simulation output to DEER and FRET data,
respectively.

7. Summary and outlook

Among the proteins that are most difficult to characterize
structurally are those which have several large, well-folded
domains connected with long flexible linkers. Although
abundant and critically important in cell physiology, such
proteins have been intractable by regular methods of structural
biology. In fact, their large size coupled with the flexibility of
the linkers mean there is currently no single technique that can
provide information on the overall structure. However, several
distinct techniques—protein crystallography, NMR, SAXS,
EPR, FRET—combined together with the help of advanced
computational tools can resolve the dominant conformations
of the large, flexible protein assemblies.

Among the first multi-domain, flexible protein complexes
characterized by the hybrid methods were the ESCRT
complexes. We expect that analogous hybrid methods will
be applied to such flexible protein systems as BLOC and ATG
complexes in the near future. Application of hybrid methods
in structural biology should be preceded by the appropriate
development of suitable open-source software with a user-
friendly interface. In fact, advanced software for structure
determination and refinement is indispensible in the fields of
protein crystallography [80], NMR [81], SAXS [37] and—
perhaps to less extent—DEER [74] and FRET [59]. The
development of user-friendly computer programs for ensemble
refinement with multiple datasets would be a considerable
service to the structural biology community.

We expect that a pivotal direction in structural biology will
be in the development of new methods to study conformations
of membrane-bound and transmembrane proteins. Significant
results were obtained using smFRET in combination with
molecular dynamics simulations [82]. However, small angle
neutron scattering (SANS) might become as a powerful
tool to study membrane proteins as SAXS is for soluble
proteins. The inherent advantage of SANS is that under
appropriate conditions lipids scatter neutrons differently than
proteins do [83]. This feature may permit comparison of
solution and membrane-bound states of membrane binding
proteins, or direct observation of different conformations of
transmembrane proteins (e.g. a transmembrane receptor with
and without its ligand).
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