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SPECTROSCOPIC DETERMINATION OF IMPURITY 
INFLUX FROM LOCALIZED SURFACES 
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JET Joint Undertaking, Abingdon, Oxon OX14 3EA, U.K. 

(Receioed 24 January 1989 ; and in reoisedform 13 June 1989) 

Abstract-The flux of impurity atoms into plasmas from limiting surfaces is considered. It is shown how 
the flux of an impurity released from a surface can be derived from spectroscopic measurements along a 
line-of-sight directed at  the surface. A theoretical atomic level population model is developed to obtain 
the “ionization per emitted photon” quantities which link the spectroscopic measurement to the flux. 
Metastable states and finite density plasma effects are taken into account and observations at visible 
wavelengths are emphasized. Detailed studies and calculations are performed for C+’,  C+ ’, O+’, O+’, Cr, 
Cr+ I ,  Fe, Fe+ I ,  Ni and Ni+ I .  Tabulations and graphs of relevant quantities are provided. The application 
of the theory to impurity influxes in the JET Tokamak is described. 

1. I N T R O D U C T I O N  
IN FUSION PLASMAS, ions of the commonly occurring impurity elements such as carbon, 
oxygen, chromium, iron and nickel can radiate strongly in virtually all temperature 
and density environments and excitation conditions. All these environments and the 
behaviour of impurities in them are therefore accessible to study spectroscopically. 
For contained thermonuclear fusion devices such as JET, two environments are of 
special importance, namely the near equilibrium, high temperature central plasma 
and the low temperature highly non-equilibrium edge plasma. In the latter, the plasma 
approaches and interacts significantly with its bounding walls and limiters. The 
material inflow under this interaction is an important parameter. This paper is con- 
cerned with spectroscopic measurements of the impurity composition of this material 
inflow and the quantifying of the inward fluxes. 

The broad picture is fairly simple. The principal influxes occur from sputtering of 
surfaces which the piasma contacts. In JET these are limiters, inner wall protection 
tiles and radio frequency antennae protection plates. The plasma in the immediate 
vicinity of such a surface has electron thermal energy large compared with the ion- 
ization potentials of atoms leaving the surface. Ionization of the impurity atoms 
therefore occurs very rapidly through several ionization stages before the atom has 
diffused significantly into the plasma volume. In the course of this ionization, each 
ionization stage radiates and this can be measured spectroscopically along a line-of- 
sight directed at the sputtering surface. Atoms in higher ionization stages penetrate 
further into the plasma and disperse as they are entrained in the motion of the plasma 
as a whole. The low stages of ionization tend to be well localized and the higher stages 
less so. Measurements of the radiation from low stages of impurities can therefore be 
converted fairly easily into fluxes of impurities from the surfaces. Because the localized 
radiation is from low stages of ionization, suitable spectrum lines for observation 
generally fall in visible and quartz U.V. spectral regions. This is of observational 
convenience and is emphazised in this paper. 

Theoretical analysis relates line-of-sight integrals of spectral line emission to ion- 
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ization stage abundances and then to impurity fluxes. A complication is added by the 
highly ionizing conditions. Most impurity ionization stages of interest have low lying 
metastable levels which are significantly populated as well as the ground level in the 
inflowing material. The relaxation time of metastable populations to equilibrium with 
the associated ground population at the plasma electron temperature is of the order 
of or larger than the ionization time. The metastable populations are therefore not 
uniquely determined from knowledge of the ground population but dependent also 
upon how they are “born” from the previous stage. The initial distribution of meta- 
stable populations of neutral atoms on leaving a sputtering surface is not clearly 
known nor are the atomic ionization rates creating a metastable ion from a metastable 
neutral and so on. The spectroscopic measurements for fluxes must therefore make 
independent determination of metastable and ground populations. In this paper, 
where there is no ambiguity, we write “metastables” for “ground + metastables” for 
brevity. 

In Section 2, the overall theoretical diffusion model is examined in some generality. 
The atomic models required for the practical implementation of this are considered 
in Section 3. Detailed application to ions of carbon, oxygen, chromium, iron and 
nickel is described in Section 4. Tables and figures allowing application to the interpret- 
ation of arbitrary plasmas are given. Results in application to JET are given in Section 
5 and the concluding remarks are in Section 6. 

2 .  PHYSICAL M O D E L  
2.1. Fluxes 

Suppose the boundary sputtering surface is the plane [ = 0, and the spectroscopic 
line-of-sight is the -ve 5 direction. We are concerned with fluxes from the surface in 
the + ve [ direction. It is convenient to adopt a Cartesian coordinate frame. For JET, 
ionization lengths are small compared with minor section curvature so it is simplest 
to combine cylindrical effects with the lateral spreading into a single term per- 
pendicular to the [ direction. 

Consider then an impurity element A .  Denote the z-times ionized ion in the 0th 
metastable stage by A,“ and the corresponding population number density at position 
[ by n,(z,[). Let the flux of ions A;’ be r,(z,[). The impurity transport number 
balance for ions A,+’ is 

Recombination is neglected and we assume each stage is connected only with the 
adjacent stages. The sum 0’ is over metastables of stage z +  1 and the sum 0’’ is over 
metastables of stage z -  1. S, +~ ( z -  1, z )  denotes the effective ionization rate from 
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metastable a" of stage z -  1 to metastable a of stage z .  (Ep+,(z, z )  denotes the collisional- 
radiative coefficient from metastable p of stage z to metastable a of stage z. By 
definition, it is the composite effective rate coefficient taking account of collisional 
and radiative processes by both direct and indirect paths from p to a. N,  is the electron 
density. For simplicity in the equations, we have omitted positive ion collisions without 
loss of generality. It is convenient to define also 

Summing over metastables of stage z gives 

Also sum from stages z = 0 to 2 

Assume a steady state is reached and integrate from i = O+ to ca. (The integral is 
from just outside the sputtering surface.) 

If Z is chosen sufficiently small so that all the impurity ions ultimately ionize beyond 
stage Z, then C:=:=, T(z, x) = 0. Separating the flux orthogonal to the surface into 
inward (away from the surface) I?'" and outward (towards the surface) rout parts at  
the surface, 
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Z 7 

where D ( Z )  is a transverse dispersive flux loss and 2:= rout(z, 0) is a return loss to 
the surface. For low states of ionization therefore such that the lateral dispersion and 
return losses may be neglected, the inward flux along the line-of-sight up to stage Z 
from the boundary surface is related to an integral over the abundances of the 
metastables of the stage Z alone. Provided no ions emerge from the sputtering surface 
in ionization stages above Z, this is just the overall inward impurity flux T A .  That is, 

Evidently, 

is a measure of the lateral dispersion flux and return losses of stage Z+ 1. If the terms 
on the right-hand side were precisely known, then this formula could be used to give 
the lateral dispersion flux in higher ionization stages. Formula (7) may be used for 
all stages which do not experience significant dispersion and return losses. It pre- 
supposes no knowledge of the collisional radiative coefficients (Zp+,,(z, z )  coupling 
metastables of the same stage together. Also it should be noted that the total effective 
ionization rate out of a metastable 0, S,,(z, z+ 1) is much more accurately known 
than the components S,,, (2, z+ 1). 

2.2. In tensit ies 

and metastable level populations at all timescales of relevance here. 
Excited level populations of an ionization stage are relaxed relative to the ground 

2.2.1. Low density. The equilibrium is between collisional excitation and radiative 
decay. Consider excited level i of ionization stage Z and suppose this is excited only 
from the metastable level 0. 

Therefore, omitting the coordinate i in expressions 

where the As are Einstein coefficients, qs are excitation rate coefficients by electrons 
and cs are cascade corrections, the emissivity in the transition i - j  is 
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The subscript cr in 
of the metastable level cr. Substituting in (7) ,  the flux is 

indicates that this emissivity is dependent on the population 

If the plasma temperature and density are approximately constant in the vicinity of 
the ionizing shell of stage 2 then 

where 

is the line-of-sight emissivity. 
The quantities in { } brackets relate the observed line-of-sight emissivities to the 

deduced fluxes. They have the form of an (ionization rate)/(branching ratio x exci- 
tation rate), sometimes written as (S /XB)  and called the number of ionizations per 
emitted photon. 

2.2.2. High density and metastable mixing. At high density, equation (9) is incorrect 
since the equilibrium must include collisional redistribution processes amongst the 
excited levels. Also an excited level population may be dependent on more than one 
metastable level. These processes are described in general by the collisional-radiative 
matrix. The elements are 

where S, is the ionization rate coefficient. Then the excited level population equations 
become 
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so that 

The emissivity of spectral line i -+ j is then 

To solve for n u ( Z ) ,  we used a linearly independent set of lines of the same number as 
the number of metastables. Labelling these lines by the index p, then if the emissivity 
of the pth line arises from the i + j transition from n l ( 2 )  then 

or symbolically 

'yVG is non-singular so that 

and the flux becomes 

with IP = JF cP d i  in analogy with the earlier result [equation (12)]. 
Evidently even at low density, parent mixing can cause a composite contribution 

to the population of an excited level [cf. the right-hand side of equation (14)] and so 
lead to a similar form (1 S), even though only radiative terms occur in the collisional- 
radiative matrix Cki. 

2.3. Etiolution of metastable populations 
It is evident from the previous section that to derive the flux from the emission of 

an ionization stage with a certain number of significantly populated metastables, an 
equal number of spectrum lines must be measured. Only a weighted sum of the 
separate metastable abundances is used in the final total flux derivation. The com- 
ponent abundances allow comment on ionization rate coefficients from metastable to 
metastable and/or the temperature in the vicinity of the sputtering surface. We adopt 
a simplified model in which the plasma temperature and density are assumed constant 
at all relevant distances from the sputtering surface and suppose that the impurity 
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ions have a fixed velocity L; in the c direction. Neglecting lateral dispersion and using 
partitioned matrix notation, the set of equations (l) ,  for all stages up to Z,  become 

where z = N,c/v. If the electron temperature is sufficiently high, the second term 
dominates the first. Metastable populations are then “frozen” as they were created 
from the stage before. If the first term is comparable with or smaller than the second: 
excitation of a metastable of a stage from the ground state of that stage can occur. 
Domination by the first term establishes the usual statistical balance picture adopted 
in most circumstances near equilibrium. 

Let the diagonal matrix of eigenvalues be diag {A(’), . . , , ,i(m)) and the corresponding 
full matrix of eigenvectors be U. Then the population distribution at = 0 can be 
reconstructed from the observed line emissivities and the submatrices W [see equation 
(17)]. These are 

The distribution may be unrealistic if the assumed temperature is incorrect, or there 
are errors in the rate coefficients. Some consistency of the assumed parameters may 
then be pursued. The direct ionization rates ratioed to one of them and the electron 
temperature seem the logical parameters to vary to ensure an initial distribution 
resembling expectations. The primary reason for a differential variation in the ion- 
ization coefficient ratios would be incorrect assumptions about the inner sheill 
autoionization contributions. This is an important area to probe. Note that the 
solution is independent of z’ and only weakly dependent on the electron density at  
least at moderate and low densities. 

3 .  A T O M I C  MODELS 
To evaluate the quantities identified in Section 2 requires a large amount of basic 

atomic data. Much of this data is not available. It has been necessary therefore to 
make a number of supplementary ab initio calculations. In this section we outline the 
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methods used (see SUMMERS and WOOD, 1988 for further details). The impurities to 
be addressed include the light elements carbon and oxygen (ion stages C+, 7 ,  Of 
0+2) and the metals chromium, iron and nickel (ion stages Cr+', Cr+ ' ,  Fe+', Fe+' ,  
Ni fo ,  Ni"). That is, we are concerned with ionization and excitation of ions in 
ground and metastable configurations of the form 2s412p42 in the first case and of the 
form 3d414s42 in the second. The corresponding radiative transitions of importance 
are of the form 2 ~ 4 1 2 ~ ~ 2 -  ~31-2s412pq2--131' in the light elements and of the forms 
3d4~4sY2-3d4~4s42-~4p and 3d414s42-3d41- 14s424p in the metals. 

3.1, Ionization rate coeficients 
The reaction is 

where 0 denotes a metastable term of stage z and 0' a metastable term of stage z + 1. 
Let the direct electron collisional ionization rate coefficient for a Maxwellian electron 
distribution of temperature T, from a hypothetical state y of ionization potential I., 
and occupation number (number of equivalent electrons) [) be described by q(')(lY, L,). 
Simple semi-empirical formulae for ionization express this as 

where El  is the first exponential integral. o is a factor introduced to give some empirical 
improvement for very low stages of ionization, particularly neutral ionization. It 
is equal to unity for ionization from higher stages. The factor w approaches unity as 
I.,/kT, becomes small. This is the situation of relevance here. C is an overall scaling 
factor. BURGESS and CHIDICHIMO (1983) suggest C = 2.3. The LOTZ (1967) value for 
C is 2.77. Our objective is to construct partial ionization rates from ground and 
metastable terms of one ionization stage to the ground and metastable terms of the 
next ionization stage. Excitation/autoionization must be taken into account. Since the 
Maxwellian electron temperature is of the order of the ionization potentials in our 
circumstances, the threshold region of the cross-section is of relatively less importance 
for the rate coefficients. Also, the rates are likely to be less sensitive to the finite 
threshold steps of excitation/autoionization. Radiative stabilization of autoionizing 
resonances may be neglected for the low stages of ionization here. We propose 
therefore that all rate coefficients for light ions can be constructed from linear com- 
binations of the basic formula (22) with suitable choices of 5, and Z; and some 
speculation on spin and parent weighting. That is, any ionization rate So,, ( z ,  z+ 1) 
may be written as 

where the coefficients ay, l, and L, are deduced from the ionization pathways involved. 
We ignore collisional-radiative ionization via bound excited levels since the electron 



Impurity influx from localized surfaces 2067 

densities here are barely sufficient for the stepwise processes and these are further 
reduced by the large (k TJL,) value. The inherent uncertainty in the empirical formulae 
does not warrant greater elaboration. 

We illustrate the derivation of the parameters a?, cy, Z, with an example of ionization 
of a boron-like ion in the ground state 2s22p 2P leaving a residual beryllium-like ion 
either in the 2s2 'S ground state or the 2s2p 3P metastable state. Denote energies of 
the 2s2 IS ,  2s2p3P, and 2s2p 'P thresholds relative to 2s22p2P by Zl, Z2 and Z3, 
respectively. 

The ionization rate coefficient leaving the residual ion in the state 2s2 'S is 

The first term is the direct 2p loss. The second term is the 2s loss to the singlet side. 
This introduces a factor d. Singlet levels between ZI and Z3 autoionize to 2s2 'S+e with 
unit probability. Levels above Z3 radiate leading to 2s' 'S. Therefore all singlet levels 
above ZI contribute to 2s2 'S. The third term is 2s loss to the triplet side. This introduces 
a factor d. Levels between Zl and Z2 autoionize to 2s2 ' S f e  with unit probability. 

The ionization rate soefficient leaving the 2s2p 3P residual ion is 

S(2s22p2P + 2s2p 3P) = j q y 2 :  1 2 ) .  (25) 

The ionization rate coefficient for 2s22p 2P without resolution of final state is 

consistent with the prescription of BURGESS et al. (1977). 
Table l a  shows the r i ,  c, and Z, values adopted for all light ions under consideration 

here. 
For ionization of the metallic ions Cr", Fe", Ni' ', experimental cross-section 

data are available (MAN et al., 1987; MONTAGUE er al., 1984; MOKTAGUE and 
HARRISON, 1985). These "cross-beam" results indicate that the use of semi-empirical 
formulae (BURGESS and CHIDICHIMO, 1983 ; LOTZ, 1969) is unreliable leading to quite 
substantial overestimation of the cross-sections. This is with standard assignments of 
shell occupancies and thresholds. The experimental data, however, do not distinguish 
unambiguously the initial ionizing state, since the ion beams have unknown metastable 
fractions. On the other hand, it might be expected that the separate ionization cross- 
sections from ground and metastables will converge to a universal curve at reasonably 
high electron energies ( 3  2 x threshold). This is due to the strong weighting of the 
cross-section by inner shell electron ionization. We have represented the ionization 
cross-section from metastables a t  low energy by straight lines from the appropriate 
thresholds tangent to the experimental curve and at high energy by the experimental 
curve. Maxwellian-averaged rate coefficients were calculated by direct numerical quad- 
rature of the cross-sections. In view of our arbitrary treatment of the threshold region, 
we anticipate that there may be significnat errors in our rates at temperatures < 10- 
20 eV. There are no reliable experimental data for ionization of C r f o ,  Fefo ,  Ni+O. 
Comparison of the theoretical calculation of MCGUIRE (1977) with the cross-beam 
for the ions' data (see MAN et al., 1989) shows that for energies 3 50 eV, the 
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TABLE 1 a.-IONIZATION RATE COEFFICIEXT PARAMETERS 

Ion Transition 5 5 7 IJ IH 

c+ 2s22p 2P + 2s2 ' S  1 .oo 3.0 1.79209 
-0.75 2.0 2.26977 

2s22q tP --t 2s2p 'P 0.75 2.0 2.26977 

2s2p' 4P + 2s2p 3P 1 .oo 3.0 1.87762 
2s2p P + 2 s ?  IS  0.00 

c+2 2s2 ' S  + 2s2s 1 .oo 2.0 3.51944 
2s2p 3P -+ 2s2 s 1 .oo 2.0 3.04176 

O + '  2s22p3 4s .+ 2s22p2 3~ 

2s22p3 % -+ 2s'2p' IS 
2s22p3 4s + 2s2p' 

2s22p3 4S -i 2s22p2 'D 

2s22p3 2D + 2s22p2 'P 

2s22p3 2D + 2 . ~ ~ 2 ~ '  ID 

1 .oo 
-0.625 

0.00 
0.00 
0.625 
1 .oo 

- 0.357 14 
-0.04286 

0.17143 
0.35714 

-0.14286 
0.06667 

-0.02857 
0.00 
1 .oo 

-0.35714 
- 0.04286 

0.35714 

-0.02381 

-0.17143 

-0.02381 
-0.14286 

0.06667 
-0.02857 

0.00 

5.0 
2.0 

2.0 
5.0 
5.0 
5.0 
2.0 
5.0 
5 .O 
3 .O 
5.0 
2.0 

5.0 
5.0 
5.0 
2.0 
5.0 
5.0 
2.0 
5.0 
2.0 

2.58107 
3.13080 

3.13080 
2.33667 
2.52139 
2.73019 
2.88639 
2.52139 
2.73019 
2.88639 
2.73019 
2.88639 

2.2 1230 
2.39702 
2.60582 
2.76202 
2.39702 
2.60582 
2.76202 
2.60582 
2.76202 

0 + 2  2s22p23P -+ 2s22p2P 1 .oo 4.0 4.03770 
-0.40 2.0 4.69108 

2s22p: 3P -+ 2s2p2 4P 0.40 2.0 4.69108 
2s22p2 ID -+ 2s22p 2P 1 .oo 4.0 3.85297 

2s22p2 IS + 2s22p 2P 1.00 4.0 3.64418 
2s22p2 'D + 2r2p2 4P 

2s22p2 IS -i 2s2p2 4P 

0.00 

0.00 

theoretical data are usually lower, at most 40%, than the experimental (the largest 
deviation is for Cr+ ' )  but generally closer. We have chosen to use the McGuire 
calculation for Cr+', Fe+', Ni+'. We have no confident assessment of error in these 
cases, but on the basis of the above remarks anticipate some underestimation of the 
true ionization rates. The same procedure for the metastable threshold regions is used 
as for the ions. Table l b  shows the metastables and thresholds adopted for the metallic 
ions. 

3.2. Excitation rates 
The excitation rate data required for this work are more extensive than that needed 

for measurements on resonance lines in the V.U.V. For the light elements, the main 
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TABLE 1 b.-IONIZATION RATE COEFFICIENT PARAM- 
ETERS (SUMMED OVER FINAL STATES) 

Ion Initial state 

Cr+O 3d5(%)4s 7S 
4s 'S 

3d4('D)4s2 'D 
3d5(4G)4s 'G 

4s 'G 
3d6 'D 

Cr+l  3dS 6S 
3dS 4G 
3d4('D)4s 6D 

4s 4D 
3d4('H)4s 4H 

4s 'H 

Fe+' 3d6('D)4s2 'D 
3d7(4F)4s 'F 

4s 'F 
3d7(4P)4s 'P 

4s 'P 
3d8 'F 

Fe+ I 3d4( 'D)4s 6D 
4s 4D 

3d7 4F 
3d7 'G 
3d6('H)4s 4H 

4s 'H 
3dS('S)4sZ 6S 

1,: I ,  

0.49728 
0.42809 
0.42158 
0.3 1029 
0.26911 
0.17471 

1.21253 
1.02560 
1.09865 
1 .o 
0.93558 
0.89529 

0.57847 
0.51534 
0.46934 
0.4.1855 
0.37036 
0.27890 

I .  18978 
1.11729 
1.17272 
1.04539 
0.99612 
0.95130 
0.97729 

Ni+O 3ds('F)4s2 'F 0.56 134 
3d9('D)4s 'D 0.55947 

4s 'D 0.53027 
3d" IS 0.42712 
3dS('D)4s2 ID 0.43813 

3d9 'D 1.33539 
3dS('F)4s 4F 1.25890 

4s *F 1.21191 
3d8('P)4s 4P 1.1248 1 

4s 2P 1.07047 
3d'(4F)4s2 4F 0.87022 

NI' 1 

visible spectral lines for observation correspond to n = 3-3 transitions. For the lines 
to be observable, the primary excitation to the excited level from the ground or 
metastable level must be forbidden so that there is no subsequent strong radiative 
branch via an n = 3-2 resonance line. Cross-section data are often not available, 
especially for n = 2-3 non-dipole excitations in the light elements and there are 
virtually no collision data for low ionization stages of transition metals. In conse- 
quence, we have found it necessary to calculate some of our own data. We have 
available a number of collision codes for this including distorted wave and close 
coupling techniques. There is, however, again the helpful simplification that the 
electron thermal energies are high. The collisional rates are therefore not strongly 
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dependent on the near threshold part of the collision strengths, which is most markedly 
disturbed by resonances. The reactance matrix elements are not sensitive to the 
accuracy of the free waves. For JET with relevant plasma temperatures 3 50 eV, the 
accurate collision strengths are substantially converged to the Born asymptotic forms. 
For this reason we have prepared a Born approximation described in Section 3.2.1. 
The accuracy of the target is of greater importance. We describe the target states used 
in our Born calculations also in Section 3.2.1, In Section 3.3 our more elaborate target 
investigations required especially for the transition metals are described. 

3.2.1. Effectiue potential Born approximation collision strengths. The reaction is 

A+" + e(E) -+ A.,?" + e(E'). 

E ad E are the initial and final electron energies with E > E and AE = E-E' is the 
transition energy. The Born collision strength takes the usual form 

where the sum is over the various multipoles 1". Q$ comprises the angular factors 
and R(') the momentum and radial integrals. The Ochkur extension allows the appli- 
cation to spin change transitions, but with different Q$ and R("'s (cf. VAINSHTEIN 
and SOBELMAN, 1967). 

Case (a). No spin change i (SpLp)n lSL;  y' = (SpLp)nYSL'.  

Case (b). Spin change y (SpLp)n lSL;  y' = (SpLp)nYS'L' 

I L Lp 
Q;;, = 

2(2Sp+ 1) 

q is the momentum transfer at scattering angle 8 and k is the initial momentum. 
Other notation is conventional. The radial integrals are evaluated from numerical 
wave functions. We adopt a parametrized effective central potential as the basis for 
calculating these wave functions. The central potential is established by defining an 
effective screening configuration 
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such that q l + q 2 +  . . .  +q5 = z o - z l ,  where z o  is the nuclear charge and z 1  = z +  1. 
The electron in shell i is supposed to be screened from the nucleus by the electrons in 
shells < i and partially screened by the other electrons in shell i itself. So the effective 
charge for the ith shell electrons is 

i- 1 

zj = Zo- 1 qj-:qi. 
j =  1 

The adopted (Slater-type) potential is then 

The SI, are adjustable parameters chosen so that the one-electron wave function satisfies 
the one-electron Schrodinger equation with potential V(r) and the observed eigenvalue 
E and quantum defect p. In practice, we set a, = 5, c i  with it specified so that only the 
overall scaling parameter a is varied to match the observed quantum defect. The b, 
follow from more general optimizing of the potential. The radial integrals are evalu- 
ated by numerical quadruture. 

We have imposed a finite threshold in the collision strengths for positive ions by a 
displacement of the incident energy. This follows the prescription of COWAN (1981). 

3.2.2. Impact parameter collision strengths. For redistributive collisions between 
levels of excited principal quantum shells only dipole transitions induced by positive 
ions and electrons need to be considered. For these we use the semi-classical impact 
parameter theory (BURGESS, 1964) as described in detail by BURGESS and SUMMERS 
(1 976). Transitions between ground term fine structure components are induced 
primarily by positive ion impact and are of electric quadrupole type. We have available 
the semi-classical impact parameter theory of Bely (unpublished) (see also GORDON 
et al., 1982) for such transitions. Trial calculations for JET indicate that fine structure 
populations of a ground or metastable term are full collisionally mixed. They therefore 
have statistical relative populations. In these circumstances only term populations 
need to be considered in our further calculations. On JET, observed multiplet com- 
ponents with pure upper states indicate relative statistical populations for ground and 
metastable state fine structure levels. 

3.3. Structure calculations 
We have used the multielectron multiconfiguration structure code SUPER- 

STRUCTURE (EISSNER et al., 1974) to calculate some unknown oscillator strengths 
in light ions. Precise oscillator strengths are also needed for many transitions in 
metallic ions. Investigations on Ni+ indicated that ab initio calculation with SUPER- 
STRUCTURE could not improve on semi-empirical methods (e.g. KURUCZ and 
PEYTREMANN, 1975). 
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4 .  G E N E R A L  R E S U L T S  

4.1. Light elements 
4.1.1. Sources of atomic data. The energy diagram for C+ ' is given in Fig. 1. This 

shows the complete set of terms included in our calculations together with the mean 
multiplet wavelengths and adopted dipole A-values. The A-values have been taken 
primarily from WIESE et al. (1966). A recent calculation is available for the n = 2-3 
transitions from the ground term and the n = 3-3 transitions with ('S) parent. The 
difference with WIESE et al. is less than 15% in all cases. We have calculated A-values 
for 2s2p2 4P-2s2p(3P)3s 4P, 2s2p2 2P-2s23p 2P and 2s2p2 'D-2s23p 2P with SUPER- 
STRUCTURE. These were not given by WIESE et al. Nine configurations were used 
but low confidence must be placed in the "2-electron jump" estimates. This will also 
be true for the 2 ~ 2 p ' ~ S - 2 s ~ 3 p * P  transition in WIESE et al. These transitions do 

.45 4P 4O 4F , 

2 s 2 p ( 3 ~ )  parent  

FIG. 1.-Energy levels and principal radiative transitions of C + '  [number pairs are the 
wavelength (A) and transition probability (s- I)]. 
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unfortunately provide a significant loss pathway from 3p 2P. Collision strengths are 
taken from Robb (MAGEE et al., 1977) within the y1 = 2 complexes and for 2s22p *P- 
2s23s, 2s2 3p 2P and 2s23d *D from Mann (MAGEE et al., 1977) (see also ITIKAWA et 
al., 1983). All other n = 2-3 and 3-3 collision strengths have been calculated following 
the methods of Section 3.2. 

The energy diagram for C-2  is given in Fig. 2. This beryllium-like ion has been 
extensively studied. Recent A-value data are available from FAWCETT (1984) which 
we have adopted here. Agreement is fairly good with the older work of GLASS (1979), 
the largest differences being for 3-3 transitions (up to 30%). New collision strength 
data have been published by BERRINGTON et  al. (1985) for transitions within the n = 2 
complexes. As for C+ I, Coulomb-Born-Exchange data of Mann (MAGEE et al., 1977) 
are available for 2s2 l S - 2 ~ 3 ~  'S, 2s3p 'P and 2s3d 'D together with the spin changing 
transitions. We adopt these data and use the methods of Section 3.2 for all other 
transitions. Note that spin change collision rates are not of great importance here 
since the lowest ground or metastable of each spin system tends to be significantly 
populated. Direct excitations therefore dominate. 

The energy diagram for 0' is given in Fig. 3. A-values have been taken from 
WIESE et al. and are shown in the figure. Collision strengths within the ground 
configuration 2s'2p3 are taken from HENRY et al. (1969). Ho and HENRY (1983) also 
provide the 2s22p3 4S-2s2p4 4P and 2s22p3 4S-2s22p2(3P)3s 4P collision strengths. All 
other data have been calculated following Section 3.2, except for the important 
2s22p3 4S-2s22p2(3P)3p 4P. This is an excluded Born multipole. We have performed a 
two-state R-matrix close coupling calculation for this transition. I t  does indeed show 

r 

- 

- 

- 

c+' energy levels 

0 i 
977026\ 

1799 \ \, 

91200  

\ 18178 I 
\ ' E W 6  / 4 5 9 6  

53Ei \  1 illzlo 
4219 \ I 

'F '0 'P '5 3S 3P 3 D  3F 

1%) parent 

FIG. 2.-Energy levels and principal radiative transitions of C+ '. 
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o+' energy levels 

( 3 ~ )  parent 

FIG. 3.-Energy levels and principal radiative transitions of O+ I .  

pure exchange character and is small. Some data are available from GANAS (1981) 
but do not have the resolution required for the present studies. 

The energy diagram for 0+2 is given in Fig. 4. Our main A-value data are taken 
from WIESE et al. SMITH and WIESE (1971) have deduced improved values for 
some transitions from isoelectronic sequence extrapolation. We have substituted these 
values when available. There are some omitted transitions of the form 2 p 3 d .  We 
have calculated these using SUPERSTRUCTURE. The primary collision strength 
data within the y1 = 2 configurations are taken from BALUJA et al. (1981), sup- 
plemented with data from Mann (see ITIKAWA et al., 1983). All y1 = 2-3 and 3-3 
excitations are calculated with the methods of Section 3.2. 

The broad accuracy expectation of our Born collision strengths is - 40% at energies 
Z 30 eV. This has been derived from comparisons with distorted wave data in Ne-6 
and from comparisons with the data of Mann. The error increases at low energy 
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FIG. 4i-Energy levels and principal radiative transitions of O f 2  

- 

- 

somewhat unpredictably in that for most transitions accuracy is good at all energies 
while for a few errors up to a factor 2-3 appear at  threshold. This low energy regime 
is not of importance for JET. 

Some adjustment of the raw excitation rate data is necessary to allow for cascade 
from higher levels. This is specifically cascades of the form nd -+ 3p (n  2 4) in the 
cases where the ground or metastable excitations to 3p are forbidden and to nd are 
dipole allowed. We estimate these corrections by including only 4 d n d 6, projecting 
the 3d term excitation collision strengths to higher n with an assumed l/n3 behaviour, 
and using hydrogenic radial integrals in the branching A-values. It is important in 
this context that “2-electron jump” transitions out of the 3p levels are included in the 
population equations since they tend to counter the effect of the higher level cascades. 

4.1.2. Spectral lines and theoretical results. In Table 2, the important metastables 
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TABLE 2.-hDEX OF METASTABLE TERMS AND PRINCIPAL SPECTKAL LINES FOR LIGHT ELEWEKTS 

Metastable i (A) 
Ion term Index Ion Multiplet J-J' Index air 

c-' 2s22p 'P 1 C+ '  2s2('S)3p 2P- 3:2-1/2 1 6578.03 

2s2p2 4P 2 2s2p('P)3p 4P- 5:2-5/2 2 5145.16 
2S*('S)3S 2s 
2s2p(3P)3s 4P 

2s(2S)3p 'P 

2S(2S)3S 

2u2PPi3s 4P 

C+ 2s2 IS 1 C+' 2 ~ ( ~ S ) 3 d  'D- 2- 1 1 5696.00 

2s2p 3P 2 2S(*S)3P 3P- 2- 1 2 4647.40 

O + '  2s22p94s 1 O + '  2 ~ ' ( ~ P ) 3 p ~ S -  3:2-512 1 3749.49 

2 s ~ 2 ~ 3  'D 2 

2s22p3 2~ 3 

2p2i3Pj3p 2P- 3:2-3:2 2 3973.26 

2p2('P)3p 'D- 5,2-3/2 3 4414.91 
2p2(3P)?s 2P 

2p2(3P)3p 2P 

O+l 2s?2pZ3P 1 0+2 2p('P)3p 'D- 3-2 1 3759.87 
2p('P)3s 'P 

2p(2P)3p 'P 

2p(2P)3s IP 

2sz2p2 ID 2 2p(?P)3p 'P- 1-1 2 5592.37 

2s22p2 IS 3 2p('P)3p ID- 2- 1 3 2983.78 

(and ground levels) of C+' ,  C+2, 0" and 0+2 are indexed. Table 2 also provides a 
list of spectral lines suitable for observation and derivation of metastable fluxes. The 
choice has been principally governed by lines in the visible and quartz U.V. regions, 
by requiring them to be reasonably strong and by requiring the excitation rate 
coefficient to the upper level of the transition to have no marked peculiarities. By the 
latter we mean to exclude forbidden Born multipoles etc. This selection is convenient 
for Tokamak observation. It is not a restriction of our methods or data base, results 
can equally well be provided for any of the lines shown in Figs 1 4 .  Figure 5a,b gives 
curves. of ionizations/emitted photon as a function of temperature for the selected 
lines. These are results at low density and give the quantity in { ) brackets in equation 
(12). Note that the electron temperature dependence is quite significant. The use of 
these results therefore requires a reasonable knowledge of the temperature in the 
immediate vicinity of the sputtering surface. Figure 5c shows the theoretical limits of 
line ratios in 0' and O+', dependent on more than one metastable. 

Figure 6 illustrates the full calculation of the excited level population structure at 
finite densities. For a specified metastable CT, the curves are of the factors on the right- 
hand side of equation (15) divided by N,n,. Figure 6 gives the dependence of the 
populations of O+ on electron density and on one metastable (the ground level) at a 
single electron temperature. The onset of collisional redistribution amongst the excited 
levels is evident as the density increases. Tokamaks evidently lie in the low density 
regime. 

Tables 3a, 3b, 3c and 3d provide the main results. The quantity in { } brackets in 
equation (18) is tabulated for the various ions, lines and metastables at a range of 
temperatures and densities. The indexing follows the specification in Table 2. 
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4.2. Metals 
Because of the very complex energy level structure of the neutral and singly ionized 

ions of Cr, Fe and Ni, a full analysis comparable with that for light elements is 
impossible at present. For the ions Cr", Cr", Fe+', Fe", Ni+'and Ni+ '  the lowest 
terms belong to the three forms 3d4, 3d4- '(SpLp)4s and 3dq-2(Sp'Lp')4s2, although 
which provides the ground term varies from ion to ion as does the ordering. In general 
there are a large number of parents (SpLp) and grandparents (Sp'Lp'), but the lowest 
of each is usually quite well separated from the others in energy. Parentage and 
grandparentage provide meaningful quantum numbers, although there is substantial 
parentage mixing. We assume that the lowest metastable of each type (including both 
spin systems of the second type) may be significantly populated. Since there is often 

10' 
I I I I 1 1 1 1 1  I I I I I I l l 1  I I I I I I I U  

/ 

FIG. 5.-(a) Ionizations/photon at zero density for C + '  and C f Z  [curves are labelled by 
wavelength and ion. (m. I )  denotes metastable m and line I ,  see Table 21. 
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0'' quartet populations Te = 5 0 e V  

4S dependence of levets with 3P parerrt 

2079 

I I I I I I 

3d 4F 

Ne 

FIG. 6.-Excited level populations for O+ ' .  Dependence on the 4S ground state of levels 
with 3P parent is shown. T, = 50 eV. 

an overlap in energy between the lowest metastable of one type and the higher 
metastables of another type, for example 3d6(3H)4s 4H, *H and 3d5(4S)4s2 4S in Fe", 
we consider also the possibility of higher metastables being populated. The broad 
expectation, however, is that the higher a metastable lies above the ground, the more 
its population becomes neglectable. 

Figures 7a, 7b, 8a, 8b, 9a and 9b give the simplified term structure for Cr+". 
CrT Ni" and Ni+ I ,  respectively. They show the lowest metastables as 
described above, together with some of the principal excited terms which radiatively 
decay to the metastables and associated with the same parentage and grandparentage. 
The intensities of the multiplets shown are expected to be characteristic of the meta- 
stable term upon which they terminate. Some confusion is caused by the 3dq terms. 
When they are low lying and when there is more than one term belonging to the 
configuration, as for Cr+ ' and Fe+ ', the second metastable of the configuration has 

Fe+', Fe+ 
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also been marked. Radiative decay to these metastables occurs from terms of the form 
3d4- ‘(SpLp)4p and hence intensities may be characteristic of a combination of the 
3dq and 3dqp ‘(SpLp)4s metastables. 

It should be noted that these are all resonance transitions. This is the principal 
simplification over Section 4.1 for light elements where transitions between excited 
levels had to be considered, and it is this which makes a low density analysis possible 
here. Most of the spectral lines indicated lie in the visible and quartz U.V. although 
some have wavelengths down to 1700 A. 

TABLE 3a.-TABULATION OF N,s,w&,’ FOR c+’ 

Electron density (cm- 3, 
- -  

Meta Line 
index index T, (eV) 1.00’’ 1.00” 1.00’’ 5.00” l.00‘4 l.0015 1.00’6 

1 1 
1 
1 
1 
1 
1 
1 

2 2 
2 
2 
2 
2 
2 
2 

1.0 
2.0 
5.0 

10.0 
20.0 
50.0 

100.0 

1 .o 
2.0 
5.0 

10.0 
20.0 
50.0 

100.0 

2.74-4 
3.14-’ 
9.22-I 
4.12 
1.12’ 
2.64‘ 
3.79’ 

4.30V4 
4.02-’ 
9.33-’ 
3.51 
8.30 
1.69 ’ 
2.37’ 

2.76-4 
3.17-‘ 
9.32-’ 
4.16 
1.13’ 
2.66’ 
3.81’ 

4.36-4 
4.09-2 
9.49-’ 
3.57 
8.42 
1.71’ 
2.39’ 

2.97T4 3.85Y4 4.90-4 1.65Y3 4.13-’ 
3.444’ 4.62-’ 6.00-’ 2.02- ‘ 4.39- I 

1.02 1.42 1.87 6.28 1.25’ 
4.58 6.33 8.32 2.72’ 5.08’ 
1.23’ 1.67’ 2.17‘ 6.76‘ 1.19’ 
2.87’ 3.37‘ 4.71’ 1.33’ 2.20’ 
4.06’ 5.10’ 6.28’ 1.69’ 2.75’ 

5.04-4 7.91-4 1.13Y3 4.72-’ 1.07-’ 
4.77T2 7.63-* 1.09-’ 4.37-’ 8.80-’ 
1.10 1.76 2.52 9.96 1.97’ 
4.12 6.45 9.14 3.61’ 7.20’ 
9.56 1.45‘ 2.02’ 7.90’ 1.62’ 
1.90’ 2.72’ 3.68’ 1.402 2.97’ 
2.62‘ 3.58’ 4.72’ 1.74’ 3.78’ 

TABLE 3b.-TABULATION OF ivesow&,’ FOR C’’ 

Electron density (cm-’) 

Meta Line 
index index T, (eV) 1.00” 1.00” l.0013 5.OOI3 l.00’4 l . O O I 5  1.0016 

1 1 1.0 3.65Y5 3.65Y5 3.60-j 3.41-5 3.17-5 1.13T5 2.67T6 
1 2.0 6.24-’ 6.24-’ 6.18-’ 5.95Y2 5.65Y2 2.67T2 7.41-3 
1 5.0 7.50 7.50 7.46 7.28 7.06 4.30 1.36 
1 10.0 4.41’ 4.41’ 4.40’ 4.32’ 4.23’ 2.94’ 1.02’ 
1 20.0 1.20’ 1.20’ 1.20’ 1.18’ 1.16’ 8.68’ 3.38’ 
1 50.0 2.4j2 2.45’ 2.45’ 2.422 2.40’ 1.95’ 8.09’ 
1 100.0 3.42’ 3.42’ 3.41’ 3.3g2 3.35’ 2.79’ 1.20’ 

2 2 1.0 9.02-9 9.13-’ 1.02-’ 1.50W8 2.08-’ l . l l - ’  4.59-’ 
2 2.0 8.29V5 8.39-5 9.43T5 1.40-4 1.96-4 1.03-’ 3.75S’ 
2 5.0 3.09-’ 3.13-’ 3.48-’ 5.02-’ 6.91-* 3.51-‘ 1.30 
2 10.0 3.044’ 3.07-’ 3.37-’ 4.70-’ 6.33-’ 3.10 1.20’ 
2 20.0 1.20 1.21 1.31 1.76 2.32 1.08’ 4.39’ 
2 50.0 3.48 3.50 3.73 4.77 6.05 2.61’ 1.122 
2 100.0 5.65 5.68 5.99 7.38 9.10 3.64’ 1.60’ 



Impurity influx from localized surfaces 208 1 

4.2.1. Sources of ntomic data. Basic atomic data for the metastables and transitions 
used in the analysis are presented in Tables 4a and 4b. Table 4a lists the metastables 
under consideration for each ion. For Cr+' and FeTo, the 3d6 5D and 3d8 3F meta- 
stables respectively are high lying and are ignored. Table 4b lists the spectral lines 
suggested for observation and the metastables on which they depend. The A-value 
column gives the spontaneous coefficient for the upper leuel to the corresponding 
metastable term. This is the relevant quantity for deriving the excitation rate coefficient 
to the upper level with the assumption of statistical relative populations of J levels of 
the metastable terms. The branching ratio is for the particular multiplet component 
indicated. Energy level data are taken from SUGAR and CORLISS (1977) and CORLISS 
and SUGAR (1981, 1982). 

TABLE 3C.-TABCLATION OF .%i,s, w;' FOR 0' ' 
Electron density (cm- 3, 

Meta Line 
index index T, (eV) 1.00'' 1.00" 1.00'' 5.0013 l . 0014  1.00'5 1.O0l6 

1 1  
1 
1 
I 
1 
1 
1 

2 2  
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 

1.0 2.60-4 
2.0 4.17-2 
5.0 1.35 

10.0 5.87 
20.0 1.53' 
50.0 3.47' 

100.0 5.30' 

1.0 --4.57-' 
1.56-4 

2.0 -6.45Y' 
2.55Y' 

5.0 -1.96-'  
8.36-'  

10.0 -8.28-'  
3.58 

9.24 
50.0 -4.88 

2.07' 
100.0 -7.47 

3.10' 

20.0 -2.14 

2.61-4 
4.18-2 
1.35 
5.88 
1.54' 
3.48' 
5.31' 

2.67T4 
4.21T' 
1.39 
6.03 
1.57' 
3.55' 
5.40 ' 

-4.60W5 
1.57T4 

-6.49-3 
2.57-2 

- 1.98-' 
8.42- I 

-8.34- ' 
3.60 

9.30 

2.08' 

3.11' 

-2.16 

-4.91 

-7.51 

- 4 . 8 V 5  
1 .66C4 

- 6.91 - 
2.73-2 

-2.12- '  
8.99-I 

- 8.94- ' 
3.85 

9.89 
-5.20 

2.20' 
-7.89 

3.26' 

- 2.30 

2.93T4 
4.69V2 
1.53 
6.65 
1.72' 
3.84' 
5.80' 

-6.18-' 
2.08-4 

- 8.84- 
3.42-' 

-2.77- I 

1.15 

4.91 

1.25' 

2.69' 

3.91' 

-1.17 

-2.97 

-6.50 

-9.64 

3.25Y4 
5.20-' 
1.71 
7.42 
1.91' 
4.21 ' 
6.28' 

-7.93-' 
2.58-4 

-1.14-* 
4.27- 

-3.61-'  
1.45 

6.20 

1.56' 

3.29' 
-1.19' 

4.70' 

- 1.52 

-3.82 

-8.17 

8.07T4 
1.26- ' 
4.21 
1.83' 
4.60' 
9.52' 
1.34' 

-5.38-4 
1.04-3 

-7..29Y2 
1.67-' 

- 2.22 
5.68 

-9.02 
2.43 ' 

-2.15' 
5.96' 

-4.18' 
1.192 

-5.60' 
1 .602 

- 

2.45-' 
3.49-' 
1.12' 
4.39' 
1 .262 
2.63' 
3.622 

-7.966' 
6.33-: 

-8.82-'  
8.52- ' 

-2.14' 
2.46' 

-7.40' 
9.55' 

- 1.77' 
2.37' 

-3.22' 
4.60' 

-4.07' 
6.042 

3 2  
. 3  

2 
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 

1.0 3.00-4 
- 1.27T5 

2.0 4.19-' 
-2.10-: 

- 7.08 - * 

-3.08-'  

-8.05- ' 

5.0 1.24 

10.0 5.14 

20.0 1.29' 

50.0 2.85' 

100.0 4.21' 
-1.87 

-2.87 

3.01-4 

4.21-' 
-2.12-3 

-1.28-' 

1.25 

5.17 

1.30' 

2.86' 

4.23' 

-7.1 5Y2 

-3.11-'  

-8.12-'  

- 1.88 

-2.89 

3.16-4 
-1.38-5 

4.42-' 
-2.30-' 

1.32 
-7.83-' 

5.46 
-3.41-'  

1.37' 
-8.85-' 

2.99' 
-2.03 

4.39l 
-3.09 

3 . W 4  
- 1.86-' 

5.35 -' 
-3.15-' 

1.62 
-1.10-'  

6.70 
-4.78-'  

1.66' 
- 1.22 

3.54' 
-2.68 

5.11' 
-3.97 

4.59Y4 
-2.52-5 

6.49-' 
-4.31-' 

-1.52-'  
1.98 

8.21 
-6.59-' 

2.02' 
- 1.66 

4.22' 
-3.54 

5.98' 
-5.11 

1.68-3 
- 2.23 - 

2.31-' 
- 3.70- 

7.10 

2.92' 
-5.11 

6.99' 
- 1.20' 

1.38' 
-2.29' 

1.832 
-3.02' 

- 1.24 

1.02- 
- 3.72- 

1.22 
-5.28-'  

3.20' 
- 1.46' 

1.23' 
-5.54' 

2.82' 
- 1 .242 

5.272 
-2.212 

6.742 
-2.732 
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TABLE 3d.-TABULATION OF fvesow;Q' FOR 0" 

Electron density (cm- 3, 

Meta Line 
index index T,(eV) 1.00" 1.00" 1.00" 5.0013 l.00'4 l.00'5 1.O0l6 

1 1  
1 
1 
1 
I 
1 
1 

2 2  
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 

1 .o 
2.0 
5.0 

10.0 
20.0 
50.0 

100.0 

1 .o 
2.0 

5 .o 
10.0 

20.0 

50.0 

100.0 

~ 

2.11-* 2.11r8 
4.1-4 4.11-4 
2.23-' 2.23-' 
2.44 2.44 
1.04' 1.04' 
3.30' 3.30' 
5.78' 5.78' 

-5.56-' -5.61-9 
2.54-' 2.54-' 

-1.34-4 -1.35-4 
2.37-4 2.37-4 

-8.31-' -8.36-' 
8 . W '  8.85-' 

-8.92-' -8.98-' 
8.62- I 8.63- ' 
3.41 3.41 

9.79 9.80 
-1.31' -1.32' 

1.67' 1.67' 

-3.51 -3.53 

-8.93 -8.97 

2.18-' 
4.20V4 
2.27-' 
2.47 
1.05' 
3.33' 
5.82' 

- 6.04- 
2.58-' 

- 1.44- 
2.41-' 

-8 .88 -2  
8.97T2 

-9.51-' 
8.73-' 

-3.72 
3.45 

-9.39 
9.89 

- 1.37' 
1.69' 

3 2  
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 
2 
3 

1.0 2.99-8 
-3.61-' 

2.0 7.21-4 
-3.33T4 

5.0 4.466' 
-1.18-1 

-1.07 
20.0 1.88' 

-3.94 
50.0 4.88' 

-1.01' 
100.0 7.06' 

- 1.59' 

10.0 4.78 

3.01-' 
-3.61-' 

7.25Y4 
-3.34-4 

4.49- ' 
-1.18-' 

4.81 
- 1.07 

1.89' 
- 3.94 

4.90' 
-1.02' 

7.08' 
- 1.59' 

3.23-8 
-3.66-' 

7.71-4 
-3.38-4 

4.76- 
-1.19-' 

5.09 

1.99' 
-3.98 

5.12' 
-1.02' 

7.36' 
-1.60' 

- 1.08 

2.46-' 
4.60W4 
2.42- ' 
2.60 
1.09' 
3.44' 
5.98' 

-7.99-9 
2.73-' 

-1.84-4 
2.54-4 

-1.12-' 
9.47T2 

-1.19 
9.18-I 

-4.57 
3.61 

-1.13' 
1.03 I 

-1.61' 
1.74' 

4.23T8 
-3.86-8 

9.73Y4 
- 3 . 5 s 4  

5.94-1 
-1.266' 

6.30 

2.42' 

6.09' 
- 1.06' 

8.57' 
-1.65' 

-1.13 

-4.16 

2.81-* 
5.08-4 
2.60- ' 
2.76 
1.15l 
3.58' 
6.19' 

-1.04-* 
2.92- 

2.71-4 
-1.41-I 

1.01-I 

9.75- ' 
3.81 

- 1.36' 
1.08' 

-1.91' 
1.81' 

5.444' 
-4.11-' 

-3.77-4 
7.39-' 

-1.33-' 
7.78 

-1.20 
2.96' 

-4.38 
7.29' 

-1.11' 
1.0l2 

- 1.72' 

-2.33Y4 

- 1.48 

- 5.64 

1.22-3 

7.56-' 
1.17-' 
5.17-I 
5.11 
2.00' 
5.77' 
9.39l 

1.91-' 
2.79V3 
1.25 
1.31' 
5.26' 
1.51' 
2.382 

-5.59-' 
6.38-8 

-1.13-3 
5.72-4 

-6.45-' 
2.10-' 

1.96 
-2.43' 

7.31 
-5.55' 

1.92' 
- 7.34' 

3.03' 

-6.61 

-5.24-' 
3.83-' 

- 9.40- ' 
3.07-' 

-4.55 
1.01 

-4.45' 
9.07 

-1.632 
3.26' 

-3.90' 
8.10' 

-5.40' 
1.21' 

2.33-' 
-8.18-8 

4.89-' 
- 7.47- ' 

2.88 
-2.63-' 

2.99' 

1.11' 

2.60' 
- 1.93' 

3.412 
-2.83' 

- 2.3 1 

-8.10 

9.83-' 
-3.76-I 

2.03-' 
-3.32-3 

1.13' 
-1.11 

1.1g2 
-9.45 

4.54' 
-3.24' 

1.133 
-7.54' 

1.56' 
- I .06' 

For Crio, A-values are taken from YOUNGER et al. (1978). The transition from the 
upper level of highest J is taken in each case since these are the strongest components 
and have the highest purity (ROTH, 1980). The branching ratios are 3 0.86 in all cases 
indicting that the lines are predominantly characteristic of the specified metastable. 
Recent precision A-values for the first and second transitions (BLACKWELL et al., 
1984) differ by less than 2% from the values used here. For Cr", the a transition can 
be produced following excitation from metastable 1 (3d5 'S) or 3 [3d4(5D)4s 6D]. The 
A-values are obtained from the compilation of KURKCZ and PEYTREMAKN (1975), 
hereafter called KP. All the states have high purity (> 83%) and one comparative A-  
value [i.e. 3d4(5D)4p 6P7 2-3d4(5D)4s 6D5 2] is available from YOUNGER et al. This is 
40% greater than the KP value. The branching for the a line is quite unfavourable. 
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FIG. 9.-Energy levels and principal radiative transitions of Ni+' and Ni' ' 

It is unlikely that the 3d5 6S population can be determined reliably. The situation is 
similar for the /3 line, although the upper level has low purity (65%)  in this case. For 
multiplet 1, Roth indicates 100% purity for all upper and lower levels. Thus the line 
components might be expected to follow standard LS multiplet splitting (WHITE and 
ELIASON, 1933). The available components from YOUNGER et al. do not follow this. 
A short portion of a limiter spectrum taken during a JET pulse is shown in Fig. 10. 
This supports the White-Eliason proportions. We have inferred the A-value for the 
1112-912 component from WHITE and ELIASON (i.e. 1.418s-') and compared it with 
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I e 9 10 sec 

Pulse 2470 

FIG. 10.-JET limiter spectrum showing Cr+ ' multiplet 1 components. X, WHITE-ELIASON 
(1933) relative strengths: 0, YOUNGER et al. (1978) relative strengths, normalized to 

5/2-7/2 component. 

TABLE 4a.-INDEXING OF METASTABLE TERMS FOR Cr". CrC',  Fe". Fe+' ,  f i i- '  AND Ni+ '  

Ion Metastable term Index Ion Metastable term Index 

Cr+' 3d5(%)4s 'S 1 Fe+'  3d6('D)4s 6D 1 
3dS(%)4s 'S 2 3d6('D)4s 4D 2 
3d4('D)4s* 'D 3 3d7 "F 3 
3dS('G)4s 'G 4 3d7 *G 4 
3dZ('G)4s 'G 5 3d6(3H)4s 'H 5 

3d'('S)4s2 6S 7 
3d6(3H)4s 2H 6 

Cr+l 3d' 6S 1 
3d' 4G 2 
3d4('D)4s 6D 3 
3d4('D)4s 'D 4 
3d4('H)4s 'H 5 
3d4('H)4s *H 6 

Ni+' 3d8('F)4s2 'F 1 
3d9('D)4s 'D 2 
3d9('D)4s ID 3 
3d" IS 4 

3d9 'D 1 
Fe+ ' 3d6('D)4s2 'D 1 3d8('F)4s "F 2 

3d'('F)4s 'F 2 3d8(3F)4s 2F 3 
3d7(4F)4s 'F 3 3d8('P)4s 'P 4 
3d7("P)4s 'P 4 3d8(3P)4s *P 5 

Ni' I 

3d7(4P)4s 3P 5 3d8("F)4s2 "F 6 
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the KP  value (2.768 s- '). This is within expected uncertainties and we have adopted 
the KP  value. The levels involved in multiplet 4 also have high purity. The required 
component inferred from available YOUNGER et al. data and White-Eliason splitting 
is within 14% of KP. The branching ratio is 0.83, arising primarily from transitions 
to the 3d5 5G metastable. The A-value for multiplet 14 shows good agreement between 
inferred and KP  values. For multiplet 25, there is some branching to 3d5 2H and 
3d5 21. 

For Fe", the basic A-value data are from FUHR et al. (1981). The 3G5 upper level 
(multiplet 59) has 61 YO purity. This arises from spin system breakdown giving a strong 
branch to metastable 2. The component of multiplet 216 has a very unfavourable 
branching ratio. The other branches are to higher metastables (which are not sep- 
arately isolated in our treatment). We cannot expect a reliable determination of 
metastable 5 from this line. For Fe+ ', A-value data for multiplets a and v are from 
the calculation of NUSSBAUMER et al. (1981), and for all other multiplets from KP. 
For multiplet 32, the component 11/2-9/2 gives good agreement between KP and 
FUHR et al. (within 26%). The low branching ratio for the y and 6 multiplets makes 
confident determination of 3d7 4F and 3d' *G metastable populations unlikely. 

For Ni+O, the basic data for multiplets 22, 38 and 70 are from FUHR et al. (1981). 
For multiplet a, the A-value of 2.3' s - '  is from KP. Our SUPERSTRUCTURE test 
calculation (see Section 3.3) gives 3.3's-', The branching A-value to metastable 3 is 
from FUHR et al. and agrees exactly with our SUPERSTRUCTURE calculation. The 
unfavourable branch makes 3d * ' metastable population determination difficult. For 
Ni+ ', A-value data for multiplets a, 8, y, 6 are from KP and for multiplets 2 and 10 
from FUHR et al. As in other cases, the branching ratio for multiplet z again is 
unfavourable for 3d9 *D determination. 

Wavelengths above 2000% are in air. 
There are no available refined collision calculations for the ions and energy regimes 

here. The three simple approximate techniques which can be used are g (VAN REGE- 
MORTER, 1962), impact parameter (Section 3.2.2) and effective potential Born (Section 
3.2.1). Note that all required transitions are dipole allowed. Our SUPER- 
STRUCTURE calculation on Ni+', together with the work of NUSSBAUMER et al. 
(1981), indicate that the one electron orbitals resulting from a statistical model or 
Slater-type potential do not provide a good representation for the 3d, 4s and 4p 
orbitals of the neutral and singly ionized transition metals. This is shown by the 
necessity of including large numbers of correlation terms and the strong mixing of 
3d4- '41, 3d4- '51 and 3d4- '61 configurations. Consequently the effective potential 
Born treatment might be expected to be unreliable. J and impact parameter, on the 
other hand, can use the observed oscillator strength. Note again that the high energy 
regime is most important here where the collision strength becomes asymptotically 
proportional to the line strength. Impact parameter is our preferred method. Overall 
the accuracy expectation of the collision rates is not large and certainly somewhat less 
than that of the radiative transition probability data. 

The theoretical results on ionization/photon are presented in Figs l l a ,  l l b ,  12a, 
12b, 13a, 13b. Each curve is labelled by the transition wavelength and the metastable 
flux to which it relates (see Table 4b). For ions where some lines are excited from 
more than one metastable, the order of analysis must be from pure lines (dependent 
on a single metastable) to multiple metastable dependent lines. 
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FIG. 11.-1onizations:photon at  zero density for Cr+’ and Cr+’  [curves are labelled by 
wavelength and metastable index, see Tables 4a, 4b. B is the branching ratio, see equation 
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FIG. 13.-Ionizations~photon at zero density for Ni+’ and Ni+’. 
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5 .  A P P L I C A T I O N  TO J E T  I N F L L X  M E A S U R E M E N T S  
Plasma ion (H, D,  He) and impurity influxes have been measured routinely on JET 

by means of visible spectroscopy, viewing carbon limiters, chromium or nickel antenna 
screens and parts of the vacuum vessel walls. Occasionally, the JET V.U.V. survey 
spectrometer has been employed for the same purpose, when plasmas were limited by 
the inner wall carbon protection tiles, and therefore, plasma-wall interaction occurred 
in its field of view. A description of these diagnostics and further references can be 
found in BEHRINGER (1986), MORGAK et al. (1985) and BEHRINGER et al. (1986). 
Visible spectrometers and filter-photomultiplier combinations were coupled to the 
torus by means of z 100 m long optical fibres, restricting the accessible wavelength 
range to z 4000-7000 A. The spectrometers were equipped with optical multichannel 
analysers (OMA). During earlier JET operation periods, a close-coupled mono- 
chromator was installed, viewing one of the JET poloidal limiters through a sapphire 
window, thus extending the wavelength range down to 2000 A in the U.V. For survey 
purposes, its wavelength was scanned during the long flat-top phases of JET plasmas 
pulses. The V.U.V. instrument covered the wavelength range between 100 and 1100 A 
and was absolutely calibrated by means of branching ratios and by recording pre- 
dictable intensities of charge-exchange populated line transitions (BEHRINGER et al., 
1986). 

Influx measurements have been carried out for determining particle confinement 
times, for localizing important impurity sources in the Tokamak, and for investigating 
impurity production mechanisms and production rates as a function of plasma pa- 
rameters. Implications for plasma performance have already been presented in a 
number of publications (see e.g. BEHRINGER et al., 1985, 1986; STAMP et al., 1987, 
1989 ; BEHRINGER, 1989). and only a few examples will be given here to illustrate the 
method. 

Hydrogen or deuterium fluxes have been routinely derived from HJD, or other 
Balmer lines, using the well-known JOHNSON-HINNOV (1973) calculations. In the V.U.V. 

wavelength range, L, has served the same purpose. When dealing with helium plasmas, 
the flux in the He I ground state has been derived from the intensity of the He I2p'P,-  
3d'D2 transition at 6678 A, and the flux in the metastable level from the He I 2p3P- 
3d3D multiplet at 5876 A, using the same methods as presented in this paper. It was 
found that the metastable flux is only 0.2% of the ground state and can be safely 
ignored (STAMP et al., 1989), not a surprising result considering its high excitation 
energy and the short lifetime of the He atoms in the plasma. Results concerning 
impurity influxes into deuterium and helium plasmas, which are reported in the 
following, have always been related to the respective influxes of plasma ions, in order 
to draw conclusions on production yields and on the resulting impurity contamination 
of the respective plasmas (see BEHRINGER, 1987 for the correlation of impurity influxes 
and impurity concentrations). 

5.1. Light impurity injuxes 
The most comprehensive study of carbon and oxygen limiter fluxes in deuterium 

has been carried out during a sequence of JET pulses with 2.5 MA plasma current 
and a line-average density ne z 2 x 10l9 m-3. An example of the visible spectra used 
in this analysis is given in Fig. 14, showing the spectral range around D, with C I1 
lines at 6578 and 6582 A. During the same experimental campaign, small plasmas 
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FIG. 14.-Recorded spectra in the visible used for deriving carbon limiter fluxes. 

(minor radius 0.8 m instead of 1.2 m) were produced both on the outer limiters and 
nn the i n n e r  x r i i l l  T n  thpcp r a c e c  the  n l a c m a  n i r r e n t  ~ i i i c  rerliirerl tn 1 M A  anrl the  

electron density to 1 x 10" m-J .  l h e  V.U.V. spectra. recorded by the survey spec- 
trometer during these discharges, were analysed with respect to impurity release from 
the inner wall and the poloidal spreading of different impurity ionization stages 
(BEHRINGER et al., 1985). The inner-wall spectra are substantially different from the 
limiter spectra, because intensities of lines from low ionization stages. which are 
representative for the localized influxes, are significantly enhanced, as demonstrated 
in Fig. 15. From the above measurements, complete sets of metastable state popu- 
lations have been derived for C 11, C 111, 0 I1 and 0 TI1 ions using the atomic data 
presented in this paper. The results are summarized in Tables 5 and 6. Because of the 
low electron densities, the analysis is very insensitive to errors in M,. However, a 
reasonable knowledge of the relevant electron temperature is required. It could only 
be estimated to be about 100 eV at the location of ionization. 

Tables 5 and 6 demonstrate that, with the possible exception of C 11, metastable 
state populations can be quite significant in these ions. The results are reasonable in 
the sense that more particles are found in the levels with lower excitation energy or 
higher statistical weights. Taking into account all contributions, the agreement 
between results from C I1 and C 111, and from 0 I1 and 0 111, is very satisfactory. 
The metastable state population in C 11, measured by visible spectroscopy, is nicely 
confirmed by the V.U.V. data, while there is some discrepancy in C 111. The most likely 
explanation here is an underestimate of the ground state from C 111 at 5696 A. The 
total carbon influxes from limiter or inner wall are also very much the same, which 
is probably due to similar plasma edge parameters. A production yield of order 8% 
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R =  3.37m 
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FIG. 15.-v.u.v. spectra for small plasmas (a = 0.8 m) at the carbon limiters ("L") and at 
the inner wall ("W'). R is the major radius to the plasma axis and U is the minor plasma 

radius. 

TABLE 5 .  INFLUX RESULTS FOR c 11 AND c 111 IONS 

Metastable Total 
Line (A) term S/XB Flux (W) flux (%) 

C I1 limiter 

5145 2s 2p= 4P 24 1.4 8.9 

C I11 limiter 

6578 2s22p 2P 38 7.5 

5696 2s2 IS 342 2.4 
4647 2s2p 3P 6.7 3.5 5.9 

C I1 inner wall 

1010 2s2p2 4P 1.4 1 .o 6.9 

C 111 inner wall 
977 2s2 'S 0.11 5.3 
460 2s2p 3P 0.72 2.1 7.4 

904 2sz2p 2P 0.80 5.9 
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TABLE 6 .  INFLUX RESULTS FOR 0 I1 AND 0 I11 IONS 

Metastable Total 
Line (A) term SI X B  Flux (%) flux (Yo) 

0 I1 limiter 
3749 2s22p3 4s 53 0.74 
3973 2s22p3 'P 42 0.31 1.72 
4415 2s2sp3 'D 31 0.67 

0 I11 limiter 
3760 2s22p2 ?P 58 0.84 
3703 2si2p3 5s (59) 0.34 
2984 2s22p2 'S 17 0.3 1.88 
5592 2s'2p2 'D 71 0.4 

0 I11 inner wall 
703 2s22p23P 1.2 1.4 z 3 (scaled) 

can be explained by deuterium sputtering, production by oxygen and self-sputtering 
of carbon at low electron densities, i.e. high edge temperatures (BEHRINGER, 1987). 
The oxygen fluxes from the two locations are probably quite unrelated and, unfor- 
tunately, other 0 I1 and 0 111 lines in the V.U.V. spectra are too weak to be analysed. 
The total flux has, therefore, been scaled from the observed transition using the results 
from visible spectroscopy. The carbon-to-oxygen influx ratios of 3 4  are in very good 
agreement with results for the plasma interior obtained from C VI and 0 VI11 
line intensities by means of an impurity transport code, or from charge-exchange 
recombination spectroscopy. 

Although in general the relationship of line intensities and influxes is a fairly 
sensitive function of electron temperature, in many cases this dependence is the 
same for different ions, and therefore, influx ratios are simply given by the relative 
brightnesses. This argument already holds for the carbon-to-oxygen ratio from Tables 
5 and 6 which should be more accurate than their relation to deuterium. Also, the 
temperature dependences of helium flux measurements from He I 6678 A and of 
carbon from C I1 6578 A are very similar, allowing a measurement of the carbon 
production yield by helium bombardment from the two line intensities without know- 
ing the electron temperature. An example of such measurements is shown in Fig. 16 
as a function of time during a JET plasma pulse with ion cyclotron heating (ICRH) 
(a fuller discussion of such pulses is given in STAMP et al., 1989). During the early 
phases of this pulse, when the electron density is low, a production yield of 10% is 
found, which later on drops to - 5% in agreement with models for physical sputtering 
and respective changes of edge temperature. Apparently, the carbon production is 
not increased during ICRH. 

5.2. Fluxes of metal impurities 
Measurements of metal influxes in JET are by far less complete than light impurity 

results. Many of the lines in Table 4b have been observed occasionally, but the most 
important ground state transitions in Cr 11, Fe I, Fe 11, Ni I and Ni I1 are outside the 
fibre transmission range and even at the lower end of the close-coupled spectrometer 
wavelength range. Furthermore, a survey of limiter spectra based on different plasma 
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FIG. 16.-Parameters of JET pulse No. 11862 

pulses is unreliable in this case because of the strongly varying metal coverage of the 
carbon tiles. Thus, only the Cr I4254 A line has been monitored routinely from the 
limiters and the quintet line at 5208 A has been measured on occasion. The chromium 
influxes for a strongly metal-coated limiter case are given in Table 7, demonstrating 
the small population of the 'S state. In general, no discrepancies have been encountered 
when assuming the 4254 A transition to be representative for the total neutral chro- 
mium influx. Production rates of order 2%, extrapolated to a 100% metal surface, 
were measured in good agreement with expectations from basic sputtering data. 

TABLE ~.-I~SFLUX RESULTS FOR Cr I IOYS 

Metastable 
Line (A) term SIXB Flux (Yo) 

4254 3d' 4s ' S  3 0.3 
5208 3d5 4s 'S 0.9 0.01 
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An important conclusion on the release of metal impurities during ICRH could be 
drawn from measurements of chromium influxes from a Cr coated ICRH antenna 
(BEHRINGER, 1987). It was found that these fluxes were roughly proportional to 
the ICRH power supplied to this particular antenna and amounted to some 10l9 
particles s- ' per MW. In the course of ICRH operation, screen material was deposited 
on the limiters and subsequently eroded again by the plasma. The resulting balance 
of these production and migration processes as a function of ICRH history is shown 
in Fig. 17 by means of the pulse-to-pulse variation of the chromium influxes from the 
limiter . 

In the case of nickel, which is the most prominent metal impurity in JET, there are 
only indications from singlet lines, like the 3619 A transition, that metastable states 
could be significantly populated. Iron has only been seen on a few rare occasions in 
JET and not received further attention. 

6 .  C O N C L U D I N G  R E M A R K S  
The ionizationlphoton predictions of this paper can be used for determination of 

impurity fluxes from localized surfaces over a wide range of plasma temperature. 
However, a large amount of atomic data has been used in obtaining these predictions, 
which is of uncertain reliability. We expect errors < factor 2 in both ionization and 
excitation rates separately, improving at higher temperatures and worsening at lower 
temperatures. Also, deductions of relative fluxes might be expected to be more reliable 

Limiter, octant 4B 
10 

5 

6113 6114 6115 6116 6117 6118 6119 6120 6121 6122 6123 6124 6125 6126 6127 6128 6129 6131 
Pulse number 

FIG. 17.-Cr I line intensity (two limiter views) demonstrating the contamination and 
cleaning of the limiters as a function of radio-frequency heating antenna operation. The 2- 
I) antenna (cross hatched) has a chromium coated screen whereas the other antennae 
(unhatched) have nickel coated screens. The Cr I signal is measured before antenna operation 

for each pulse. 
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than absolute fluxes. The light element data have received some corroborative support 
from JET studies, but the metal data remain as largely unverified theoretical predic- 
tions. The study described here has motivated new calculations of important collision 
cross-sections and further experimental measurements in plasmas. Also, the same 
techniques will in the future be applied to beryllium in JET. From these developments, 
it is anticipated that refinements and extensions to the present work will be published 
in due course. 

The spectral lines identified for measurement in deducing metal influxes have 
been dictated by theoretical consideration of state purity, high J weighting and 
visible/quartz U.V. wavelengths. Line blending may make the measurements impossible 
in certain cases. The multiplet spreads are quite large and so it is probable in such 
circumstances that alternative members of the multiplet will be suitable. Because of 
state mixing, conversion of the ionization/photon results to a different member may 
not be immediate. Some data are available on alternative members on request from 
the authors. 

The possibility of charge transfer from neutral hydrogen contributing to the 
observed spectral line emissions has been ignored. It is clear that charge transfer from 
thermal neutral hydrogen at the plasma periphery in JET can modify emission [cf. 
the Lyman series of C VI (MATTIOLI et al., 1989)]. For the present influx ions, charge 
transfer from thermal hydrogen in its ground state is the main possibility and this 
process is strongly selective into particular states of the receiving ion. There is some 
uncertainty about the targeted levels (WILSON et al., 1988). For the spectral lines of 
the light impurities exploited in this work, corrections of order 20% may be required, 
at worst. The spectral consequences of charge transfer, however, are important, 
particularly in the vacuum ultraviolet and in lower temperature plasma peripheries 
than in JET. This will be the subject of a further study. 
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