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1. Introduction 

The nanosecond pulsed discharges have potential application 
in the fields of plasma assisted ignition and combustion [1, 2], 
flow control [3, 4], light sources [5, 6], and material processing 
[7, 8]. One important advantage of the nanosecond pulsed dis-
charges is the ability to generate a large number of high energy 
electrons, especially during the breakdown process under 
atmospheric pressure. This leads to the effective production of 
the active species, which are important in the applications.

The breakdown process of nanosecond discharges is influ-
enced by many factors, including the electrode geometry [9], 
the initial condition (the memory effect) [10, 11], and the 
voltage rise rate [12, 13]. Among these factors, the voltage 
rise rate (dV/dt) may be the most important parameter. This 

is because at atmospheric pressure, the voltage rise rate criti-
cally influences the electron dynamics and provides an option 
for manipulating the electron energy distribution, especially 
in the breakdown process. When the voltage rise rate is high, 
high energy electrons (tens of eV) and even runaway electrons 
(hundreds of eV) can be generated. The effect of high energy 
electrons is characterized by the high discharge current, 
intense optical emission, and fast propagation of the streamers 
[14, 15]. Another phenomenon associated with the voltage 
rise rate is the presence of overvoltage. Under the influence of 
high overvoltage, the duration of the breakdown process can 
be drastically reduced, with a characteristic time of nanosec-
onds and even a sub-nanosecond [16, 17].

In this work, the discharges are generated by the high 
voltage pulses, and the influence of the voltage rise rate to 
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Abstract
The influence of the voltage rise rate on a nanosecond discharge in atmospheric pressure 
helium is investigated. The experiment is performed with a parallel-plate discharge 
configuration. The voltage rise rate is varied between 0.17 kV ns−1 and 0.42 kV ns−1. It is found 
that the rise rate of both the discharge current and the emission intensity increases drastically 
with the voltage rise rate. This demonstrates the remarkable capability of generating 
high energy electrons in the discharges with a high voltage rise rate. These arguments 
are supported by the increase in the measured effective electron temperature during the 
breakdown processes, namely ~18 eV when dV/dt is ~0.17 kV ns−1 and ~33 eV when dV/dt is 
~0.42 kV ns−1. Furthermore, a higher voltage rise rate results in a shorter rise time of both the 
discharge current and the emission intensity. Since the breakdown process evolves in the form 
of a cathode directed ionization wave, a shorter rise time indicates faster propagation of the 
ionization wave. In addition, a simple fluid model is proposed and its predicted results agree 
reasonably well with the important discharge parameters measured in the experiment, such as 
the breakdown voltage, the rise rate and rise time of the discharge current.
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discharge parameters during the breakdown process is inves-
tigated. The measured parameters include the voltage and 
current waveforms, the temporal evolution of the discharge 
image, and the emission intensity from both the helium atom 
and ion lines. It is found that a higher voltage rise rate leads to 
a higher effective electron temperature during the breakdown 
process, which results in more intense ionization and excita-
tion, characterized by the larger rise rate of the discharge cur-
rent and the emission intensity.

2. Experiment

Figure 1 shows the schematic of the experimental setup.  
A homemade nanosecond pulser is used to generate a uniform 
discharge between the electrodes with the atmospheric pres-
sure helium. Pulse outputs with a different voltage rise rate can 
be obtained by applying different voltage to the MOSFETs, 
which are the key components for the switch. The pulser can 
produce a peak voltage up to ~7 kV with a maximum rise 
rate of ~0.5 kV ns−1. The electrodes are two parallel plates 
(SUS304) with a diameter of ~4 mm and a gap of ~1 mm. The 
repetition frequency of the discharge is 5 kHz.

The voltage waveform is measured differentially with two 
capacitive voltage dividers and the current waveform is meas-
ured by a shunt current probe [11].The signal from both the 
voltage and current probes is recorded with an oscilloscope 
(LeCroy 104MXi-A).

The optical emission from the discharge is collected by 
an imaging system, which consists of two parabolic mirrors, 
a monochromator, a multichannel plate PMT (MCP-PMT, 
Nanjing Electronic Devices Institute, GDB-603), and an 
intensified charge-coupled display (ICCD) camera (PI Max 
4). The MCP-PMT works in the photon counting mode and it 
is synchronized with the discharge current signal. The spectral 

response of the entire system is calibrated with a tungsten hal-
ogen lamp (Newport, 63355). The ICCD camera (without the 
monochromator) is used to take the image of the discharge.

In order to obtain high temporal resolution in the optical 
emission measurement, the jitter of the discharges should be 
small. The stability of the discharge is illustrated by the dis-
tribution of the time when the current reaches its half max-
imum on the rising edge, as shown in figure  1(b). The full 
width at half maximum of this distribution is below 0.2 ns. 
This ensures the temporal resolution of ~0.2 ns of the optical 
emission measurement, so that it is possible to capture the 
crucial features of the breakdown process. A more detailed 
description of the experimental setup can be found in [11, 18]. 
Figure 2(c) shows a photograph of the discharge, taken by a 
camera (Nikon D3200). It can be seen that the discharge is 
uniform in the direction parallel to the electrodes.

3. Modeling

Taking advantage of the parallel-plate geometry, a one-dimen-
sional (1D) two-fluid plasma model in drift-diffusion approxi-
mation is proposed [19–21]. The purpose of this model is to 
have a quantitative estimate of the effect of voltage rise rate on 
the discharge parameters during the breakdown phase.

In this work, it is assumed that the discharge is uniform in 
the radial direction. This 1D model attempts to describe the 
evolution of the discharge in the axial direction. In addition, 
the model assumes the local relation between the electron 
mobility and diffusion coefficient with the electric field.

The governing equations are:
the electron continuity equation,

Γ∂
∂

= − ∂
∂

+n

t x
Se e

e (1)

Figure 1. (a) The experimental setup. (b) An illustration for the distribution of the time when the current reaches its half maximum on the 
rising edge. (c) A typical photograph of the discharge.
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the drift-diffusion equation,

Γ μ= − − ∇En D ne e e e e (2)

the electron energy conservation equation,

Γ Γε∂
∂

= − ∂
∂

− ⋅ +ε
εE

n

t x
Q

( )e e e
e (3)

where,

Γ Γμ ε ε ε ε= − − ∇  = − ∇ε En D n n D( )e e e e e e e e e e e e (4)

and

∑ Δε ν= − − −εQ
m

M
v T T

3
( )e

i
m e g i iinel, inel, (5)

the ion continuity equation,

Γ∂
∂

= − ∂
∂

+n

t x
Si i

e (6)

where,

Γ μ= − ∇En D ni i i i i (7)

The source term for the electron–ion pair is expressed as,

=    S n n Qe e g ion (8)

As this model only covers the discharge evolution during the 
breakdown period, the recombination and stepwise ionization 
processes can be omitted as their contribution is much weaker 
than the ground state ionization [19].

The electric potential and field is obtained from the Poisson 
equation,

∂
∂

= − ∂
∂

= −
ϵ

−EV

x x

e
n n( )i e

2

2
0

 (9)

In the above equations, ne is the electron density. Γe is the elec-
tron flux. E is the electric field. μe is the electron mobility and 
De is the electron diffusion coefficient. μe and De are obtained 
from the solution of the Boltzmann equation by Bolsig+ [22, 
23]. εe is the electron mean energy. Γ εe  is the electron energy 
flux. εQ  is the total electron energy production (and loss) rate. 
me and Miare the mass of electron and ion, respectively. vm is 
the electron momentum transfer frequency. Te and Tg are the 
electron temperature and gas temperature, respectively. ν iinel,  
is the ith inelastic collision frequency and Δε  iinel,  is the energy 
loss in the ith inelastic collision. ni is the ion density. Γi is the 
ion flux. μi is the ion mobility and Di is the ion diffusion coef-
ficient. Qion is the ionization rate coefficient. e is the electron 
charge and ϵ0 is the vacuum permittivity.

For the electrons, its flux at the boundary is contributed by 
the diffusion, drift, and secondary electron emission due to 
the impact of the ions. For the ions, the flux at the boundary 
is contributed by the diffusion and the drift under the electric 
field [21]. Therefore, the boundary conditions are written as:

for the cathode (at 0 mm),

Γ Γ Γγ= −   < − − >E En v u n(if 0)
1

4
(if 0)c ce i i e e e eth (10)

Γ Γ Γγ ε ε ε= −   < − −   >ε E En v u n(if 0)
1

4
(if 0),c ce i se i e e e e e eth 

(11)

Γ = − −   <E En v u n
1

4
(if 0)c ci i i i ith (12)

for the anode (at d = 1 mm),

⎜ ⎟
⎛
⎝

⎞
⎠Γ Γ Γγ= −     > + +   <   E En v u n(if 0)

1

4
if 0 ,a ae i i e e e eth 

(13)

Γ Γ Γγ ε ε ε= − > + + <ε E En v u n(if  0)
1

4
(if  0),  a ae i se i e e e e e eth

 

(14)

Γ = +   >E En v u n
1

4
(if 0)a ai i i i ith (15)

where γ is the secondary electron emission coefficient (which 
is taken as 0.1), veth is the electron thermal velocity, vithis the 
ion thermal velocity, and εse is the energy of the secondary 
electrons (assumed to be ~1 eV [20]). Ec and Ea are the elec-
tric field at the cathode and anode, respectively.

The voltage on the cathode (ground electrode) is 0 V and 
the voltage on the anode (high voltage electrode) Va is:

= − ×V V I Ra s sdis (16)

where Vs is the output voltage from the pulser and Rs is the 
internal resistance of the pulser (~220 Ω). Idis is the discharge 
current and it is given by:

∫ Γ Γ= × −I e
S

d
x( )d

d

i edis

0

 (17)

where S is the area of the electrode and d is the distance 
between the electrodes.

4. Results and discussions

4.1. The evolution of the discharge

Figure 2(a) shows the measured waveform of voltage for 
the discharge with three different values of dV/dt. When the 
dV/dt is ~0.42 kV ns−1, the breakdown starts at ~0 ns with a 
breakdown voltage of ~2.6 kV, while for the case of dV/dt 
~0.17 kV ns−1, the breakdown begins at ~4 ns with a break-
down voltage of ~1.8 kV. The phenomenon that a larger dV/dt 
leads to an earlier breakdown and a higher breakdown voltage 
can be explained by the ‘breakdown delay’ theory [16, 24]. 
This theory assumes that the breakdown happens when the 
electric field generated by the space charge is comparable with 
the external electric field. In the pre-breakdown phase (dark 
regime), the electrons multiply and the space charge develops 
with the increase of external voltage. At a given time, when the 
dV/dt is larger, the rate of the electron multiplication and space 
charge development is faster, due to the existence of more 
high energy electrons generated by higher external voltage. 
Therefore, the breakdown tends to happen earlier. Even so, 
the external voltage at the time when breakdown occurs is still 
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higher due to the higher voltage rise rate (~2.6 kV when dV/dt 
is ~0.42 kV ns−1 versus ~1.8 kV when dV/dt is ~0.17 kV ns−1). 
In addition, a relationship between the breakdown voltage and 
the voltage rise rate developed by a breakdown model in [24] 
is shown in figure 7. Even though the value of the breakdown 
voltage has some difference, the model result and the experi-
mental data do have the same trend.

Another feature in figure 2(a) is the existence of a small dip 
in the voltage waveform after the breakdown happens. This is 
because the rise of the voltage is disturbed by the surge in the 
discharge current during the breakdown. A similar result has 
been observed in [25]. The continuous growth of the current 
eventually leads to the decay of the voltage across the elec-
trodes due to the internal resistance of the pulser.

In the same fashion, figure 2(b) shows the measured wave-
form of the discharge current, obtained by subtracting the dis-
placement current from the total current. Figure 2(c) shows 
a close-up view of the current waveform between −2 ns and 
10 ns. When dV/dt is ~0.42 kV ns−1, the current has an expo-
nential growth during ~0–1 ns, while for the case of dV/dt ~ 
0.17 kV ns−1, it takes much longer for the current to reach its 
first peak (~4–8 ns), when the breakdown process ends. Even 
though the current has an exponential growth during the break-
down phase in all three cases, the discharge with the largest 
dV/dt has the highest rate of current increase. This is caused 
by the stronger electron multiplication produced by a larger 
number of high energy electrons (with energies  >24.6 eV) 
during the breakdown process. The high current is an indi-
cation of the existence of an anisotropic part in the electron 
velocity distribution function (EVDF) due to the strong field. 
This anisotropy is more pronounced in the high dV/dt case.  
In addition, when dV/dt is larger, the current rise time is shorter 
(~1.8 ns when dV/dt is ~0.17 kV ns−1 versus ~0.5 ns when dV/
dt is ~0.42 kV ns−1). In fact, the build-up time of the discharge 
channel predicted by the fluid model decreases from ~1.9 ns 
to ~0.6 ns (not shown), which is consistent with the measured 
rise time. A shorter rise time indicates a faster build-up of the 
discharge channel. This has been interpreted as the result of a 
faster ionization wave under a more intense field in the wave 
front [26].

The voltage and current waveform from the model for the 
corresponding values of dV/dt are also shown with the dash 
lines in figures 2(a) and (c). It is interesting that this simple 
fluid model can capture the same features observed in the 
experiment: a larger dV/dt leads to an earlier breakdown, a 
higher breakdown voltage, a higher current rise rate, and a 
shorter current rise time. However, such a simple and crude 
fluid model cannot produce a quantitative agreement with the 
experimental data. For example, the model underestimates 
the current rise rate by ~50%. One of the reasons is that the 
fluid model underestimates the ionization rate since the real 
electron energy distribution function (EEDF) may have an 
enhanced high energy tail [13, 27]. In addition, the drift-dif-
fusion approximation cannot account for the non-local effect, 
which is significant under the well-enhanced electric field in 
the ionization wave front. This field enhancement effect is fur-
ther intensified by the electrons running away from the wave 
front (non-local effect), which increases the space charge 

Figure 2. The voltage (a) and the current (b) waveform with 
different values of dV/dt; (c) is a close-up of the current waveform 
during −2 ns to 10 ns. The dash lines are the voltage and current 
waveform obtained from the simple fluid model. Figure 2(d) shows 
the evolution of the voltage at the anode (solid lines) and at the 
middle point of the electrodes (dash lines) from the model.

J. Phys. D: Appl. Phys. 48 (2015) 125202
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density and the propagation speed [19, 28]. This may be 
another reason why the model predicts a slower rise rate and a 
longer rise time for the current, compared with the measured 
values.

Figure 2(d) shows the voltage waveform at the anode (Va) 
and at the middle point between the electrodes (Vm) obtained 
from the model. The same set of values for the dV/dt is used 
as that in figure 2(a). It can been seen that before the break-
down, Vm rises in proportion with Va, which indicates the 
field is hardly distorted and the effect of the space charge is 
insignificant. However, when the breakdown happens, there 
is an abrupt change in the rise rate of Vm. This is due to the 
field enhancement effect in the ionization wave front when 
the breakdown happens. When the ionization wave is propa-
gating, the electric field in the wave front is enhanced while 
the field behind the wave front is relatively weak. Therefore, 
when the ionization wave passes by a given point, the poten-
tial at this point is significantly elevated. Notice that this effect 
is stronger in the larger dV/dt case, which is confirmed by the 
faster rise rate of Vm. This effect will intensify the generation 
of high energy electrons during the breakdown process.

Figure 3 shows the temporal evolution of the discharge 
image when dV/dt is ~0.17 kV ns−1. The cathode is at ~0 mm 
and the anode is at ~1 mm. It can be seen that the discharge is 
quite uniform in the direction parallel to the electrode at any 
given time.

At the beginning of the breakdown (~4–4.5 ns), the emis-
sion first appears near the anode (figure 3(a)). During this time, 
the electrons are multiplied and accelerated from the cathode 
to the anode under the influence of the external field, a typical 
characteristic of the Townsend regime. Later on (~4.5–6 ns), 
the bright region expands toward the cathode, along with an 
increase in the intensity (figures 3(b)–(d)). These figures show 
the signature of a cathode directed ionization wave, with a 
speed of ~0.5 mm ns−1. During this period, the current is 

relatively low and the voltage across the discharge is still high 
(figures 2(a) and (b)). This feature is similar to the first (pri-
mary) streamer observed in atmospheric pressure pin-to-plate 
and rod-to-cylinder discharges, reported in [29, 30], which 
also propagates from the anode to the cathode.

After the discharge channel has been formed, a sandwich 
structure appears, with one dark region between two bright 
regions (figures 3(e) and (f)). This is the typical feature of a 
glow discharge, i. e. the formation of a cathode sheath region 
and a positive column region [29–31]. The emission intensity 
continuously increases during this period, as well as the cur-
rent (figure 2(b)). The voltage across the discharge drops due 
to the increase of the current and the internal resistance of 
the pulser. However, there is no secondary streamer observed. 
One possible reason is the small gap distance (~1 mm) in this 
experiment. This can have two effects on the observation of the 
secondary streamer. (1) The speed of the secondary streamer 
can be the order of 1 cm ns−1 [14, 30, 32], which is too fast to 
be observed with our ICCD (minimum gate width ~0.5 ns). (2) 
The scale length of the secondary streamer (~1 mm) is com-
parable to the gap between the electrodes. Compared with the 
discharges reported in [29, 30], our discharge has a high rep-
etition rate (5 kHz). This may lead to a strong memory effect 
and relatively high electron density after the first (primary) 
streamer. In this case, the continuous increase of the ioniza-
tion rate happens simultaneously in the volume between the 
electrodes, which tends to diminish the feature associated 
with the propagation of the secondary streamer.

In fact, the simple fluid model can also give the same pic-
ture on the development of the discharge pattern. In order to 
compare with the experimental observation of the discharge 
development in figure 3, figure 4 shows the temporal evolu-
tion of the electric field profile (a), the space charge density 
distribution (b), and the electron density profile (c) obtained 
from the fluid model, when dV/dt is ~0.17 kV ns−1.

Figure 3. A two-dimensional image of the discharge evolution in dV/dt ~ 0.17 kV ns−1 case. The cathode is at ~0 mm and the anode is  
at ~1 mm in the vertical direction.

J. Phys. D: Appl. Phys. 48 (2015) 125202
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It can be seen that at the very beginning of the discharge 
(2.5 ns), the electric field is almost uniform between the elec-
trodes (figure 4(a)) and the space charge density is low (figure 
4(b)). The electrons multiply from the cathode to the anode, 

forming an exponential-like distribution (figure 4(c)). At the 
same time, the space charge accumulates near the anode and 
distorts the electric field, with a net effect of enhancing the 
electric field near the cathode and weakening that near the 
anode. This initializes the propagation of a cathode directed 
ionization wave, which can be clearly identified by the move-
ment of the peak of the charge density from the anode to the 
cathode. The same feature can be seen from the evolution of 
the discharge image (figure 3). As reported by the simulation 
results in [19, 23], the electric field in front of the ionization 
wave is enhanced, while that behind the wave is weakened. 
Meanwhile, the electron density continuously increases due 
to ionization.

For higher dV/dt cases, the model predicts a similar 
sequence of the discharge development in the breakdown pro-
cess, but over a much shorter time scale. In these cases, the 
build-up time of the discharge channel is too short to obtain 
the temporal evolution of the discharge images, due to the lim-
ited gate width of the ICCD (~0.5 ns).

4.2. The evolution of the emission intensity from the helium 
atom and ion lines

Figure 5(a) shows the temporal evolution of the He I 667.8 nm 
line (helium atom 31D  →  21P). It can be seen that, during 
the breakdown process, this emission intensity increases 
exponentially by more than two orders of magnitude in all 
three cases. Since this emission comes from electron impact 
excitation of the ground state, the intensity rise indicates the 
drastic growth in the number of high energy electrons (with 
energies  ≥23.07 eV). Obviously, this intensity rise is most 
pronounced in the case with the highest dV/dt. Another inter-
esting observation is that the rise time of the emission inten-
sity is ~0.7 ns, 1 ns, and 2 ns, respectively, which is very close 
to that of the discharge current (~0.5 ns, 0.7 ns, and 1.7 ns). 
This is because the excitation and ionization processes have 
very similar threshold energies (see figure 5(c)). In addition, 
both the emission intensity and the discharge current experi-
ence a ‘phase transition’: a fast increase during the breakdown 
phase and a slower increase in the second phase.

Figure 5(b) shows the temporal evolution of the He 
II 468.6 nm line (helium ion n = 4  →  n = 3). Similar to 
figure 5(a), the emission intensity of this ion line also has a 
sharp rise in the breakdown phase, indicating a continuous 
growth in the number of even higher energy electrons (with 
energies ≥75.60 eV). In the second phase (after ~1 ns when 
dV/dt is ~0.42 kV ns−1 for example), however, the rate of 
intensity increase is significantly lower. The reduction in this 
rate signifies a change in the excitation mechanism. In fact, 
in the second phase, with the increase in the density of elec-
trons and metastable species, the stepwise processes start to 
play a major role for the excitation and ionization and the 
ground state excitation will no longer be the dominant pro-
cess. This is because the high energy electrons are promptly 
relaxed due to the reduction of the driving force from the 
external electric field and the ever increasing electron–
electron collisions. Even though this feature is present in 
the emission intensity from both the atom and the ion lines, 

Figure 4. The evolution of the electric field (a), the space charge 
density (b), and the electron density (c), obtained from the fluid 
model in dV/dt ~ 0.17 kV ns−1 case.

J. Phys. D: Appl. Phys. 48 (2015) 125202



B-D Huang et al

7

the ion line increases with a faster rate in this phase. This is 
because the ion line has two major sources of excitation: the 
excitation from the ground state ions and metastable atoms, 
while the atom line mainly comes from excitation from the 
metastable atoms. However, in order to have a quantitative 

description on the second phase, a model including all the 
stepwise processes should be developed, which is beyond 
the scope of this work.

4.3. The behavior of electrons in the breakdown phase

For the three discharges with different values of dV/dt, the 
breakdown process corresponds to the time period of ~0–1 ns, 
2–3.5 ns, and 4–8 ns, respectively.

The breakdown phase is characterized by low electron den-
sity (estimated to be less than 1013 cm−3), low metastable den-
sity, but a fast build-up of high energy electrons, indicated by 
a rising tail in the EEDF [13]. In this case, for both the ion and 
atom lines, the inelastic collision between the ground state 
atoms and high energy electrons is the dominant production 
process, as mentioned before. In fact, by analyzing the tem-
poral evolution of both the ion and atom lines, some evidence 
of a rising tail in the EEDF can be found in the beginning 
period of the breakdown. Even though the threshold energy 
to excite the ion line is 75.60 eV and a much lower energy 
(23.07 eV) is needed for the helium atom line (figure 5(c)), 
the rise rate of the ion line emission tends to be higher than 
that from the atom (~5.9 GHz versus ~3.2 GHz when dV/dt 
is ~0.30 kV ns−1) in the beginning period of the breakdown 
(~2–3 ns). Considering the energy dependence of the cross 
sections for these two processes [33, 34], a higher rise rate for 
the ion line suggests the prompt development of a high energy 
tail in the EEDF in the energy range of ~100 eV and above, at 
the beginning of the breakdown process.

According to the discussion above, one can estimate the 
temporal evolution of the excited state density in the break-
down phase by using a volume averaged rate balance equa-
tion. In fact, the spatial non-uniformity will not present a 
serious problem here, since the discharge seems to be quite 
uniform in the direction parallel to the electrode during the 
breakdown process (figure 3). In this equation, the production 
term is the excitation from the ground state helium atom and 
the major loss processes are dipole allowed transitions and 
quenching by atoms and electrons:
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(18)

where nk is the number density of the excited state k for either 
the atom or the ion, ng is the gas density, σk is the cross sec-
tion by electron impact excitation for the excited state k, Ee is 
the electron energy, ge is the EEDF, Ak is the Einstein coeffi-
cient of the excited state k and    Qa kquench  and    Qe kquench  are the 
quenching rate coefficient of the excited state k by atoms and 
electrons, respectively.

Dividing nk on both sides of equation (18), we obtain:
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(19)

Figure 5. The temporal evolution of the He I 667.8 nm (a) and He 
II 468.6 nm (b) in different dV/dt cases. (c) shows a partial energy 
diagram of the helium atom and ion.
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Under the current experimental condition, the second term on 
the right hand side of equation (19) (the total loss rate) is esti-
mated to be of the order of 100 MHz. On the other hand, from 
figure 5(a), one can estimate the emission intensity rise rate 
during the breakdown period, which varies between ~1.5 GHz 
and 4.9 GHz, depending on the value of dV/dt. The rise rate 
for the helium ion line is even higher than that of the atom line 
(figure 4(b)). Therefore,

  ≫ + ⋅ + ⋅       ( )n

t
A Q n Q n

d In( )

d
k

k a k g e k equench quench (20)

Thus, the rate equation of these levels can be simplified as:
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Apply equation(21) for these two lines and take the ratio, we 
obtain:
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(22)

where the relation:

= ⋅I A nk k k (23)

is used. Notice that equation (22) does not represent corona 
equilibrium since the breakdown is a fast transient process. 
In this case, the density of the excited species at a given time 
is given by the time integration of the term on the right hand 
side of equation (21). Equation (23) means that the emission 
intensity is in proportion with the instantaneous density of the 
excited states during the breakdown process. A change in the 
emission intensity reflects the change in the density of excited 
states. This is the reason why the temporal resolution of this 
optical emission spectroscopy method is not limited by the 
life time of excited species.

As these two lines have very different threshold energies 
(75.60 eV and 23.07 eV) and their cross sections have very dif-
ferent energy dependence, the relative distribution of the high 
energy electrons (weighted by the cross section) and its tem-
poral evolution can be obtained from this ratio. Assuming a 
Maxwellian EEDF for this energy range, an ‘effective electron 
temperature’ (Teff) can be obtained from equation (22), where 
ΔI is obtained from the difference of adjacent data points of 
the emission intensity. This parameter Teff represents a ‘local’ 
slope of the EEDF in the energy region of tens to hundreds eV. 
The result is shown in figure 6.

It can be seen that the Teff is very high (~33 eV) for the 
discharge with dV/dt ~ 0.42 kV ns−1. This reveals the ability 
of the efficient generation of high energy electrons under 
high dV/dt, due to the intensified field at the ionization wave 
front when the breakdown happens. This result is consistent 
with these of the first (primary) streamer, where the electron 
temperature is the order of tens of eVs [29]. As shown in 
the experimental observation (figure 3) and modeling result 
(figure 4), the breakdown process evolves in a form of an 

ionization wave. Due to the limitation of experiment, the 
obtained Teff is spatially averaged. The high energy electrons 
concentrate in the ionization wave front, where the elec-
tric field is high, while the low energy electrons have large 
population in the plasma column behind the ionization wave, 
where the electric field is low. Therefore, the electron energy 
in the ionization wave front should be much higher than the 
measured value. This argument is supported by the shape 
of the EEDF obtained from the Boltzmann equation, which 
shows an elevated tail (and even a plateau) up to ~800 eV 
during the breakdown process [13]. If the both peak voltage 
and the voltage rise rate are high enough, runaway electrons 
can be observed, as in [35, 36].

Furthermore, the breakdown phase can be divided into 
two ‘sub-phases’: a Teff rising phase and a Teff falling phase 
(a ‘cooling’ phase). This can be seen clearly in the dV/dt ~ 
0.30 kV ns−1 case (figure 6(b)). In the first sub-phase, the den-
sity of electrons in the very tail of the EEDF increases much 
faster than that of the lower energy electrons. Therefore, the 
rise rate of the ion line is higher than that of the atom line, 
leading to an increase of Teff in this first sub-phase. In the 
second sub-phase, these high energy electrons (with ener-
gies >75.60 eV) initiate intense ionization, resulting in a fast 
increase of the density of lower energy electrons. This leads 
to a decrease of the relative population of the high energy 
electrons and makes the Teff drop (an apparent ‘cooling’). 
Similar observation has been reported in [27]. However, in 
this sub-phase, the total number of high energy electrons 
keeps increasing, which is evidenced by the increasing emis-
sion intensity in the entire breakdown period. In the case of 
dV/dt ~0.42 kV ns−1, however, the first sub-phase (and the 
increase of electron density) happens so fast that the current 
experimental setup cannot catch, so only the drop of Teff can 
be seen (figure 6(a)). On the other hand, in the case of dV/
dt ~ 0.17 kV ns−1, the Teff keeps increasing and no cooling is 
observed (figure 6(c)). This is because the magnitude of ioni-
zation is not strong enough (which can be seen from the much 

Figure 6. The temporal evolution of effective electron temperature 
(Teff) with different values of dV/dt: (a) ~0.42 kV ns−1, (b) 
~0.30 kV ns−1, and (c) ~0.17 kV ns−1.
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lower rise rate of the discharge current in this case), so the 
density of lower energy electrons cannot outgrow that of high 
energy electrons. However, after the breakdown process, the 
Teff in this case should also decrease, as illustrated in [11].

In addition, as mentioned in section  4.1, the discharge 
current reflects the anisotropic part of the EVDF. The cur-
rent can be considered as the product of the electron density, 
the cross section of discharge channel, and the electron drift 
velocity. The electron drift velocity under the peak electric 
field at the wave front is equal to the velocity of the ionization 
wave [26]. The mean velocity of the ionization wave can be 
estimated from the distance between the electrodes and the 
rise time of the discharge current. For discharges with dV/dt 
~ 0.17 kV ns−1, 0.30 kV ns−1, and 0.42 kV ns−1, this velocity 
corresponds to the electron energies of ~1 eV, 6 eV, and 18 eV, 
respectively. This rough estimation indicates that the electrons 
have a very anisotropic distribution during the breakdown 
process, especially for discharges with high dV/dt.

Figure 7 shows the relation between four discharge param-
eters and the voltage rise rate. The four parameters are the 
breakdown voltage, the peak effective electron temperature 
during breakdown (Tpeak), and the characteristic time τem and 
τi. τem is defined as the reciprocal of the slope (in log scale) 
of emission intensity from the He I 667.8 nm line during the 
breakdown period, while τi is that of the discharge current.  
It can be seen that, when dV/dt increases from ~0.17 kV ns−1 to 
~0.42 kV ns−1, the breakdown voltage increases from ~1.8 kV 
to ~2.6 kV, which leads to the increase of Tpeak from ~18 eV to 
~33 eV. Even though the number of data is quite limited, Tpeak 
seems to rise at a faster rate when dV/dt is high. This suggests 
the possibility of entering the runaway regime when dV/dt is 
~0.42 kV ns−1. In addition, both τem and τi drop fast with dV/dt, 
indicating the strong correlation between the rate of excitation 
and ionization with dV/dt, as mentioned before. Furthermore, 
when dV/dt is ~0.17 kV ns−1, τem is smaller than τi. The reason 

may be that, with a relatively low Teff in this case, the electrons 
favor excitation more than ionization, due to a lower value of 
threshold energy for excitation (figure 5(c)). However, when 
dV/dt increases, the difference between τem and τi is getting 
smaller. The possible explanation is, with the presence of elec-
trons whose energies are tens of eV or higher, the effect of 
different threshold energies is no longer important.

4.4. Limitations

Both the measurement and modeling have some limitations. 
Due to the limited bandwidth of the measurement system and 
the presence of discharge jitter, the measured rise time of both 
the current and the emission intensity could be overestimated 
and the rise rate of these parameters could be underestimated. 
Another consequence of the limited temporal resolution is 
that, when dV/dt is ~0.42 kV ns−1, the rising phase for the 
Teff is not observed. Even though the discharge is quite uni-
form in the direction parallel to the electrodes, the discharge 
parameters can have a non-uniform distribution in the direc-
tion vertical to the electrodes. In addition, the Teff is obtained 
by assuming a Maxwellian distribution for the energy range 
between tens and hundreds of eV. As for the limitation in the 
fluid model, even though the model can reveal the influence 
of the dV/dt on the most important features of the discharge 
during the breakdown process, the fluid approximation has 
yet to generate a satisfactory quantitative agreement with the 
experiment.

5. Conclusion

In this work, the influence of voltage rise rate on a nano-
second discharge in atmospheric pressure helium is inves-
tigated. The experiment is performed with a parallel-plate 

Figure 7. The relation between the breakdown voltage, the peak effective electron temperature during breakdown (Tpeak), and the 
characteristic rise time of the emission intensity of He I 667.8 nm line (τem) and the discharge current (τi) during the breakdown period and 
the voltage rise rate. A relationship between the breakdown voltage and the voltage rise rate developed by a breakdown model in [24] is 
shown (dash line).
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discharge configuration. The voltage rise rate is varied 
between 0.17 kV ns−1 and 0.42 kV ns−1. It is found that the 
rise rate of both the discharge current and the emission 
intensity increases drastically with the voltage rise rate. 
This demonstrates the remarkable capability of generating 
high energy electrons in the discharges with a high voltage 
rise rate. These arguments are supported by the increase 
in the measured effective electron temperature during 
the breakdown processes, namely ~18 eV when dV/dt is 
~0.17 kV ns−1 and ~33 eV when dV/dt is ~0.42 kV ns−1. 
Furthermore, the higher voltage rise rate results in a shorter 
rise time of both the discharge current and the emission 
intensity. Since the breakdown process evolves in a form of 
cathode directed ionization wave, a shorter rise time indi-
cates faster propagation of the ionization wave. In addition, 
a simple fluid model is proposed and its predicted results 
agree reasonably well with the important discharge param-
eters measured in the experiment, such as the breakdown 
voltage and the rise rate and rise time of the discharge 
current.
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