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ABSTRACT
A new X-rayÈselected and X-ray ÑuxÈlimited galaxy cluster sample is presented. Based on the ROSAT

All-Sky Survey, the 63 brightest clusters with galactic latitude and Ñuxo bII oº 20¡ fX(0.1È2.4 keV)º
2 ] 10~11 ergs s~1 cm~2 have been compiled. Gravitational masses have been determined utilizing
intracluster gas density proÐles, derived mainly from ROSAT PSPC pointed observations, and gas tem-
peratures, as published mainly from ASCA observations, assuming hydrostatic equilibrium. This sample
and an extended sample of 106 galaxy clusters is used to establish the X-ray luminosityÈgravitational
mass relation. From the complete sample the galaxy cluster mass function is determined and used to
constrain the mean cosmic matter density and the amplitude of mass Ñuctuations. Comparison to Press-
Schechter type model mass functions in the framework of cold dark matter cosmological models and a
Harrison-Zeldovich initial density Ñuctuation spectrum yields the constraints and)

m
\ 0.12~0.04`0.06 p8 \

(90% c.l.). Various possible systematic uncertainties are quantiÐed. Adding all identiÐed sys-0.96~0.12`0.15
tematic uncertainties to the statistical uncertainty in a worst-case fashion results in an upper limit )
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\

0.31. For comparison to previous results a relation is derived. The mass function is inte-p8\ 0.43)
m
~0.38

grated to show that the contribution of mass bound within virialized cluster regions to the total matter
density is small ; i.e., for cluster masses larger than)cluster\ 0.012~0.004`0.003 6.4~0.6`0.7 ] 1013 h50~1 M

_
.
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1. INTRODUCTION

The galaxy cluster mass function is the most fundamental
statistic of the galaxy cluster population. It is determined by
the initial conditions of the mass distribution set in the early
universe in a relatively straightforward way, since the evolu-
tion of the large-scale matter distribution on scales compa-
rable to the size of clusters and larger is linear and since the
formation of clusters is governed by essentially only gravita-
tional processes. Choosing a speciÐc cosmological scenario
provides deÐnitive predictions about these initial conditions
in a statistical sense. The overall process of the gravitational
growth of the density Ñuctuations and the development of
gravitational instabilities leading to cluster formation is
comparatively easy to understand. It has been well
described by analytical models (e.g., Press & Schechter
1974 ; Bond et al. 1991 ; Lacey & Cole 1993 ; Kitayama &
Suto 1996 ; Schuecker et al. 2001a) and simulated in numeri-
cal gravitational N-body calculations (e.g., Efstathiou et al.
1988 ; Lacey & Cole 1994). Even though the slight devi-
ations from the theoretical prescription found in recent
simulations (e.g., Governato et al. 1999 ; Jenkins et al. 2001)
seem to require further reÐnement in the theoretical frame-
work, these deviations are too small to be signiÐcant for the
current investigation, as will be shown later. For the preci-
sion needed here these large simulations therefore support
the validity of the model predictions. Within this framework
the observed cluster mass function provides the opportunity
to test di†erent cosmological models. The tests are particu-
larly sensitive to the amplitude of the cosmic matter density
Ñuctuations (at a scale of the order of 10 Mpc) as well as the

1 Present address : Department of Astronomy, University of Virginia,
P.O. Box 3818, Charlottesville, VA 22903-0818 ; reiprich=virginia.edu.

normalized total matter density, (e.g., Henry & Arnaud)
m1991 ; Bahcall & Cen 1992).

In addition to its importance in testing cosmological
models, the integral of the mass function yields interesting
information on the fractional amount of matter contained
in gravitationally bound large-scale structures. Using one of
the Ðrst attempts to construct a mass function over the mass
range from giant elliptical galaxies to massive clusters by
Bahcall & Cen (1993), Fukugita, Hogan, & Peebles
(1998) obtain a mass fraction for)group\ 0.12^ 0.02
2 ] 1012 (where theh50~1M

_
¹ M ¹ 2 ] 1014 h50~1 M

_mass fraction is expressed here in units of the critical density
of the universe, This result is already close to theo

c
).

total matter density in some of the proposed cosmological
scenarios. Therefore, a precise observational determination
of the integral mass function is a very important task for
astronomy.

Unfortunately, the galaxy cluster mass is not an easily
and directly observable quantity (except for measurements
of the gravitational lensing e†ect of clusters, which may play
a large role in the construction of mass functions in the
future), and one has to resort to the observation of other
cluster parameters from which the cluster masses can be
deduced.

X-ray astronomy has provided an ideal tool, Ðrst, to
detect and select massive clusters by measuring their X-ray
luminosity and, second, to perform mass determinations
on individual clusters through X-ray imaging and X-ray
spectroscopy.

In this paper we report the Ðrst rigorous application of
these two approaches for the construction of the cluster
mass function. Building on the ROSAT All-Sky X-Ray
Survey (RASS; 1993 ; Voges et al. 1999), which hasTru� mper
been well studied in the search of the brightest galaxy clus-
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ters through several survey projects (see references in ° 2),
we have compiled a new, highly complete sample of the
X-rayÈbrightest galaxy clusters (HIFLUGCS, the HIghest
X-ray FLUx Galaxy Cluster Sample).

Thanks to the numerous detailed galaxy cluster obser-
vations performed with the ROSAT and ASCA (Tanaka,
Inoue, & Holt 1994) satellite observatories and accumulat-
ed in the archives, we can perform a detailed mass determi-
nation for most of these clusters and obtain a good mass
estimate for the few remaining objects. From these data we
Ðrst establish a (tight) correlation of the measured X-ray
luminosity and the cluster mass. This relation assures that
we have essentially sampled the most massive clusters in the
nearby universe, which forms the basis of the construction
of the cluster mass function.

Previous local galaxy cluster mass functions have been
derived by Bahcall & Cen (1993), Biviano et al. (1993),
Girardi et al. (1998), and Girardi & Giuricin (2000), for
galaxy groups. Bahcall & Cen (1993) used galaxy richness to
relate to cluster masses for optical observations and an
X-ray temperatureÈmass relation to convert the tem-
perature function given by Henry & Arnaud (1991) to a
mass function. Biviano et al. (1993), Girardi et al. (1998),
and Girardi & Giuricin (2000) used velocity dispersions for
optically selected samples to determine the mass function.
Here we use a di†erent approach and construct the Ðrst
mass function for X-rayÈselected galaxy clusters based on
the RASS using individually determined cluster masses. The
mass function of this cluster sample is then used to deter-
mine the mass fraction in bound objects with masses above
a minimum mass and to derive tight constraints on cosmo-
logical scenarios.

The paper is organized as follows : In ° 2 the sample
selection is described. The details of the determination of
the observational quantities are given in ° 3. The results are
presented in ° 4 and discussed in ° 5. The conclusions are
summarized in ° 6.

Throughout, a Hubble constant km s~1H0\ 50 h50Mpc~1, a normalized cosmological con-h50 \ 1, )
m

\ 1,
stant and a normalized curvature index)" 4 "/(3H02)\ 0,

is used if not stated otherwise)
k
4 1 [ )

m
[ )" \ 0

(present-day quantities). We note that the determination of
physical cluster parameters has a negligible dependence on

and for the small redshift range used here, as will be)
m

)"shown later. Therefore, it is justiÐed to determine the pa-
rameters for an EinsteinÈde Sitter model but to discuss the
results also in the context of other models.

2. SAMPLE

The mass function measures the cluster number density
as a function of mass. Therefore, any cluster fulÐlling the
selection criteria and not included in the sample distorts the
result systematically. It is then obvious that for the con-
struction of the mass function it is vital to use a homoge-
neously selected and highly complete sample of objects,
and, additionally, the selection must be closely related to
cluster mass. In this work the RASS, where one single
instrument has surveyed the whole sky, has been chosen as
the basis for the sample construction. Using the X-ray emis-
sion from the hot intracluster medium for cluster selection
minimizes projection e†ects, and the tight correlation
between X-ray luminosity and gravitational mass convinc-
ingly demonstrates that X-ray cluster surveys have the
important property of being mass selective (° 4.1).

Several cluster catalogs have already been constructed
from the RASS with high completeness down to low Ñux
limits (see references below). These we have utilized for the
selection of candidates. Low thresholds have been set for
selection in order not to miss any cluster because of mea-
surement uncertainties. These candidates have been homo-
geneously reanalyzed, using higher quality ROSAT
Position Sensitive Proportional Counter (PSPC) pointed
observations whenever possible (° 3). A Ñux limit well above
the limit for candidate selection has then been applied to
deÐne the new Ñux-limited sample of the brightest clusters
in the sky.

In detail, the candidates emerged from the following
input catalogs. Table 1 lists the selection criteria and the
number of clusters selected from each of the catalogs that
are contained in the Ðnal sample.

1. The REFLEX (ROSAT -ESO Flux-Limited X-ray)
galaxy cluster survey et al. 2001b) covers the(Bo� hringer
southern hemisphere (declination galactic lati-d ¹]2¡.5 ;
tude with a Ñux limito bII oº 20¡.0) fX,lim(0.1È2.4 keV)\
3.0] 10~12 ergs s~1 cm~2.

2. The NORAS (Northern ROSAT All-Sky) galaxy
cluster survey et al. 2000) contains clusters(Bo� hringer
showing extended emission in the RASS in the northern
hemisphere with count rates(d º 0¡.0 ; o bII oº 20¡.0)
CX(0.1È2.4 keV)º 0.06 counts s~1.

3. NORAS II (J. Retzla† et al. 2002, in preparation) is
the continuation of the NORAS survey project. It
includes pointlike sources and aims for a Ñux limit
fX,lim(0.1È2.4 keV)\ 2.0] 10~12 ergs s~1 cm~2.

4. The BCS (ROSAT Brightest Cluster Sample ; Ebeling
et al. 1998) covers the northern hemisphere (d º 0¡.0 ;

with keV)\ 4.4] 10~12 ergso bII oº 20¡.0) fX,lim(0.1È2.4
s~1 cm~2 and redshifts z¹ 0.3.

5. The RASS 1 Bright Sample of Clusters of Galaxies (De
Grandi et al. 1999) covers the south Galactic cap region in
the southern hemisphere with an(d \ ]2¡.5 ; bII\ [20¡.0)
e†ective Ñux limit between D3 andfX,lim(0.5È2.0 keV)
4 ] 10~12 ergs s~1 cm~2.

6. XBACs (X-ray Brightest Abell-type Clusters of gal-
axies ; Ebeling et al. 1996) is an all-sky sample of Abell
(1958)/ACO (Abell, Corwin, & Olowin 1989) clusters
limited to high galactic latitudes with nominalo bII oº 20¡.0
ACO redshifts z¹ 0.2 and X-ray Ñuxes fX(0.1È2.4 keV)[
5.0] 10~12 ergs s~1 cm~2.

7. An all-sky list of Abell/ACO/ACO-supplementary
clusters (H. 1999, private communication) withBo� hringer
count rates CX(0.5È2.0 keV)º 0.6 counts s~1.

8. Early-type galaxies with measured RASS count rates
from a magnitude-limited sample of Beuing et al. (1999)
have been checked in order not to miss any X-rayÈfaint
groups.

9. All clusters from the sample of Lahav et al. (1989) and
Edge et al. (1990), where clusters had been compiled from
various X-ray missions, have been checked.

The main criterion for candidate selection, a Ñux thresh-
old 1.7] 10~11 ergs s~1 cm~2, has been chosen to allow
for measurement uncertainties in the input catalogs. For
example, for REFLEX clusters with 1.5] 10~11 ergs
s~1 ergs s~1 cm~2, the meancm~2 ¹ fX ¹ 2.5] 10~11
statistical Ñux error is less than 8%. With an additional
mean systematic error of 6%, caused by underestimation of
Ñuxes due to the comparatively low RASS exposure
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TABLE 1

SELECTION OF CANDIDATES

CX fX
(counts s~1) (10~11 ergs s~1 cm~2)

CATALOG 0.1È2.4 keV 0.5È2.0 keV 0.64È2.36 keV 0.1È2.4 keV 0.5È2.0 keV NCl REFERENCE

REFLEX . . . . . . . . . . . . . . . . . . . . 0.9 . . . 1.7 . . . 33 1
NORAS . . . . . . . . . . . . . . . . . . . . . 0.7 . . . 1.7 . . . 25 2
NORAS II . . . . . . . . . . . . . . . . . . 0.7 . . . 1.7 . . . 4 3
BCS . . . . . . . . . . . . . . . . . . . . . . 1.0 . . . . . . 1.7 . . . 1 4
RASS 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1.0 0 5
XBACs . . . . . . . . . . . . . . . . . . . 1.0 . . . . . . 1.7 . . . 0 6
Abell/ACO . . . . . . . . . . . . . . . . . . 0.7 . . . . . . . . . 0 7
Early-type galaxies . . . . . . . . . . . . 0.7 . . . . . . 0 8
Previous satellitesa . . . . . . . . . . . . . . . . . . . . . 0 9

NOTES.ÈOnly one of the criteria, count rate or Ñux, has to be met for a cluster to be selected as candidate. The catalogs are listed in
search sequence ; therefore, gives the number of candidates additionally selected from the current catalog and contained in the ÐnalNClÑux-limited sample. So in the case of NORAS, a cluster is selected as candidate if it fulÐls keV)º 0.7 counts s~1 orCX(0.5È2.0

and has not already been selected from REFLEX. This candidate is counted under iffX(0.1È2.4 keV)º 1.7] 10~11 ergs s~1 cm~2 NClit meets the selection criteria for HIFLUGCS.
a All clusters from this catalog have been Ñagged as candidates.
REFERENCES.È(1) et al. 2001b. (2) et al. 2000. (3) J. Retzla† et al. 2002, in preparation. (4) Ebeling et al. 1998. (5)Bo� hringer Bo� hringer

De Grandi et al. 1999. (6) Ebeling et al. 1996. (7) H. 1999, private communication. (8) Beuing et al. 1999. (9) Lahav et al. 1989 ;Bo� hringer
Edge et al. 1990.

times,2 the Ñux threshold 1.7 ] 10~11 ergs s~1 cm~2 for
candidate selection then ensures that no clusters are missed
for a Ðnal Ñux limit ergs s~1 cm~2.fX,lim\ 2.0] 10~11

Almost none of the Ñuxes given in the input catalogs have
been calculated using a measured X-ray temperature, but
mostly using gas temperatures estimated from an L X-TXrelation. In order to be independent of this additional
uncertainty, clusters have also been selected as candidates if
they exceed a count rate threshold that corresponds to

keV)\ 2.0] 10~11 ergs s~1 cm~2 for a typicalfX(0.1È2.4
cluster temperature, keV, and redshift, z\ 0.05,Tgas \ 4
and for an exceptionally high column density, e.g., in the
NORAS case, cm~2.nH \ 1.6] 1021

Most of the samples mentioned above excluded the area
on the sky close to the Galactic plane as well as the area of
the Magellanic Clouds. In order to construct a highly com-
plete sample from the candidate list, we applied the follow-
ing selection criteria that successful clusters must fulÐll :

1. redetermined Ñux keV)º 2.0] 10~11 ergsfX(0.1È2.4
s~1 cm~2,

2. Galactic latitude o bII oº 20¡.0,
3. projected position outside the excluded 324 deg2 area

of the Magellanic Clouds (see Table 2), and
4. projected position outside the excluded 98 deg2 region

of the Virgo galaxy cluster (see Table 2).3

These selection criteria are fulÐlled by 63 candidates. The
advantages of the redetermined Ñuxes over the Ñuxes from
the input catalogs are summarized at the end of ° 3.1. In

2 This has been measured by comparing the count rates determined
using pointed observations of clusters in this work to count rates for the
same clusters determined in REFLEX and NORAS. If count rates are
compared also for fainter clusters, not relevant for the present work, the
mean systematic error increases to about 9% et al. 2000).(Bo� hringer

3 The large-scale X-ray background of the irregular and very extended
X-ray emission of the Virgo Cluster makes the undiscriminating detection/
selection of clusters in this area difficult. Candidates excluded because of
this criterion are Virgo, M86, and M49.

Table 1, one notes that 98% of all clusters in HIFLUGCS
have been Ñagged as candidates in REFLEX, NORAS, or in
the candidate list for NORAS II ; these surveys are not only
all based on the RASS but all use the same algorithm for the
count rate determination, further substantiating the homo-
geneous candidate selection for HIFLUGCS.

The fraction of available ROSAT PSPC pointed obser-
vations for clusters included in HIFLUGCS equals 86%.
The actually used fraction is slightly reduced to 75%
because some clusters appear extended beyond the PSPC
Ðeld of view and therefore RASS data have been used. The
fraction of clusters with published ASCA temperatures
equals 87%. If a lower Ñux limit had been chosen, the frac-
tion of available PSPC pointed observations and published
ASCA temperatures would have been decreased, thereby
increasing the uncertainties in the derived cluster param-
eters. Furthermore, this value for the Ñux limit ensures that
no corrections, due to low exposure in the RASS or high
Galactic hydrogen column density, need to be applied for
the e†ective area covered. This can be seen by the e†ective
sky coverage in the REFLEX survey area for a Ñux limit

TABLE 2

REGIONS OF THE SKY NOT SAMPLED IN HIFLUGCS

R.A. Range Decl. Range Area
Region (deg) (deg) (sr)

LMC 1 . . . . . . . . 58 to 103 [63 to [77 0.0655
LMC 2 . . . . . . . . 81 to 89 [58 to [63 0.0060
LMC 3 . . . . . . . . 103 to 108 [68 to [74 0.0030
SMC 1 . . . . . . . . 358.5 to 20 [67.5 to [77 0.0189
SMC 2 . . . . . . . . 356.5 to 358.5 [73 to [77 0.0006
SMC 3 . . . . . . . . 20 to 30 [67.5 to [72 0.0047
Virgo . . . . . . . . . . 182.7 to 192.7 7.4 to 17.4 0.0297
Milky Waya . . . 0 to 360 (lII) [20 to 20 (bII) 4.2980

NOTE.ÈExcised areas for the Magellanic Clouds are the same as in
et al. 2001b, because REFLEX forms the basic input catalog inBo� hringer

the southern hemisphere.
a Galactic coordinates.
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FIG. 1.ÈAito† projection of the 63 HIFLUGCS galaxy clusters in galactic coordinates ( Ðlled circles). Additionally shown are 11 clusters above the Ñux
limit but with (open triangles).o bII o\ 20¡.0

keV)\ 2.0] 10~11 ergs s~1 cm~2 and afX,lim(0.1È2.4
minimum of 30 source counts, which amounts to 99%. The
clear advantage is that the HIFLUGCS catalog can be used
in a straightforward manner in statistical analyses, because
the e†ective area is the same for all clusters and simply
equals the covered solid angle on the sky.

The distribution of clusters included in HIFLUGCS pro-
jected onto the sky is shown in Figure 1. The sky coverage
for the cluster sample equals 26,721.8 deg2 (8.13994 sr),
about two-thirds of the sky. The cluster names, coordinates,
and redshifts are listed in Table 3. Further properties of the
cluster sample are discussed in ° 5.1.

For later analyses that do not necessarily require a com-
plete sample, e.g., correlations between physical parameters,
43 clusters (not included in HIFLUGCS) from the candi-
date list have been combined with HIFLUGCS to form an
““ extended sample ÏÏ of 106 clusters.

3. DATA REDUCTION AND ANALYSIS

This section describes the derivation of the basic quan-
tities in this work, e.g., count rates, Ñuxes, luminosities, and
mass estimates for the galaxy clusters. These and other rele-
vant cluster parameters are tabulated along with their
uncertainties.

3.1. Flux Determination
Measuring the count rate of galaxy clusters is an impor-

tant step in constructing a Ñux-limited cluster sample. The
count rate determination performed here is based on the
growth curve analysis method et al. 2000), with(Bo� hringer
modiÐcations adapted to the higher photon statistics avail-
able here. The main features of the method as well as the
modiÐcations are outlined below.

The instrument used is the ROSAT PSPC (Pfe†ermann
et al. 1987), with a low internal background ideally suited
for this study, which needs good signal-to-noise ratios of the
outer, low surface brightness regions of the clusters. Mainly,
pointed observations from the public archive at MPE have

been used.4 If a cluster is extended beyond the PSPC Ðeld of
view, making a proper background determination difficult,
or if there is no pointed PSPC observation available, RASS
data have been used. The ROSAT hard energy band
(channels 52È201 B 0.5È2.0 keV) has been used for all count
rate measurements because of the higher background in the
soft band.

Two X-ray cluster centers are determined by Ðnding the
two-dimensional ““ center of mass ÏÏ of the photon distribu-
tion iteratively for an aperture radius of 3@ and around7@.5
the starting position. The small aperture yields the center
representing the position of the clusterÏs peak emission and
therefore probably indicates the position where the clusterÏs
potential well is deepest. This center is used for the regional
selection, e.g. The more globally deÐned centero bII oº 20¡.0.
with the larger aperture is used for the subsequent analysis
tasks since for the mass determination it is most important
to have a good estimate of the slope of the surface bright-
ness proÐle in the outer parts of the cluster.

The background surface brightness is determined in a
ring outside the cluster emission. To minimize the inÑuence
of discrete sources, the ring is subdivided into twelve parts
of equal area, and a sigma clipping is performed. To deter-
mine the count rate, the area around the global center is
divided into concentric rings. For pointed observations, 200
rings with a width of 15A each are used. Because of the lower
photon statistics, a width of 30A is used for RASS data, and
the number of rings depends on the Ðeld size extracted (100È
300 rings for Ðeld sizes of 2] 2 deg2 to 8 ] 8 deg2). Each
photon is divided by the vignetting and dead-timeÈ
corrected exposure time of the sky pixel where it has been
detected, and these ratios are summed up in each ring, yield-
ing the ring count rate. From this value the background
count rate for the respective ring area is subtracted, yielding
a source ring count rate. These individual source ring count
rates are integrated with increasing radius, yielding the

4 See http ://www.xray.mpe.mpg.de/cgi-bin/rosat/seq-browser.



TABLE 3

CLUSTER PROPERTIES

Cluster R.A. Decl. z nH CX * rX fX L X L bol Obs. Ref.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

A0085 . . . . . . . . . 10.4632 [9.3054 0.0556 3.58 3.488 0.6 2.13 7.429 9.789 24.448 P 2
A0119 . . . . . . . . . 14.0649 [1.2489 0.0440 3.10 1.931 0.9 2.68 4.054 3.354 7.475 P 1
A0133 . . . . . . . . . 15.6736 [21.8806 0.0569 1.60 1.058 0.8 1.52 2.121 2.944 5.389 P 3
NGC 507 . . . . . 20.9106 33.2553 0.0165 5.25 1.093 1.3 0.88 2.112 0.247 0.326 P 5
A0262 . . . . . . . . . 28.1953 36.1528 0.0161 5.52 4.366 3.8 1.48 9.348 1.040 1.533 R 6
A0400 . . . . . . . . . 44.4152 6.0170 0.0240 9.38 1.146 1.1 1.85 2.778 0.686 1.033 P 8
A0399 . . . . . . . . . 44.4684 13.0462 0.0715 10.58 1.306 5.4 3.18 3.249 7.070 17.803 R 6
A0401 . . . . . . . . . 44.7384 13.5796 0.0748 10.19 2.104 1.1 3.81 5.281 12.553 34.073 P 6
A3112 . . . . . . . . . 49.4912 [44.2367 0.0750 2.53 1.502 1.1 2.18 3.103 7.456 16.128 P 1
Fornax . . . . . . . . 54.6686 [35.3103 0.0046 1.45 5.324 5.6 0.53 9.020 0.082 0.107 P]R 4
2A 0335 . . . . . . . 54.6690 9.9713 0.0349 18.64 3.028 0.8 1.54 9.162 4.789 7.918 P 10
Zw III 54 . . . . . 55.3225 15.4076 0.0311 16.68 0.708 7.7 1.27 2.001 0.831 1.226 R 11
A3158 . . . . . . . . . 55.7282 [53.6301 0.0590 1.06 1.909 1.5 1.94 3.794 5.638 12.779 P 1
A0478 . . . . . . . . . 63.3554 10.4661 0.0900 15.27 1.827 0.6 3.12 5.151 17.690 49.335 P 6
NGC 1550 . . . 64.9066 2.4151 0.0123 11.59 1.979 5.4 0.71 4.632 0.302 0.407 R 13
EXO 0422 . . . . 66.4637 [8.5581 0.0390 6.40 1.390 6.2 1.32 3.085 2.015 3.283 R 10
A3266 . . . . . . . . . 67.8410 [61.4403 0.0594 1.48 2.879 0.7 2.99 5.807 8.718 23.663 P 4
A0496 . . . . . . . . . 68.4091 [13.2605 0.0328 5.68 3.724 0.7 1.78 8.326 3.837 7.306 P 8
A3376 . . . . . . . . . 90.4835 [39.9741 0.0455 5.01 1.115 1.4 2.86 2.450 2.174 4.077 P 4
A3391 . . . . . . . . . 96.5925 [53.6938 0.0531 5.42 0.999 1.9 1.98 2.225 2.681 5.857 P 4
A3395s . . . . . . . . 96.6920 [54.5453 0.0498 8.49 0.836 3.8 1.45 2.009 2.131 4.471 P 4
A0576 . . . . . . . . . 110.3571 55.7639 0.0381 5.69 1.374 6.8 2.32 3.010 1.872 3.518 R 6
A0754 . . . . . . . . . 137.3338 [9.6797 0.0528 4.59 1.537 1.6 1.91 3.366 3.990 11.967 P 6
Hydra A . . . . . . 139.5239 [12.0942 0.0538 4.86 2.179 0.6 1.66 4.776 5.930 11.520 P 13
A1060 . . . . . . . . . 159.1784 [27.5212 0.0114 4.92 4.653 3.3 0.95 9.951 0.554 0.945 R 6
A1367 . . . . . . . . . 176.1903 19.7030 0.0216 2.55 2.947 0.8 1.55 6.051 1.206 2.140 P 8
MKW 4 . . . . . . 181.1124 1.8962 0.0200 1.86 1.173 1.7 1.23 2.268 0.390 0.543 P 10
Zw Cl 1215 . . . 184.4220 3.6604 0.0750 1.64 1.081 1.3 2.55 2.183 5.240 11.656 P 19
NGC 4636 . . . 190.7084 2.6880 0.0037 1.75 3.102 7.2 0.39 4.085 0.023 0.027 R 13
A3526 . . . . . . . . . 192.1995 [41.3087 0.0103 8.25 11.655 2.2 1.64 27.189 1.241 2.238 R 15
A1644 . . . . . . . . . 194.2900 [17.4029 0.0474 5.33 1.853 5.1 1.85 4.030 3.876 7.882 R 8
A1650 . . . . . . . . . 194.6712 [1.7572 0.0845 1.54 1.218 6.6 3.17 2.405 7.308 17.955 R 6
A1651 . . . . . . . . . 194.8419 [4.1947 0.0860 1.71 1.254 1.2 2.03 2.539 8.000 18.692 P 22
Coma . . . . . . . . . 194.9468 27.9388 0.0232 0.89 17.721 1.4 4.04 34.438 7.917 22.048 R 8
NGC 5044 . . . 198.8530 [16.3879 0.0090 4.91 3.163 0.5 0.56 5.514 0.193 0.246 P 24
A1736 . . . . . . . . . 201.7238 [27.1765 0.0461 5.36 1.631 6.3 2.47 3.537 3.223 5.682 R 25
A3558 . . . . . . . . . 201.9921 [31.5017 0.0480 3.63 3.158 0.5 2.11 6.720 6.615 14.600 P 1
A3562 . . . . . . . . . 203.3984 [31.6678 0.0499 3.91 1.367 0.9 2.01 2.928 3.117 6.647 P 4
A3571 . . . . . . . . . 206.8692 [32.8553 0.0397 3.93 5.626 0.7 2.35 12.089 8.132 20.310 P 21
A1795 . . . . . . . . . 207.2201 26.5944 0.0616 1.20 3.132 0.3 2.14 6.270 10.124 27.106 P 6
A3581 . . . . . . . . . 211.8852 [27.0153 0.0214 4.26 1.603 3.2 0.64 3.337 0.657 0.926 P 28
MKW 8 . . . . . . 220.1596 3.4717 0.0270 2.60 1.255 8.4 1.90 2.525 0.789 1.355 R 29
A2029 . . . . . . . . . 227.7331 5.7450 0.0767 3.07 3.294 0.6 2.78 6.938 17.313 50.583 P 6
A2052 . . . . . . . . . 229.1846 7.0211 0.0348 2.90 2.279 1.0 1.14 4.713 2.449 4.061 P 6
MKW 3s . . . . . 230.4643 7.7059 0.0450 3.15 1.578 1.0 1.39 3.299 2.865 5.180 P 10
A2065 . . . . . . . . . 230.6096 27.7120 0.0721 2.84 1.227 6.1 3.09 2.505 5.560 12.271 R 6
A2063 . . . . . . . . . 230.7734 8.6112 0.0354 2.92 2.038 1.3 2.13 4.232 2.272 4.099 P 8
A2142 . . . . . . . . . 239.5824 27.2336 0.0899 4.05 2.888 0.9 3.09 6.241 21.345 64.760 P 6
A2147 . . . . . . . . . 240.5628 15.9586 0.0351 3.29 2.623 3.2 1.87 5.522 2.919 6.067 P 8
A2163 . . . . . . . . . 243.9433 [6.1436 0.2010 12.27 0.773 1.5 3.15 2.039 34.128 123.200 P 31
A2199 . . . . . . . . . 247.1586 39.5477 0.0302 0.84 5.535 1.8 2.37 10.642 4.165 7.904 R 8
A2204 . . . . . . . . . 248.1962 5.5733 0.1523 5.94 1.211 1.6 3.29 2.750 26.938 68.989 P 6
A2244 . . . . . . . . . 255.6749 34.0578 0.0970 2.07 1.034 2.1 2.64 2.122 8.468 21.498 P 6
A2256 . . . . . . . . . 255.9884 78.6481 0.0601 4.02 2.811 1.4 3.09 6.054 9.322 22.713 P 6
A2255 . . . . . . . . . 258.1916 64.0640 0.0800 2.51 0.976 1.2 3.22 2.022 5.506 13.718 P 6
A3667 . . . . . . . . . 303.1362 [56.8419 0.0560 4.59 3.293 0.7 2.81 7.201 9.624 24.233 P 1
S1101 . . . . . . . . . 348.4941 [42.7268 0.0580 1.85 1.237 0.9 1.64 2.485 3.597 5.939 P 35
A2589 . . . . . . . . . 350.9868 16.7753 0.0416 4.39 1.200 1.3 1.46 2.591 1.924 3.479 P 37
A2597 . . . . . . . . . 351.3318 [12.1246 0.0852 2.50 1.074 1.2 1.43 2.213 6.882 13.526 P 6
A2634 . . . . . . . . . 354.6201 27.0269 0.0312 5.17 1.096 1.6 1.79 2.415 1.008 1.822 P 6
A2657 . . . . . . . . . 356.2334 9.1952 0.0404 5.27 1.148 0.9 1.52 2.535 1.771 3.202 P 8
A4038 . . . . . . . . . 356.9322 [28.1415 0.0283 1.55 2.854 1.3 1.35 5.694 1.956 3.295 P 4
A4059 . . . . . . . . . 359.2541 [34.7591 0.0460 1.10 1.599 1.3 1.72 3.170 2.872 5.645 P 36
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TABLE 3ÈContinued

Cluster R.A. Decl. z nH CX * rX fX L X L bol Obs. Ref.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10) (11) (12) (13)

Clusters from the Extended Sample Not Included in HIFLUGCS

A2734 . . . . . . . . . 2.8389 [28.8539 0.0620 1.84 0.710 2.5 1.74 1.434 2.365 4.357 P 1
A2877 . . . . . . . . . 17.4796 [45.9225 0.0241 2.10 0.801 1.2 1.06 1.626 0.405 0.714 P 4
NGC 499 . . . . . 20.7971 33.4587 0.0147 5.25 0.313 2.5 0.30 0.479 0.045 0.051 P 5
AWM 7 . . . . . . . 43.6229 41.5781 0.0172 9.21 7.007 2.0 1.58 16.751 2.133 3.882 R 7
Perseus . . . . . . . . 49.9455 41.5150 0.0183 15.69 40.723 0.8 3.30 113.731 16.286 40.310 R 9
S405 . . . . . . . . . . . 58.0078 [82.2315 0.0613 7.65 0.781 8.2 2.14 1.800 2.899 5.574 R 12
3C 129 . . . . . . . . 72.5602 45.0256 0.0223 67.89 1.512 5.6 1.61 10.566 2.242 4.996 R 10
A0539 . . . . . . . . . 79.1560 6.4421 0.0288 12.06 1.221 1.3 1.37 3.182 1.135 1.935 P 14
S540 . . . . . . . . . . . 85.0265 [40.8431 0.0358 3.53 0.788 5.0 0.84 1.611 0.887 1.353 R 4
A0548w . . . . . . . 86.3785 [25.9340 0.0424 1.79 0.136 5.4 0.73 0.234 0.183 0.240 P 15
A0548e . . . . . . . . 87.1596 [25.4692 0.0410 1.88 0.771 1.8 2.12 1.551 1.117 1.870 P 15
A3395n . . . . . . . . 96.9005 [54.4447 0.0498 5.42 0.699 3.9 1.37 1.555 1.650 3.461 P 4
UGC 03957 . . . 115.2481 55.4319 0.0340 4.59 0.936 6.0 0.94 1.975 0.980 1.531 R 16
PKS 0745 . . . . . 116.8837 [19.2955 0.1028 43.49 1.268 1.0 2.44 6.155 27.565 70.604 P 17
A0644 . . . . . . . . . 124.3553 [7.5159 0.0704 5.14 1.799 1.0 4.02 3.994 8.414 22.684 P 6
S636 . . . . . . . . . . . 157.5151 [35.3093 0.0116 6.42 3.102 4.9 1.18 5.869 0.341 0.446 R 18
A1413 . . . . . . . . . 178.8271 23.4051 0.1427 1.62 0.636 1.6 2.39 1.289 11.090 28.655 P 6
M49 . . . . . . . . . . . 187.4437 7.9956 0.0044 1.59 1.259 1.0 0.27 1.851 0.015 0.019 P 15
A3528n . . . . . . . . 193.5906 [29.0130 0.0540 6.10 0.560 2.3 1.51 1.263 1.581 2.752 P 1
A3528s . . . . . . . . 193.6708 [29.2254 0.0551 6.10 0.756 1.6 1.35 1.703 2.224 3.746 P 20
A3530 . . . . . . . . . 193.9211 [30.3451 0.0544 6.00 0.438 2.8 1.55 0.987 1.252 2.317 P 21
A3532 . . . . . . . . . 194.3375 [30.3698 0.0539 5.96 0.797 1.8 1.64 1.797 2.235 4.483 P 21
A1689 . . . . . . . . . 197.8726 [1.3408 0.1840 1.80 0.712 1.1 2.36 1.454 20.605 60.707 P 23
A3560 . . . . . . . . . 203.1119 [33.1355 0.0495 3.92 0.714 2.5 2.00 1.519 1.601 2.701 P 26
A1775 . . . . . . . . . 205.4582 26.3820 0.0757 1.00 0.654 1.8 2.02 1.290 3.175 5.735 P 27
A1800 . . . . . . . . . 207.3408 28.1038 0.0748 1.18 0.610 7.9 1.98 1.183 2.840 5.337 R 28
A1914 . . . . . . . . . 216.5035 37.8268 0.1712 0.97 0.729 1.4 2.35 1.454 17.813 56.533 P 6
NGC 5813 . . . . 225.2994 1.6981 0.0064 4.19 0.976 6.7 0.17 1.447 0.025 0.029 R 13
NGC 5846 . . . . 226.6253 1.6089 0.0061 4.25 0.569 2.3 0.21 0.851 0.014 0.016 P 13
A2151w . . . . . . . 241.1465 17.7252 0.0369 3.36 0.754 1.9 1.46 1.568 0.917 1.397 P 8
A3627 . . . . . . . . . 243.5546 [60.8430 0.0163 20.83 9.962 3.0 2.20 31.084 3.524 8.179 R 30
Triangulum . . . 249.5758 [64.3557 0.0510 12.29 4.294 0.7 2.54 11.308 12.508 37.739 P 32
Ophiuchus . . . . 258.1115 [23.3634 0.0280 20.14 11.642 2.0 2.29 35.749 11.953 37.391 R 33
Zw Cl 1742 . . . 266.0623 32.9893 0.0757 3.56 0.889 4.4 1.83 1.850 4.529 9.727 R 34
A2319 . . . . . . . . . 290.2980 43.9484 0.0564 8.77 5.029 1.0 3.57 12.202 16.508 47.286 P 6
A3695 . . . . . . . . . 308.6991 [35.8135 0.0890 3.56 0.836 9.2 2.58 1.739 5.882 12.715 R 1
Zw II 108 . . . . . 318.4752 2.5564 0.0494 6.63 0.841 7.3 2.20 1.884 1.969 3.445 R 5
A3822 . . . . . . . . . 328.5438 [57.8668 0.0760 2.12 0.964 7.3 3.18 1.926 4.758 9.877 R 1
A3827 . . . . . . . . . 330.4869 [59.9641 0.0980 2.84 0.953 5.8 1.78 1.955 7.963 20.188 R 1
A3888 . . . . . . . . . 338.6255 [37.7343 0.1510 1.20 0.546 2.4 1.52 1.096 10.512 30.183 P 23
A3921 . . . . . . . . . 342.5019 [64.4286 0.0936 2.80 0.626 1.7 2.43 1.308 4.882 11.023 P 12
HCG 94 . . . . . . . 349.3041 18.7060 0.0417 4.55 0.820 1.0 2.09 1.775 1.324 2.319 P 36
RXJ 2344 . . . . . 356.0723 [4.3776 0.0786 3.54 0.653 1.4 1.61 1.385 3.661 7.465 P 12

NOTES.ÈCol. (1) : Cluster name. Cols. (2)È(3) : Equatorial coordinates of the cluster center used for the regional selection for the epoch J2000.0 in decimal
degrees. Col. (4) : Heliocentric cluster redshift. Col. (5) : Column density of neutral galactic hydrogen in units of 1020 atoms cm~2. Col. (6) : Count rate in the
channel range 52È201, which corresponds to about (the energy resolution of the PSPC is limited) the energy range 0.5È2.0 keV in units of counts s~1. Col. (7) :
Relative 1 p Poissonian error of the count rate, the Ñux, and the luminosity in percent. Col. (8) : SigniÐcance radius in Col. (9) : Flux in the energyh50~1 Mpc.
range 0.1È2.4 keV in units of 10~11 ergs s~1 cm~1. Col. (10) : Luminosity in the energy range 0.1È2.4 keV in units of Col. (11) : Bolometrich50~2 1044 ergs s~1.
luminosity (energy range 0.01È40 keV) in units of Col. (12) : Indicates whether a RASS (R) or a pointed (P) ROSAT PSPC observation hash50~2 1044 ergs s~1.
been used. Col. (13) : Code for the redshift reference decoded below. Table 3 is also available in machine-readable form in the electronic edition of the
Astrophysical Journal.

REFERENCES.È(1) Katgert et al. 1996. (2) Mazure et al. 1996. (3) Median of nine galaxy redshifts compiled from Lauberts & Valentijn 1989 ; MerriÐeld &
Kent 1991 ; Loveday et al. 1996 ; Way, Flores, & Quintana 1998. (4) Abell et al. 1989. (5) Huchra, Vogeley, & Geller 1999. (6) Struble & Rood 1987. (7)
dellÏAntonio, Geller, & Fabricant 1994. (8) Zabludo† et al. 1993. (9) Poulain, Nieto, & Davoust 1992. (10) NED Team 1992. (11) et al. 2000. (12) DeBo� hringer
Grandi et al. 1999. (13) de Vaucouleurs et al. 1991. (14) Zabludo†, Huchra, & Geller 1990. (15) den Hartog & Katgert 1996. (16) Michel & Huchra 1988. (17)
Yan & Cohen 1995. (18) Garcia 1995. (19) Ebeling et al. 1998. (20) Median of eight galaxy redshifts compiled from de Vaucouleurs et al. 1991 ; Quintana et al.
1995 ; Katgert et al. 1998. (21) Vettolani et al. 1990. (22) Allen et al. 1992. (23) Teague, Carter, & Gray 1990. (24) da Costa et al. 1998. (25) Dressler & Shectman
1988. (26) Melnick & Moles 1987. (27) Median of 13 galaxy redshifts compiled from Kirshner et al. 1983 ; Zabludo† et al. 1990 ; NED Team 1992 ; Davoust &
Considere 1995 ; Oegerle, Hill, & Fitchett 1995. (28) Postman, Huchra, & Geller 1992. (29) Andersen & Owen 1994. (30) Kraan-Korteweg et al. 1996. (31)
Elbaz, Arnaud, & 1995. (32) Edge & Stewart 1991a. (33) Lahav et al. 1989. (34) Ulrich 1976. (35) Stocke et al. 1991. (36) Hickson et al. 1992. (37)Bo� hringer
Beers et al. 1991.
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FIG. 2.ÈCumulative source count rate as a function of radius (solid
line) for the cluster A2029 (pointed observation). The vertical dashed line
indicates the outer signiÐcance radius, The dashed lines just above andrX.
below the source count rate indicate the 1 p Poissonian error bars.

(cumulative) source count rate for a given radius (Fig. 2).
Obvious contaminating point sources have been excluded
manually. The cut-out regions have then been assigned the
average surface brightness of the ring. If a cluster has been
found to be clearly made up of two components, for
instance, A3395n/s, these components have been treated
separately. This procedure ensures that double clusters are
not treated as a single entity for which spherical symmetry
is assumed. For the same reason, strong substructure has
been excluded in the same manner as contaminating point
sources. In this work the aim is to characterize all cluster
properties consistently and homogeneously. Therefore, if
strong substructure is identiÐed, then it is excluded for the
Ñux/luminosity and mass determination.

An outer signiÐcance radius of the cluster, is deter-rX,
mined at the position from where on the Poissonian 1 p
error rises faster than the source count rate. Usually, the
source count rate settles into a nearly horizontal line for
radii larger than We have found, however, that in somerX.
cases the source count rate seems to increase or decrease
roughly quadratically for radii larger than indicating arX,
possibly under- or overestimated background (Fig. 3). We
therefore Ðtted a parabola of the form y \ mx2] b to the
source count rate for radii larger than and corrected therXmeasured background. An example for a corrected source
count rate proÐle is shown in Figure 4.

Figure 5 shows for the extended sample (106 clusters) that
the di†erence between measured and corrected source
count rates is generally very small. Nevertheless, an inspec-
tion of each count rate proÐle has been performed, to decide
whether the measured or corrected count rate is adopted as
the Ðnal count rate, to avoid artiÐcial corrections due to
large-scale variations of the background (especially in the
large RASS Ðelds). The count rates are given in Table 3.

The conversion factor for the count rateÈtoÈÑux conver-
sion depends on the hydrogen column density, on thenH,
cluster gas temperature, on the cluster gas metallicity,Tgas,on the cluster redshift, z, and on the respective detector
responses for the two di†erent PSPCs used. The value isnHtaken as the value inferred from 21 cm radio measurements
for our Galaxy at the projected cluster position (Dickey &

FIG. 3.ÈCumulative source count rate as a function of radius for the
cluster EXO 0422, shown as an extreme example (RASS data). The para-
bolic dashed line indicates the best-Ðt parabola for count rates larger than
rX.

Lockman 1990 ;5 included in the EXSAS software package
[Zimmermann et al. 1998] ;6 photoelectric absorption cross
sections are taken from Morrison & McCammon 1983).
Gas temperatures have been estimated by compiling X-ray
temperatures, from the literature, giving preference toTX,
temperatures measured with the ASCA satellite. For clus-
ters where no ASCA measured temperature has been avail-
able, X-ray temperatures measured with previous X-ray
satellites have been used. The X-ray temperatures and cor-
responding references are given in Table 4. For two clusters
included in HIFLUGCS, no measured temperature has
been found in the literature, and the L X(\2 h50~1 Mpc) [ TXrelation of Markevitch (1998) has been used. The relation
for non cooling ÑowÈcorrected luminosities and cooling
ÑowÈcorrected/emission-weighted temperatures has been

5 See http ://imagelib.ncsa.uiuc.edu/project/document/95.FL.01.
6 See http ://wave.xray.mpe.mpg.de/exsas/users-guide.

FIG. 4.ÈCorrected cumulative source count rate as a function of radius
for the cluster EXO 0422. The count rate correction is less than 5%.
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FIG. 5.ÈComparison of measured and corrected source count rates
for the extended sample of 106 galaxy clusters. The solid line indicates
equality.

chosen. Since the conversion from count rate to Ñux
depends only weakly on in the ROSAT energy band forTgasthe relevant temperature range, a cluster temperature

has been assumed in a Ðrst step to determinekTgas \ 4 keV
Mpc) for the clusters where no gas temperatureL X(\2 h50~1

has been found in the literature. With this luminosity the
gas temperature has been estimated. The metallicity is set to
0.35 times the solar value for all clusters (e.g., Arnaud et al.
1992). The redshifts have been compiled from the literature
and are given in Table 3 together with the corresponding
references. With these quantities and the count rates given
in Table 3, Ñuxes in the observer rest-frame energy range
0.1È2.4 keV have been calculated applying a modern
version of a Raymond-Smith spectral code (Raymond &
Smith 1977). The results are listed in Table 3. The Ñux
calculation has also been checked using XSPEC (Arnaud
1996) by folding the model spectrum created with the pa-
rameters given above with the detector response and adjust-
ing the normalization to reproduce the observed count rate.
It is found that for 90% of the clusters the deviation
between the two results for the Ñux measurement is less
than 1%. Luminosities in the source rest-frame energy
range 0.1È2.4 keV have then been calculated within XSPEC
by adjusting the normalization to reproduce the initial Ñux
measurements.

The improvements in the Ñux determination performed
here compared to the input catalogs in general are now
summarized : (1) Because of the use of a high fraction of
pointed observations, the photon statistics are on average
much better ; e.g., for the 33 clusters contained in REFLEX
and HIFLUGCS, one Ðnds a mean of 841 and 19,580
source photons, respectively. Consequently, the cluster
emission has been traced out to larger radii for
HIFLUGCS. (2) The higher photon statistics have allowed
a proper exclusion of contaminating point sources (stars,
active galactic nuclei, etc.) and substructure and the separa-
tion of double clusters. (3) An iterative background correc-
tion has been performed. (4) A measured X-ray temperature
has been used for the Ñux calculation in most cases.

Simulations have shown that even for the HIFLUGCS
clusters with the lowest number of photons, the determined
Ñux shows no signiÐcant trend with redshift in the relevant
redshift range (Ikebe et al. 2001).

3.2. Mass Determination
A parametric description of the cluster gas density proÐle

has been derived using the standard b-model (e.g., Cavaliere
& Fusco-Femiano 1976 ; Gorenstein et al. 1978 ; Jones &
Forman 1984). Assuming spherical symmetry the model

SX(R) \ S0
A
1 ] R2

rc2
B~3b`1@2] B (1)

is Ðtted to the measured surface brightness proÐle (ring
count rates per ring area), where R denotes the projected
distance from the cluster center. This yields values for the
core radius, the b-parameter, and the normalization,r

c
, S0(and also a Ðtted value for the background surface bright-

ness, B, since the Ðt is performed on the nonÈbackground-
subtracted data). The Ðt values have been used to construct
the radial gas density distribution

ogas(r) \ o0
A
1 ] r2

rc2
B~(3@2)b

. (2)

The gravitational cluster mass, has been determinedMtot,assuming the intracluster gas to be in hydrostatic equi-
librium and isothermal. Using equation (2) and the ideal gas
equation under these assumptions leads to

Mtot(\r) \ 3kTgas r3b
km

p
G

A 1
r2 ] r

c
2
B

, (3)

where k (\0.61) represents the mean molecular weight, m
pthe proton mass, and G the gravitational constant. Com-

bined N-body/hydrodynamic cluster simulations have
shown that this method generally gives unbiased results
with an uncertainty of 14%È29% (e.g., Schindler 1996a ;
Evrard, Metzler, & Navarro 1996). Currently, there are con-
tradictory measurements concerning the general presence of
gas temperature gradients in clusters (e.g., Fukazawa 1997 ;
Markevitch et al. 1998 ; Irwin, Bregman, & Evrard 1999 ;
White 2000 ; Irwin & Bregman 2000). If there is a systematic
trend in the sense that the gas temperature decreases with
increasing radius in the outer cluster parts similar to that
found by Markevitch et al., then the isothermal assumption
leads to an overestimation of the cluster mass of about 30%
at about six core radii (Markevitch et al. 1998). Finoguenov,
Reiprich, & (2001) determined masses byBo� hringer
employing the assumption of isothermality and also using
measured cluster gas temperature proÐles. A comparison
for 38 clusters included in their sample indicates that the
latter masses are on average a factor of 0.80 smaller than the
isothermal masses within (this radius is deÐned in ther200next paragraph). Until the Ðnal answer on this issue is given
by XMM-Newton,7 we retain the isothermal assumption.
The inÑuence of a possible overestimation of the cluster
mass on the determination of cosmological parameters is
investigated in ° 5.3.2.

Having determined the integrated mass as a function of
radius, a physically meaningful Ðducial radius for the mass
measurement has to be deÐned. The radius commonly used
is either the Abell radius, or The Abell radius isr200, r500.Ðxed at The radius or is the radiusrA 4 3 h50~1Mpc. r200 r500within which the mean gravitational mass density SototT \

7 First results indicate that apart from the central regions the intraclus-
ter gas is isothermal out to at least (e.g., T. H. Reiprich 2001, in(1/2)r200Clusters of Galaxies and the High Redshift Universe Observed in X-Rays,
available at http ://www-dapnia.cea.fr/Conferences/Morion–astro–2001/
abs03/reiprich.html ; M. Arnaud 2001, private communication).



TABLE 4

CLUSTER PROPERTIES

Cluster b r
c

TX M500 r500 M200 r200 MA Ref.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

A0085 . . . . . . . . . 0.532~0.004`0.004 83~3`3 6.90~0.40`0.40 6.84~0.66`0.66 1.68~0.06`0.05 10.80~1.04`1.12 2.66~0.09`0.09 12.21 1
A0119 . . . . . . . . . 0.675~0.023`0.026 501~26`28 5.60~0.30`0.30 6.23~0.76`0.92 1.63~0.07`0.08 10.76~1.39`1.50 2.66~0.13`0.11 12.24 1
A0133 . . . . . . . . . 0.530~0.004`0.004 45~2`2 3.80~0.90`2.00 2.78~0.95`2.51 1.24~0.16`0.30 4.41~1.52`4.00 1.97~0.27`0.47 6.71 9
NGC 507 . . . . . 0.444~0.005`0.005 19~1`1 1.26~0.07`0.07 0.41~0.04`0.04 0.66~0.02`0.02 0.64~0.06`0.07 1.04~0.04`0.04 1.86 2
A0262 . . . . . . . . . 0.443~0.017`0.018 42~10`12 2.15~0.06`0.06 0.90~0.09`0.10 0.86~0.03`0.03 1.42~0.13`0.15 1.35~0.04`0.05 3.17 2
A0400 . . . . . . . . . 0.534~0.013`0.014 154~9`9 2.31~0.14`0.14 1.28~0.15`0.17 0.96~0.04`0.04 2.07~0.25`0.30 1.53~0.06`0.08 4.10 2
A0399 . . . . . . . . . 0.713~0.095`0.137 450~100`132 7.00~0.40`0.40 10.00~2.48`3.73 1.91~0.18`0.21 16.64~4.32`6.61 3.07~0.30`0.36 16.24 1
A0401 . . . . . . . . . 0.613~0.010`0.010 246~10`11 8.00~0.40`0.40 10.27~0.93`1.08 1.92~0.05`0.07 16.59~1.62`1.62 3.07~0.10`0.09 16.21 1
A3112 . . . . . . . . . 0.576~0.006`0.006 61~3`3 5.30~1.00`0.70 5.17~1.45`1.17 1.53~0.16`0.11 8.22~2.31`1.79 2.43~0.25`0.16 10.16 1
Fornax . . . . . . . . 0.804~0.084`0.098 174~15`17 1.20~0.04`0.04 0.87~0.16`0.22 0.84~0.06`0.07 1.42~0.27`0.36 1.35~0.09`0.11 3.20 2
2A 0335 . . . . . . . 0.575~0.003`0.004 33~1`1 3.01~0.07`0.07 2.21~0.09`0.10 1.15~0.02`0.02 3.51~0.15`0.16 1.83~0.03`0.03 5.76 2
Zw III 54 . . . . . 0.887~0.151`0.320 289~73`124 (2.16~0.30`0.35) 2.36~0.90`2.22 1.18~0.17`0.29 3.93~1.54`3.83 1.89~0.29`0.48 6.32 11
A3158 . . . . . . . . . 0.661~0.022`0.025 269~19`20 5.77~0.05`0.10 7.00~0.42`0.52 1.69~0.03`0.04 11.29~0.68`0.95 2.69~0.06`0.08 12.61 3
A0478 . . . . . . . . . 0.613~0.004`0.004 98~2`2 8.40~1.40`0.80 11.32~2.81`1.78 1.99~0.18`0.10 17.89~4.35`2.95 3.13~0.27`0.18 17.12 1
NGC 1550 . . . 0.554~0.037`0.049 45~11`15 1.43~0.03`0.04 0.69~0.09`0.12 0.78~0.04`0.04 1.09~0.14`0.20 1.23~0.06`0.07 2.64 5
EXO 0422 . . . . 0.722~0.071`0.104 142~30`40 2.90~0.60`0.90 2.89~1.14`2.39 1.26~0.19`0.28 4.63~1.82`3.84 2.00~0.31`0.44 6.96 9
A3266 . . . . . . . . . 0.796~0.019`0.020 564~20`21 8.00~0.50`0.50 14.17~1.84`1.94 2.14~0.10`0.09 23.76~2.91`3.23 3.45~0.14`0.15 20.47 1
A0496 . . . . . . . . . 0.484~0.003`0.003 30~1`1 4.13~0.08`0.08 2.76~0.11`0.11 1.24~0.02`0.02 4.35~0.17`0.18 1.96~0.03`0.03 6.66 2
A3376 . . . . . . . . . 1.054~0.083`0.101 755~60`69 4.00~0.40`0.40 6.32~1.59`2.11 1.64~0.15`0.17 11.96~2.98`3.82 2.75~0.25`0.26 13.20 1
A3391 . . . . . . . . . 0.579~0.024`0.026 234~22`24 5.40~0.60`0.60 5.18~1.08`1.31 1.53~0.11`0.12 8.41~1.81`2.13 2.44~0.19`0.19 10.35 1
A3395s . . . . . . . . 0.964~0.167`0.275 604~118`173 5.00~0.30`0.30 8.82~2.61`4.79 1.83~0.20`0.29 15.34~4.74`8.79 2.99~0.35`0.49 15.42 1
A0576 . . . . . . . . . 0.825~0.185`0.432 394~125`221 4.02~0.07`0.07 5.36~1.66`4.42 1.55~0.18`0.34 8.96~2.91`8.01 2.50~0.31`0.60 10.86 3
A0754 . . . . . . . . . 0.698~0.024`0.027 239~16`17 9.50~0.40`0.70 16.37~1.84`2.91 2.25~0.09`0.13 26.19~2.95`4.45 3.57~0.15`0.18 21.94 1
Hydra A . . . . . . 0.573~0.003`0.003 50~1`1 4.30~0.40`0.40 3.76~0.55`0.58 1.38~0.07`0.07 5.94~0.84`0.91 2.17~0.10`0.11 8.21 1
A1060 . . . . . . . . . 0.607~0.034`0.040 94~13`15 3.24~0.06`0.06 2.66~0.28`0.34 1.23~0.04`0.05 4.24~0.47`0.55 1.95~0.08`0.08 6.54 2
A1367 . . . . . . . . . 0.695~0.032`0.035 383~22`24 3.55~0.08`0.08 3.34~0.32`0.36 1.32~0.04`0.05 5.69~0.56`0.63 2.14~0.07`0.08 8.08 2
MKW 4 . . . . . . 0.440~0.005`0.004 11~1`1 1.71~0.09`0.09 0.64~0.06`0.06 0.76~0.03`0.02 1.00~0.09`0.10 1.20~0.03`0.04 2.51 2
Zw Cl 1215 . . . 0.819~0.034`0.038 431~25`28 (5.58~0.78`0.89) 8.79~2.29`3.00 1.83~0.18`0.19 14.52~3.67`4.92 2.93~0.27`0.30 14.91 11
NGC 4636 . . . 0.491~0.027`0.032 6~2`3 0.76~0.01`0.01 0.22~0.02`0.03 0.53~0.02`0.02 0.35~0.04`0.04 0.85~0.03`0.03 1.24 4
A3526 . . . . . . . . . 0.495~0.010`0.011 37~4`5 3.68~0.06`0.06 2.39~0.13`0.15 1.18~0.02`0.02 3.78~0.18`0.23 1.87~0.03`0.04 6.07 2
A1644 . . . . . . . . . 0.579~0.074`0.111 300~92`128 4.70~0.70`0.90 4.10~1.41`2.64 1.42~0.18`0.26 6.73~2.38`4.54 2.27~0.31`0.43 8.98 10
A1650 . . . . . . . . . 0.704~0.081`0.131 281~71`104 6.70~0.80`0.80 9.62~2.92`4.91 1.88~0.21`0.28 15.60~4.85`8.08 3.01~0.35`0.45 15.56 1
A1651 . . . . . . . . . 0.643~0.013`0.014 181~10`10 6.10~0.40`0.40 7.45~0.95`1.00 1.73~0.08`0.07 11.91~1.52`1.60 2.75~0.13`0.12 13.01 1
Coma . . . . . . . . . 0.654~0.021`0.019 344~21`22 8.38~0.34`0.34 11.99~1.29`1.28 2.03~0.08`0.07 19.38~1.97`2.08 3.22~0.11`0.11 18.01 2
NGC 5044 . . . 0.524~0.003`0.002 11~1`1 1.07~0.01`0.01 0.41~0.01`0.01 0.66~0.01`0.01 0.65~0.01`0.01 1.04~0.01`0.01 1.87 2
A1736 . . . . . . . . . 0.542~0.092`0.147 374~130`178 3.50~0.40`0.40 2.19~0.74`1.23 1.15~0.15`0.18 3.78~1.34`2.41 1.87~0.25`0.34 6.22 1
A3558 . . . . . . . . . 0.580~0.005`0.006 224~5`5 5.50~0.40`0.40 5.37~0.64`0.70 1.55~0.06`0.07 8.64~1.03`1.12 2.46~0.10`0.10 10.56 1
A3562 . . . . . . . . . 0.472~0.006`0.006 99~5`5 5.16~0.16`0.16 3.68~0.23`0.24 1.37~0.03`0.03 5.83~0.36`0.38 2.16~0.04`0.05 8.10 3
A3571 . . . . . . . . . 0.613~0.010`0.010 181~7`7 6.90~0.20`0.20 8.33~0.53`0.56 1.79~0.04`0.04 13.31~0.85`0.90 2.85~0.06`0.06 14.04 1
A1795 . . . . . . . . . 0.596~0.002`0.003 78~1`1 7.80~1.00`1.00 9.75~1.90`2.01 1.89~0.14`0.12 15.39~2.92`3.17 2.99~0.20`0.19 15.46 1
A3581 . . . . . . . . . 0.543~0.022`0.024 35~4`5 1.83~0.04`0.04 0.96~0.09`0.09 0.87~0.03`0.02 1.52~0.13`0.16 1.38~0.04`0.05 3.30 5
MKW 8 . . . . . . 0.511~0.059`0.098 107~42`70 3.29~0.22`0.23 2.10~0.52`0.86 1.14~0.10`0.13 3.33~0.83`1.45 1.79~0.17`0.24 5.60 5
A2029 . . . . . . . . . 0.582~0.004`0.004 83~2`2 9.10~1.00`1.00 11.82~1.99`2.14 2.01~0.12`0.11 18.79~3.17`3.40 3.20~0.19`0.18 17.62 1
A2052 . . . . . . . . . 0.526~0.005`0.005 37~2`2 3.03~0.04`0.04 1.95~0.06`0.07 1.10~0.01`0.02 3.10~0.11`0.09 1.75~0.02`0.01 5.30 3
MKW 3s . . . . . 0.581~0.007`0.008 66~3`3 3.70~0.20`0.20 3.06~0.30`0.32 1.29~0.04`0.05 4.84~0.47`0.51 2.03~0.07`0.07 7.16 1
A2065 . . . . . . . . . 1.162~0.282`0.734 690~186`360 5.50~0.40`0.40 13.44~5.17`16.12 2.10~0.31`0.63 23.37~9.42`29.87 3.43~0.54`1.09 20.21 1
A2063 . . . . . . . . . 0.561~0.011`0.011 110~6`7 3.68~0.11`0.11 2.84~0.19`0.23 1.25~0.03`0.04 4.54~0.31`0.36 1.99~0.04`0.06 6.86 2
A2142 . . . . . . . . . 0.591~0.006`0.006 154~6`6 9.70~1.10`1.50 13.29~2.41`3.45 2.10~0.14`0.17 21.04~3.69`5.46 3.31~0.20`0.26 19.05 1
A2147 . . . . . . . . . 0.444~0.046`0.071 238~65`103 4.91~0.28`0.28 2.99~0.63`0.92 1.28~0.10`0.12 4.84~1.03`1.64 2.03~0.15`0.21 7.21 2
A2163 . . . . . . . . . 0.796~0.028`0.030 519~29`31 13.29~0.64`0.64 31.85~3.74`4.24 2.81~0.11`0.12 51.99~6.13`6.96 4.49~0.18`0.19 34.18 3
A2199 . . . . . . . . . 0.655~0.021`0.019 139~10`10 4.10~0.08`0.08 4.21~0.29`0.33 1.43~0.03`0.04 6.73~0.51`0.52 2.27~0.06`0.06 8.92 2
A2204 . . . . . . . . . 0.597~0.007`0.008 67~3`3 7.21~0.25`0.25 8.67~0.57`0.67 1.82~0.04`0.05 13.79~1.00`0.96 2.89~0.08`0.06 14.34 3
A2244 . . . . . . . . . 0.607~0.015`0.016 126~10`11 7.10~2.20`5.00 8.65~3.89`11.47 1.82~0.33`0.59 13.78~6.20`18.02 2.89~0.52`0.92 14.33 10
A2256 . . . . . . . . . 0.914~0.047`0.054 587~37`40 6.60~0.40`0.40 12.83~2.00`2.38 2.07~0.11`0.12 21.81~3.54`4.07 3.36~0.20`0.19 19.34 1
A2255 . . . . . . . . . 0.797~0.030`0.033 593~32`35 6.87~0.20`0.20 10.90~0.95`1.15 1.96~0.05`0.07 18.65~1.67`2.01 3.18~0.09`0.11 17.54 3
A3667 . . . . . . . . . 0.541~0.008`0.008 279~10`10 7.00~0.60`0.60 6.88~1.02`1.08 1.68~0.09`0.08 11.19~1.65`1.76 2.69~0.14`0.13 12.50 1
S1101 . . . . . . . . . 0.639~0.007`0.006 56~2`2 3.00~0.70`1.20 2.58~0.88`1.76 1.22~0.16`0.23 4.08~1.39`2.78 1.92~0.25`0.36 6.38 9
A2589 . . . . . . . . . 0.596~0.012`0.013 118~7`8 3.70~1.10`2.20 3.14~1.35`3.44 1.29~0.22`0.37 5.01~2.15`5.41 2.06~0.35`0.56 7.33 9
A2597 . . . . . . . . . 0.633~0.008`0.008 58~2`2 4.40~0.70`0.40 4.52~1.11`0.72 1.47~0.14`0.07 7.14~1.72`1.14 2.31~0.20`0.11 9.27 1
A2634 . . . . . . . . . 0.640~0.043`0.051 364~39`44 3.70~0.28`0.28 3.15~0.60`0.78 1.29~0.09`0.10 5.35~1.04`1.34 2.10~0.14`0.17 7.77 2
A2657 . . . . . . . . . 0.556~0.007`0.008 119~5`5 3.70~0.30`0.30 2.83~0.39`0.43 1.25~0.06`0.06 4.52~0.62`0.68 1.99~0.09`0.10 6.84 1
A4038 . . . . . . . . . 0.541~0.008`0.009 59~4`4 3.15~0.03`0.03 2.16~0.08`0.09 1.14~0.02`0.02 3.41~0.11`0.14 1.80~0.01`0.03 5.67 3
A4059 . . . . . . . . . 0.582~0.010`0.010 90~5`5 4.40~0.30`0.30 3.95~0.48`0.52 1.40~0.06`0.06 6.30~0.76`0.83 2.22~0.09`0.09 8.52 1
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TABLE 4ÈContinued

Cluster b r
c

TX M500 r500 M200 r200 MA Ref.
(1) (2) (3) (4) (5) (6) (7) (8) (9) (10)

Clusters from the Extended Sample Not Included in HIFLUGCS

A2734 . . . . . . . . . 0.624~0.029`0.034 212~23`26 (3.85~0.54`0.62) 3.49~0.89`1.25 1.34~0.12`0.15 5.67~1.48`1.98 2.14~0.21`0.22 7.97 11
A2877 . . . . . . . . . 0.566~0.025`0.029 190~17`19 3.50~1.10`2.20 2.61~1.24`3.32 1.22~0.23`0.39 4.24~2.00`5.28 1.95~0.38`0.60 6.57 10
NGC 499 . . . . . 0.722~0.030`0.034 24~2`2 0.72~0.02`0.03 0.36~0.04`0.05 0.63~0.02`0.03 0.58~0.06`0.08 1.00~0.04`0.04 1.73 4
AWM 7 . . . . . . . 0.671~0.025`0.027 173~15`18 3.75~0.09`0.09 3.79~0.32`0.38 1.38~0.04`0.05 6.08~0.52`0.62 2.19~0.06`0.08 8.35 2
Perseus . . . . . . . . 0.540~0.004`0.006 64~2`2 6.79~0.12`0.12 6.84~0.26`0.29 1.68~0.02`0.02 10.80~0.41`0.46 2.66~0.04`0.04 12.20 2
S405 . . . . . . . . . . . 0.664~0.133`0.263 459~159`262 (4.21~0.59`0.67) 3.91~1.57`3.56 1.40~0.22`0.33 6.75~2.81`6.80 2.27~0.37`0.60 9.09 11
3C 129 . . . . . . . . 0.601~0.131`0.260 318~107`178 5.60~0.60`0.70 5.68~2.29`5.58 1.58~0.25`0.40 9.30~3.85`9.51 2.53~0.42`0.67 11.08 9
A0539 . . . . . . . . . 0.561~0.018`0.020 148~12`13 3.24~0.09`0.09 2.33~0.19`0.21 1.18~0.03`0.03 3.74~0.34`0.35 1.87~0.06`0.05 6.04 2
S540 . . . . . . . . . . . 0.641~0.051`0.073 130~29`38 (2.40~0.34`0.38) 1.83~0.54`0.83 1.08~0.12`0.14 2.93~0.87`1.34 1.72~0.19`0.23 5.13 11
A0548w . . . . . . . 0.666~0.111`0.194 198~62`90 (1.20~0.17`0.19) 0.63~0.23`0.48 0.76~0.11`0.16 1.06~0.41`0.84 1.23~0.19`0.26 2.64 11
A0548e . . . . . . . . 0.480~0.013`0.013 118~11`12 3.10~0.10`0.10 1.74~0.15`0.15 1.07~0.04`0.03 2.77~0.23`0.27 1.68~0.05`0.06 4.95 3
A3395n . . . . . . . . 0.981~0.244`0.619 672~203`383 5.00~0.30`0.30 8.70~3.19`9.53 1.82~0.26`0.51 15.47~6.07`18.82 2.99~0.46`0.92 15.55 1
UGC 03957 . . . 0.740~0.086`0.133 142~33`45 (2.58~0.36`0.41) 2.51~0.83`1.50 1.20~0.15`0.21 4.02~1.33`2.41 1.91~0.23`0.33 6.35 11
PKS 0745 . . . . . 0.608~0.006`0.006 71~2`2 7.21~0.11`0.11 8.88~0.28`0.35 1.83~0.01`0.03 14.12~0.53`0.56 2.91~0.04`0.04 14.58 3
A0644 . . . . . . . . . 0.700~0.011`0.011 203~7`7 7.90~0.80`0.80 12.50~2.11`2.29 2.06~0.12`0.12 19.83~3.23`3.79 3.24~0.17`0.21 18.33 1
S636 . . . . . . . . . . . 0.752~0.123`0.217 344~86`130 (1.18~0.17`0.19) 0.61~0.22`0.44 0.75~0.10`0.15 1.16~0.44`0.90 1.26~0.18`0.27 2.93 11
A1413 . . . . . . . . . 0.660~0.015`0.017 179~11`12 7.32~0.24`0.26 10.20~0.82`0.93 1.92~0.05`0.05 16.29~1.31`1.49 3.05~0.08`0.09 16.03 3
M49 . . . . . . . . . . . 0.592~0.007`0.007 11~1`1 0.95~0.01`0.02 0.41~0.01`0.02 0.66~0.01`0.01 0.65~0.02`0.04 1.04~0.01`0.02 1.87 4
A3528n . . . . . . . . 0.621~0.030`0.034 178~16`17 3.40~0.64`1.66 2.89~0.94`2.84 1.26~0.15`0.32 4.65~1.48`4.54 2.00~0.23`0.51 7.00 8
A3528s . . . . . . . . 0.463~0.012`0.013 101~8`9 3.15~0.59`0.89 1.69~0.50`0.87 1.05~0.12`0.16 2.70~0.80`1.39 1.67~0.19`0.25 4.86 8
A3530 . . . . . . . . . 0.773~0.085`0.114 421~61`75 3.89~0.25`0.27 4.52~1.05`1.52 1.47~0.13`0.15 7.64~1.80`2.72 2.36~0.20`0.26 9.82 7
A3532 . . . . . . . . . 0.653~0.029`0.034 282~24`27 4.58~0.17`0.19 4.77~0.52`0.70 1.49~0.05`0.07 7.79~0.91`1.16 2.38~0.10`0.12 9.88 7
A1689 . . . . . . . . . 0.690~0.011`0.011 163~6`7 9.23~0.28`0.28 15.49~1.00`1.18 2.20~0.05`0.06 24.68~1.76`1.70 3.50~0.10`0.07 21.13 3
A3560 . . . . . . . . . 0.566~0.029`0.033 256~27`30 (3.16~0.44`0.51) 2.16~0.56`0.79 1.14~0.11`0.12 3.59~0.95`1.30 1.84~0.18`0.20 5.92 11
A1775 . . . . . . . . . 0.673~0.023`0.026 260~18`19 3.69~0.11`0.20 3.61~0.34`0.50 1.36~0.05`0.06 5.91~0.56`0.83 2.17~0.07`0.09 8.21 3
A1800 . . . . . . . . . 0.766~0.139`0.308 392~132`223 (4.02~0.56`0.64) 4.75~1.85`4.64 1.49~0.23`0.38 7.97~3.17`8.31 2.39~0.37`0.65 10.08 11
A1914 . . . . . . . . . 0.751~0.017`0.018 231~10`11 10.53~0.50`0.51 21.43~2.16`2.39 2.46~0.08`0.09 33.99~3.43`4.06 3.88~0.13`0.16 26.20 3
NGC 5813 . . . . 0.766~0.103`0.179 25~6`9 (0.52~0.07`0.08) 0.24~0.08`0.17 0.55~0.07`0.11 0.38~0.13`0.27 0.87~0.12`0.16 1.32 11
NGC 5846 . . . . 0.599~0.015`0.016 7~1`1 0.82~0.01`0.01 0.33~0.02`0.02 0.61~0.01`0.01 0.53~0.03`0.03 0.97~0.01`0.02 1.63 4
A2151w . . . . . . . 0.564~0.013`0.014 68~5`5 2.40~0.06`0.06 1.52~0.10`0.12 1.02~0.02`0.03 2.42~0.18`0.18 1.61~0.04`0.03 4.51 3
A3627 . . . . . . . . . 0.555~0.044`0.056 299~49`56 6.02~0.08`0.08 5.63~0.68`0.95 1.57~0.06`0.09 9.20~1.16`1.61 2.51~0.10`0.14 11.03 3
Triangulum . . . 0.610~0.010`0.010 279~10`11 9.60~0.60`0.60 13.42~1.55`1.70 2.10~0.09`0.09 21.54~2.36`2.73 3.34~0.11`0.14 19.35 1
Ophiuchus . . . . 0.747~0.032`0.035 279~22`23 10.26~0.32`0.32 20.25~2.10`2.51 2.41~0.08`0.10 32.43~3.38`4.05 3.83~0.13`0.16 25.32 2
Zw Cl 1742 . . . 0.717~0.053`0.073 232~38`46 (5.23~0.73`0.84) 6.88~1.96`3.06 1.68~0.18`0.22 11.05~3.16`4.93 2.67~0.28`0.35 12.42 11
A2319 . . . . . . . . . 0.591~0.012`0.013 285~14`15 8.80~0.50`0.50 11.16~1.20`1.39 1.97~0.07`0.08 18.07~2.06`2.12 3.16~0.13`0.11 17.17 1
A3695 . . . . . . . . . 0.642~0.117`0.259 399~149`254 (5.29~0.74`0.85) 5.57~2.16`5.29 1.57~0.24`0.39 9.32~3.74`9.56 2.53~0.40`0.67 11.12 11
Zw II 108 . . . . . 0.662~0.097`0.167 365~105`159 (3.44~0.48`0.55) 2.96~1.02`2.00 1.27~0.16`0.24 5.04~1.80`3.60 2.06~0.28`0.40 7.47 11
A3822 . . . . . . . . . 0.639~0.093`0.150 351~111`160 (4.90~0.69`0.78) 4.97~1.75`3.30 1.51~0.20`0.28 8.26~3.02`5.64 2.43~0.34`0.46 10.29 11
A3827 . . . . . . . . . 0.989~0.192`0.410 593~149`248 (7.08~0.99`1.13) 16.35~6.76`17.02 2.25~0.37`0.60 27.44~11.46`29.53 3.62~0.60`0.99 22.44 11
A3888 . . . . . . . . . 0.928~0.066`0.084 401~40`46 (8.84~1.24`1.41) 22.00~6.28`9.28 2.48~0.26`0.31 35.74~10.38`15.07 3.96~0.44`0.49 26.85 11
A3921 . . . . . . . . . 0.762~0.030`0.036 328~23`26 5.73~0.23`0.24 8.46~0.96`1.13 1.80~0.07`0.08 13.80~1.59`1.87 2.89~0.12`0.12 14.37 3
HCG 94 . . . . . . . 0.514~0.006`0.007 86~4`4 3.45~0.30`0.30 2.28~0.34`0.36 1.17~0.06`0.06 3.62~0.51`0.56 1.84~0.09`0.09 5.90 6
RXJ 2344 . . . . . 0.807~0.030`0.033 301~18`20 (4.73~0.66`0.76) 6.91~1.69`2.30 1.68~0.14`0.17 11.27~2.80`3.74 2.69~0.25`0.27 12.58 11

NOTES.ÈCol. (1) : Cluster name. Col. (2) : b-parameter value and the corresponding 68% c.l. statistical uncertainty for two interesting parameters. Col. (3) :
Core radius in and the corresponding uncertainty. Col. (4) : X-ray temperature along with its error. For some references the temperature uncertaintyh50~1 kpc
is quoted at the 90% conÐdence level and therefore represents a conservative error estimate. Cols. (5), (7) : and and their uncertainties in units ofM500 M200calculated as described in ° 3.2. Cols. (6), (8) : and and their uncertainties in Col. (9) : in units of1014 h50~1 M

_
, r500 r200 h50~1 Mpc. MA 4 Mtot( \ rA)
Col. (10) : Code for the temperature reference decoded below. Temperatures for codes 1È7 have been determined with ASCA, code 8 with1014 h50~1 M

_
.

ROSAT , code 9 with EXOSAT , code 10 with Einstein, and code 11 with a ROSAT -ASCA relation. Temperatures for code 11 are enclosed inL X-TXparentheses, and the corresponding errors have been calculated using the scatter in the relation. Table 4 is also available in machine-readable form inL X-TXthe electronic edition of the Astrophysical Journal.
REFERENCES.È(1) Markevitch et al. 1998. (2) Fukazawa et al. 1998. (3) White 2000. (4) Matsushita 1997. (5) Ikebe et al. 2001. (6) Finoguenov et al. 2001. (7)

This work. (8) Schindler 1996b. (9) Edge & Stewart 1991a. (10) David et al. 1993. (11) Estimated from the relation given by Markevitch 1998.L X-TX
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It has been shown that a cor-] z)3] )
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(1] z)2] )"]1@2.

rection for redshift is not necessary for the nearby clusters
included in HIFLUGCS (Finoguenov et al. 2001), and we
use the zero redshift value for all calculations, i.e., o

c
\

4.6975] 10~30 g cm~3, unless noted otherwise. Neverthe-
less, the inÑuence of this approximation is tested in ° 5.3.2
for the model where evolution is strong.)

m
\ 1, )" \ 0,

In order to treat clusters of di†erent size in a homoge-
neous way, we determine the cluster mass at a characteristic
density but also give the mass determined formally at a
Ðxed radius for comparison. Spherical collapse models
predict a cluster virial density forSovirT B 178o

c
)

m
\

so a pragmatic approximation to the virial mass1, )" \ 0,
is to use as the outer boundary. Simulations performedr200by Evrard et al. (1996) have shown, however, that isother-
mal X-ray mass measurements may be biased toward high
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masses for Furthermore, for most of the clusters inr [ r500.
HIFLUGCS (86%) up to no extrapolation outside ther500,signiÐcantly detected cluster emission is necessary, i.e.,

whereas the fraction is lower for (25%) andr500 \ rX, r200(17%). In summary, the most accurate results arerAexpected for but for a comparison toMtot(\r500)4M500,predicted mass functions, is the more appropriateM200value (° 5.3.2). Results for all determined masses and their
corresponding radii are given in Table 4. Masses for the
cluster gas will be given in a subsequent paper.

A major source of uncertainty comes from the tem-
perature measurements. However, this (statistical) error is
less than 5% for one-third of the clusters ; therefore, also
other sources of error have to be taken into account. In
particular, one cannot neglect the uncertainties of the Ðt
parameter values when assessing the statistical errors of the
mass measurements. Therefore, mass errors have been cal-
culated by varying the Ðt parameter values, b and alongr

c
,

their 68% conÐdence level error ellipse and using the upper
and lower bound of the quoted temperature ranges. The
statistical mass error range has then been deÐned between
the maximum and minimum mass. Note that a simple error
propagation applied to equation (3) would underestimate
the uncertainty of and since and alsoM200 M500, r200 r500depend on b, and (weakly) The individual massTgas, r

c
.

errors have been used in subsequent calculations, unless
noted otherwise.8 A mean statistical error of 23% for clus-
ters included in HIFLUGCS and a mean error of 27% for
the extended sample have been found.

4. RESULTS

In this section it is shown that a tight correlation exists
between the gravitational cluster mass and the X-ray lumi-
nosity. This ensures that HIFLUGCS is essentially selected
by cluster mass. In the second part of this section the cluster
mass function is presented, including the proper treatment
of the scatter in the relation.L X-Mtot

4.1. Mass-L uminosity Relation
Since the aim is the construction of a mass function from

a Ñux-limited sample, it is now important to test for a corre-
lation between X-ray luminosity and gravitational mass. In
Figure 6 given in the ROSAT energy band, is plotted asL X,
a function of showing clearly the existence of a tightM200,(linear Pearson correlation coefficient\ 0.92) correlation,
as expected.

To quantify the mass-luminosity relation, a linear regres-
sion Ðt in log-log space has been performed. The method
used allows for intrinsic scatter and errors in both variables
(Akritas & Bershady 1996).9 Tables 7È11 in the Appendix
give the results for di†erent Ðt methods, where minimization
has been performed in vertical, horizontal, and orthogonal
direction, and the bisector result is given, which bisects the
best-Ðt results of vertical and horizontal minimization. The
Ðts have been performed using the form

log
C L X(0.1È2.4 keV)
h50~2 1040 ergs s~1

D
\ A] a log

A M200
h50~1M

_

B
. (4)

8 In log space errors are transformed as * log x \ log (e) (x`[ x~)/
(2x), where x` and x~ denote the upper and lower boundary of the quan-
tityÏs error range, respectively.

9 See http ://www.astro.wisc.edu/Dmab/archive/stats/stats.html.

FIG. 6.ÈGravitational massÈX-ray luminosity relation (solid line) for
the extended sample of 106 galaxy clusters. The dashed line gives the
best-Ðt relation for the 63 clusters included in HIFLUGCS ( Ðlled circles
only). The bisector Ðt results are shown. The 1 p statistical error bars are
plotted for both axes ; however, only the mass errors are larger than the
symbol sizes.

We Ðnd, as noted in general by previous authors (e.g., Isobe
et al. 1990), that the chosen Ðtting method has a signiÐcant
inÑuence on the best-Ðt parameter values.10 In this work
the appropriate relation for the application under consider-
ation is always indicated.

The di†erence between the Ðt results for 63 and 106 clus-
ters may indicate a scale dependence of the rela-L X-Mtottion, since the di†erence is slightly larger than the
uncertainty evaluated with the bootstrap method. The
small number of low-luminosity clusters in HIFLUGCS
compared to the extended sample may be responsible for
the less steep relation obtained using the HIFLUGCS clus-
ters only. Note that only two out of the six clusters with

ergs s~1 are included in HIFLUGCS. ToL X \ h50~2 1043
reliably detect any deviations from the power-law shape of
the relation, however, more clusters withL X-Mtot Mtot\1014 (and possibly needh50~1 M

_
Mtot [ 3 ] 1015 h50~1 M

_
)

to be sampled. Such work is in progress. As will be seen
later, in the procedure used here for the comparison of
observed and predicted mass functions the precise shape of
the relation is not important.L X-MtotWhen constructing the mass function, the overall (mea-
surement plus intrinsic) scatter in the relation mayL X-Mtotbecome important (° 4.2). After verifying that the scatter is
approximately Gaussian in log space, the scatter has been
measured as given in Table 12 in the Appendix. The scatter
in keV)], and orthogonal tolog [L X(0.1È2.4 log (M200),the best-Ðt line is given by andplog LX

, plog Mtot
, plog L@M,

respectively.

4.2. Mass Function
The commonly used deÐnition of the galaxy cluster mass

function is analogous to the deÐnition of the luminosity
function (e.g., Schechter 1976) : the mass function, /(M),

10 This also implies that for a proper comparison of relations that have
been quantiÐed by many di†erent authors, e.g., the relation, one andL X-TXthe same Ðtting statistic ought to be used (e.g., Wu, Xue, & Fang 1999).
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FIG. 7.ÈGravitational mass functions for HIFLUGCS. The mass func-
tion plotted with Ðlled circles has been determined using the onesVmax(L X),
with open symbols using where triangles correspond to theVmax(Mtot),relation and squares to both for the Ñux-limited sample (seeL ÂM M Â L ,
text, ° 4.2). Vertical error bars correspond to the formal 1 p Poisson errors ;
the horizontal bars indicate the mass intervals covered. Each bin contains
10 clusters, apart from the highest mass bin, which contains 11 clusters.
The highest and lowest mass clusters have been used to calculate the
highest and lowest mass intervals.

denotes the number of clusters, N, per unit comoving
volume, dV , per unit mass in the interval [M, M ] dM] ;
i.e., /(M)4 N(M)/(dV dM)4 dn(M)/dM. Assuming con-
stant density, the classical estimator (e.g., SchmidtVmax1968 ; Felten 1976 ; Binggeli, Sandage, & Tammann 1988)
can be used for estimation of luminosity functions ; i.e.,

The term is the maximum/ü (L )\ 1/*L £
i/1N (1/Vmax,i). Vmaxcomoving volume within which a cluster with given lumi-

nosity for a given survey Ñux limit and sky coverage could
have been detected. As mentioned in ° 2, the HIFLUGCS
Ñux limit is constant over 99% of the covered area, which
simpliÐes the calculation of Vmax.In the previous section it has been shown that the X-ray
luminosity is closely correlated to cluster mass. Therefore,
the estimator can also be applied to estimate the massVmaxfunction, then being a function of mass. We employVmaxdi†erent methods to correct for the scatter present in the

relation. If is used instead ofL X-Mtot Vmax(L X) Vmax(Mtot) 4where is the luminosity estimatedVmax[L (Mtot)], L (Mtot)from the relation using the determined cluster massL X-Mtotthe scatter is automatically taken into account. ThisMtot,method has been widely used in the construction of X-ray
temperature functions, recently, e.g., by Henry (2000). If

is used and the utilized relation isVmax(Mtot) L X-Mtotassumed to be the ““ true ÏÏ relation, then the scatter in this
relation has to be taken into account explicitly. Therefore,
following the method employed for the temperature func-
tion by Markevitch (1998) and Ikebe et al. (2001), the mass
function may also be estimated by determining V max* (Mtot),where the measured scatter in is included. SpeciÐ-log L Xcally, we use

V max* (Mtot)4
P
~=

=
Vmax(L@)(2nplog LX

2 )~1@2

] exp
G
[ [log L@[ (A] 40) [ a log Mtot]2

2plog LX
2

H
d log L@ ,

(5)

where A and a are the best-Ðt parameter values taken from
the appropriate relation of the form (4) andL X-Mtot plog LXis the corresponding measured standard deviation in log L Xgiven in Table 12. However, we can also use the measured

relation directly, i.e., taking advantage ofL X-Mtot Vmax(Mtot),the fact that in our Ñux-limited sample there are fewer low-
luminosity clusters for a given mass than high-luminosity
ones, which results in a slightly increased normalization of
the relation. Therefore, using this relation directly, the e†ect
of the scatter and the resulting bias toward higher lumi-
nosity clusters is already included and thus directly
accounted for.

The drawback of using is that a small number ofVmax(L X)
clusters per mass bin possibly does not represent the true
scatter well. To minimize this e†ect we use at least 10 clus-
ters per mass bin. The drawback of using orV max* (Mtot)as noted, e.g., by Markevitch (1998) and Eke etVmax(Mtot),al. (1998), is the reliance on the validity of the measured
relation over the entire mass range. The Ðrst method and
the method that accounts for the scatter explicitly (eq. [5])
have been tested by using Monte Carlo simulations for a
precisely known relation and scatter and have beenL X-TXshown to give accurate estimates of /(T ) for a large number
of clusters in the study of the HIFLUGCS temperature
function by Ikebe et al. (2001).

In Figure 7 HIFLUGCS mass functions are shown. As
expected, the method employing prompts a massVmax(L X)
function exhibiting a larger scatter, because in this case the
scatter is accounted for by the actual scatter of the 10 or 11
clusters in each mass bin. For comparison, the two extreme
mass functions calculated using are shown.Vmax(Mtot)Extreme is meant in the sense of using the steepest (1) and
shallowest (2) relation for the HIFLUGCS sample,L X-Mtoti.e., with a \ 1.538 and with a \ 1.310 (Table 8).M Â L L ÂM
At the low-mass end, (relation 1) predicts a lower luminosity
for a given mass than (relation 2), resulting in a smaller Vmaxand therefore a higher dn/dM. At the high-mass side, the
e†ect is opposite, resulting in a lower dn/dM for (relation 1).
The di†erences of these mass functions from the mass func-
tion calculated using can be understood in aVmax(L X)
similar way and are caused partly by the indication of a
deviation from a power-law shape of the relation.L X-MtotUsing results in similar mass functions, as shownV max* (Mtot)by the open symbols in Figure 7, but the points lie system-
atically lower because the scatter is accounted for twice. For
the comparison of the observational mass function to mass
functions predicted by certain cosmological models,

is used because it is independent of the preciseVmax(L X)
shape of the relation and also because has aL X-Mtot L Xmuch smaller measurement uncertainty than TheMtot.inÑuence of the choice of the calculation on the estima-Vmaxtion of cosmological parameters is investigated in ° 5.3.2.

5. DISCUSSION

A precise determination of distribution functions requires
a high sample completeness. In ° 5.1 several completeness
tests for HIFLUGCS are discussed, indicating a high com-
pleteness. The observed relation is compared toL X-Mtotexpectations in ° 5.2, and possible applications are indi-
cated. The cluster mass function is compared to previous
determinations and to predictions of cosmological models
in ° 5.3. The total gravitational mass contained in galaxy



728 REIPRICH & BO� HRINGER Vol. 567

clusters is compared to the total mass in the universe in
° 5.4.

5.1. Sample Completeness
The sample completeness is important for the accuracy of

the mass function. The selection criteria detailed in ° 2 are
met by 63 clusters with mean redshift SzT \ 0.05 and with
two clusters having z[ 0.1. The sample is constructed from
surveys with much deeper Ñux limits and high complete-
nesses. A possible remaining incompleteness in these
surveys is likely to be present at low Ñuxes close to their Ñux
limits, which therefore would not e†ect HIFLUGCS.
Nevertheless, four completeness tests have been performed
and are described in this section ; they all indicate a high
completeness of HIFLUGCS. The log NÈlog S and L X-z
diagram are compared to expectations, the luminosity func-
tion is compared to luminosity functions of deeper surveys,
and the test is performed.V /VmaxFigure 8 shows the integral number counts as a function
of X-ray Ñux (““ log NÈlog S ÏÏ). The slope in the log NÈlog S
diagram is very close to the value [1.5 expected in a static
Euclidean universe for uniformly distributed clusters.
Because of the small number of clusters (4), the deviation is
not signiÐcant for s~1 cm~2. Since thefX Z 1 ] 10~10 ergs
average redshift is smallest for the highest Ñuxes, large-scale
structure is not completely washed out at the high-Ñux
end ; therefore, the slight bump visible around fX D
6 ] 10~11 ergs s~1 cm~2 in Figure 8 suggests a deviation
caused by cosmic variance. The e†ect of an expanding and
Ðnite universe on the log NÈlog SÈÑattening of the slope
toward low ÑuxesÈis small for the redshift range covered
by the sample. The slope consistent with [1.5 toward the
Ñux limit therefore indicates a high completeness of
HIFLUGCS.

FIG. 8.ÈThe diagram. Fluxes are measured in thelog N([ fX)Èlog fXROSAT energy band (0.1È2.4 keV). The dashed line has a slope [1.5,
expected for a uniform distribution of clusters in a static Euclidean uni-
verse (““ three-halves law ÏÏ) ; the line is normalized to produce the same
cluster number at fX \ 8 ] 10~11 ergs s~1 cm~2.

In Figure 9 the X-ray luminosity is plotted as a function
of redshift. The Ñux limit is shown as a solid line.11

One notes the increase in rare luminous systems with
increasing redshift (volume). Because of the seeming under-
density of clusters in the redshift range 0.10 \ z\ 0.15, a
comparison with the expected number of clusters as derived
from N-body simulations has been performed. An open
cold dark matter simulation, carried out for analysis of the
power spectral densities of REFLEX clusters (Schuecker et
al. 2001b), adjusted to the HIFLUGCS survey volume in
the southern hemisphere (roughly half of the total volume
sampled by HIFLUGCS) has been used. The simulation
yields 39 clusters, while 33 HIFLUGCS clusters have been
detected in this region. It is found that in fact not even one
cluster with z[ 0.1 is expected for this volume based on this
simulation, and the HIFLUGCS subsample also does not
contain any cluster with a redshift larger than 0.1. This is a
further piece of evidence for the high completeness of the
sample.

In Figure 10 the HIFLUGCS X-ray luminosity function
is compared to luminosity functions of larger surveys in the
southern (REFLEX; et al. 2001a) and northernBo� hringer
(BCS; Ebeling et al. 1997) hemisphere. These surveys have
much deeper Ñux limits (° 2) and contain many more clus-
ters. Very good agreement is found, which shows the high
completeness and homogeneous selection of HIFLUGCS.

The test (e.g., Rowan-Robinson 1968 ; SchmidtV /Vmax1968 ; Avni & Bahcall 1980 ; Peacock 1999, ° 14.5) can be
used to assess a possible sample incompleteness. Assuming
a uniform distribution of clusters, a value is expected on12average. For HIFLUGCS, whichSV /VmaxT \ 0.47 ^ 0.04,
is consistent with the expectation, and we interpret this
result as a clear sign that HIFLUGCS covers a large
enough volume for most of the range to be representa-L Xtive of the local universe with a high sample completeness.

11 The correction for converting observer rest-frame lumi-K(Tgas, z)
nosities to source rest-frame luminosities depends on redshift and source
spectrum For source rest-frame luminosities, it is therefore not pos-(Tgas).sible to plot the Ñux limit as one line in two dimensions but rather(L X, z),
as an area in three dimensions For consistency we therefore(L X, z, Tgas).give in this two-dimensional plot the observer rest-frame luminosity (the
correction is less than 6% for 90% of the clusters anyway).

FIG. 9.ÈX-ray luminosity as a function of redshift. The Ñux limit is
shown as a solid line.
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FIG. 10.ÈX-ray luminosity function for HIFLUGCS compared to
surveys with deeper Ñux limits in the northern (N) and southern (S) hemi-
sphere. Vertical error bars correspond to the formal 1 p Poisson errors (no
cosmic variance) ; the horizontal bars indicate the luminosity intervals
covered.

The local nature of HIFLUGCS becomes obvious by
noting that the result of the comoving test is almostV /Vmaxidentical to the result of the equivalent test assuming a
Euclidean and nonexpanding space ; i.e., S( fX/fX,lim)~3@2T \
0.46.

5.2. Mass-L uminosity Relation
The close correlation between the X-ray luminosity and

the gravitational mass found in ° 4.1 is not surprising.
Simple self-similar scaling relations predict Tgas PMtot Rch~1
and where is a characteristic radius, e.g., theMtotP Rch3 , Rchvirial radius. Combined with bremsstrahlung emission,

the rela-L bol Pogas2 T 1@2Rch3 [L X(0.1È2.4 keV)Pogas2 Rch3 ],
tion is pre-L bolP f gas2 Mtot4@3 [L X(0.1È2.4 keV)P f gas2 Mtot]dicted (e.g., Perrenod 1980), where the gas fraction fgas 4and is the bolometric luminosity.Mgas Mtot~1 L bolObservationally, from the tight correlations between
X-ray luminosity and temperature (e.g., Markevitch 1998)
and temperature and mass (e.g., Finoguenov et al. 2001), a
correlation between luminosity and mass clearly is
expected. Also, correlations found between X-ray lumi-
nosity and galaxy velocity dispersion (e.g., Edge & Stewart
1991b) and X-ray luminosity and mean shear strength from
weak lensing studies (e.g., Smail et al. 1997) indicate a corre-
lation between andL X Mtot.The X-ray luminosity has been compared directly to
gravitational mass estimates by Reiprich (1998), Reiprich &

(1999a, 2001), Schindler (1999), Jones & FormanBo� hringer
(1999), Miller, Ledlow, & Batuski (1999), Ettori & Fabian
(2000), and Borgani & Guzzo (2001), where good corre-
lations have been found in all of these studies.

In order to compare the empirical relation withL X-Mtotpredictions, a quasi bolometric luminosity, has beenL bol,calculated in the source rest-frame energy range 0.01È40
keV (for the relevant range of cluster gas temperatures, at
least 99% of the Ñux is contained in this energy range). In
Figure 11 this relation is compared to predictedL bol-M200relations. The solid line shows the best-Ðt relation for the
106 clusters in the extended sample, and the triple-dotÈ
dashed line shows the best-Ðt relation determined using
HIFLUGCS. Here the bisector Ðt results have been used in

FIG. 11.ÈGravitational massÈbolometric X-ray luminosity relation
compared to predicted relations. Shown are best-Ðt relation for the
extended sample (solid line), best-Ðt relation determined using HIFLUGCS
(triple-dotÈdashed line), self-similar relation normalized by simulations of
Navarro et al. (1995 ; dot-dashed line), and preheated relation given by
Evrard & Henry (1991), using a normalization taken from the simulations
of preheated clusters by Navarro et al. (1995 ; dashed line).

order to treat variables symmetrically, which is the appro-
priate method for a comparison to theory (e.g., Isobe et al.
1990). The dot-dashed line shows the self-similar relation

normalized by the simulations of Navarro,(L bolP M4@3)
Frenk, & White (1995), and the dashed line shows the
““ preheated ÏÏ relation given by Evrard & Henry (1991 ;

using a normalization taken from the simula-L bol PM11@6),
tions of preheated clusters by Navarro et al. (1995). The idea
of preheating is that the intracluster gas is not cold initially,
as in the self-similar case, but is heated by some form of
nongravitational heat input, e.g., from supernovae or active
galactic nuclei, before or during cluster formation.
Assuming the central regions of all clusters to have the same
entropy yields the latter relationship. Figure 11 shows that
measured and predicted relations are in rough agreement,
the di†erence between the predicted relations being larger
than the di†erence from the observed relations. Note,
however, that the X-ray luminosity is one of the most uncer-
tain quantities to be derived from simulations. Frenk et al.
(1999) recently showed in a comparison of 12 di†erent
cosmological hydrodynamics codes that a factor of 2 uncer-
tainty is a realistic estimate of the current accuracy. Includ-
ing gas cooling in simulations worsens the situation (e.g.,
Balogh et al. 2001). The slopes of the observed relations are
closer to the preheated relation. Observationally, the e†ect
of preheating can also result in a decrease of the gas mass
fraction for low-temperature systems. This has actually
been observed for the clusters in our sample (Reiprich 1998 ;
Reiprich & 1999b). The possibility that windsBo� hringer
from, e.g., supernovaeÈoriginally invoked to explain the
apparent low gas content of elliptical galaxies (e.g.,
Mathews & Baker 1971 ; Larson 1974)Èpreheat and dilute
the central gas and thereby break the self-similarity has
been pointed out by various authors (e.g., Kaiser 1986).
Such a process would work most efficiently on the least
massive clusters (e.g., White 1991 ; Metzler & Evrard 1997 ;
Ponman, Cannon, & Navarro 1999). The relationL X-Mtotand other relevant relations between physical cluster
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parameters of the extended sample have been discussed
more thoroughly in this context in Reiprich (2001).

One may wonder about the origin of the scatter in the
relation. Because of the use of pointed observationsMtot-L Xfor most of the clusters and the local nature of HIFLUGCS,

the statistical errors of are negligible. The logarithmicL Xmean mass measurement uncertainty has been measured as
0.12. The overall scatter in log mass of the data points
compared to the best-Ðt relation is larger and has been
measured as 0.21 (Table 12). This indicates a possible con-
tribution of intrinsic scatter to the overall scatter in the

relation. An obvious candidate to cause intrinsicMtot-L Xscatter is the central excess emission (central surface bright-
ness exceeding single b-model surface brightness) present in
a number of clusters. This excess emission may have its
physical origin either in cooling Ñows (e.g., Fabian 1994) or
in the presence of cD galaxies (e.g., Makishima et al. 2001).
A cooling Ñow analysis of the HIFLUGCS clusters is in
progress, and Ðrst results indicate that indeed clusters with
a high inferred mass deposition rate lie on the sidehigh-L Xof the relation (Y. Chen et al. 2002, in preparation).Mtot-L XIn Figure 12 the measured number of cluster member
galaxies as taken from Abell et al. (1989) is compared to L Xas a gravitational mass tracer. It is clearly seen that a selec-
tion by X-ray luminosity is much more efficient than a selec-
tion by Abell richness in terms of mass. Even though only
the X-ray surface brightness proÐle and neither its normal-
ization nor the X-ray luminosity are directly used in the
X-ray mass determination via the hydrostatic equation, it is
nonetheless reassuring that a similar result is obtained when

and richness are compared to masses estimated fromL Xoptical velocity dispersions (Borgani & Guzzo 2001).

FIG. 12.ÈMeasured number of cluster member galaxies, as takenNgx,from Abell et al. (1989), and X-ray luminosity of the same (66) clusters as a
function of the gravitational mass. Double clusters, whose components
have been treated separately here, e.g., A3528n/s, are removed. Above the
dashed line all clusters have an Abell richness Rº 1.

A wide range of possible applications becomes available
with the quantiÐcation of the relation and itsL X-Mtotscatter. For large X-ray ÑuxÈlimited cluster surveys, where
individual mass determinations are currently not feasible,
luminosities can be directly converted to masses. No com-
bination of observations, simulations, and theory is then
needed, like the frequently used approach of relating X-ray
luminosities to X-ray temperatures by an observed relation
and converting X-ray temperatures to masses using a rela-
tion where the slope is taken from theoretical arguments
and the normalization from hydrodynamical simulations
(e.g., Moscardini et al. 2000). The observational L X-Mtotrelation has Ðrst been applied directly in this sense in the
power spectral analysis of REFLEX clusters (Schuecker et
al. 2001b). An example of another direct application is given
in ° 5.3.3. The relation may also be applied toL X-Mtotconvert theoretical or simulated mass functions to lumi-
nosity functions for comparison with observations of X-ray
Ñux-limited samples, which is currently being performed in
the interpretation of the REFLEX luminosity function.

At this point it is important to note that even for the
highest redshift cluster in our sample (z\ 0.2), the depen-
dence of the observational determination of and onMtot L Xthe chosen cosmological model is very weak. For instance,
at z\ 0.2 the increase in the luminosity distance, andD

L
,

the diameter distance, is less than 5% going fromD
A
, )

m
\

to From equation (3) one1.0, )" \ 0 )
m

\ 0.1, )" \ 0.
Ðnds that and thereforeMtot(\r) P r Mtot(\r)PD

A
,

implying an increase of by less than 5% for the twoMtotmodels above. For one has an increase of less than 10%.L XThis means that the relation given here can be usedL X-Mtotunchanged for various cosmological applications (unless
redshift ranges are probed where evolution becomes impor-
tant ; in this case a model-dependent redshift correction has
to be introduced). A similar calculation for shows thatVmaxfor the extreme case the increase in is lesszmax \ 0.2, Vmaxthan 14%, which is less than the size of the Poissonian error
bars in Figure 14.

More detailed investigations on the shape of the relation
are in progress, and it is also envisaged to construct a
volume-limited sample, spanning a reasonably large range
in luminosity and mass, to test how much the rela-L X-Mtottion given here is a†ected by being estimated partly from a
Ñux-limited sample.

5.3. Mass Function
5.3.1. Comparison to Previous Estimates

Bahcall & Cen (1993) give a mass function constructed (1)
from optically selected clusters with masses determined
from the galaxy richness and (2) from the cluster X-ray
temperature function given by Henry & Arnaud (1991).
Very good agreement is found for masses determined within

between the Bahcall & Cen and HIFLUGCS mass func-rAtions (Fig. 13).
White, Efstathiou, & Frenk (1993a) constrain the cluster

abundance by using published values for the abundance
and median velocity dispersion of richness class Rº 1 Abell
clusters. It is not surprising that their density is signiÐcantly
higher than the HIFLUGCS density since they have inten-
tionally used conservative mass estimates, which are over-
estimates of the true cluster masses.

Biviano et al. (1993) and Girardi et al. (1998) have deter-
mined the cluster mass function using optically selected
cluster samples with masses determined from published
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FIG. 13.ÈCumulative gravitational mass functions for HIFLUGCS
using three di†erent outer radii. Vertical error bars give the Poissonian
errors. Horizontal bars indicate the individual bin sizes. Each bin contains
10 clusters, apart from the highest mass bin, which contains 13 clusters.
The abundances from previous works are determined for MA.

line-of-sight velocity dispersions of cluster galaxies. At the
completeness limit given by Girardi et al. (1998 ; Fig. 13,
triangle), the cluster density given by Biviano et al. (1993) is
about a factor of 2 higher than the density given by Girardi
et al. (1998). The latter authors explain this by their on
average 40% smaller mass estimates due to an improved
technique for removing interlopers and the use of a surface-
correction term in the virial theorem. The value given by
Girardi et al. itself lies signiÐcantly higher than the compa-
rable HIFLUGCS density. The reason could lie in the fact
that their optically estimated masses are in general slightly
larger than the X-ray masses, or that the external normal-
ization for Rº 1 clusters that they applied to(Ngx º 50)
their mass function is intrinsically higher than the normal-
ization obtained through HIFLUGCS directly, or both. By
comparing the mass estimates for a common subsample of
42 clusters, it has been found that the virial masses deter-
mined by Girardi et al. (1998) are on average 25% larger
than the masses determined in this work. This di†erence
might be smaller if masses out to the Abell radius were
compared, since common radii would have been used in this
case. Increasing the X-ray masses artiÐcially by 25%, the
diamonds in Figure 13 shift toward higher masses, but
the shift is too small to account for the di†erence from the
triangle. The large scatter in the diagram (Fig. 12)Ngx-Mtotmakes a reliable estimate of a best-Ðt relation between these
two quantities very difficult. Nevertheless, in order to get a
rough idea of the mass within that corresponds torA Ngx \
50, we have performed Ðts using the minimization methods
outlined earlier and Ðnd 5.1] 1014 h50~1 M

_
[ MA(Ngx \

Note that this range is in agree-50)[ 8.8] 1014 h50~1 M
_

.
ment with the ranges (5È8)] 1014 and (5Èh50~1 M

_7)] 1014 given by Bahcall & Cen (1993) andh50~1 M
_Girardi et al. (1998), respectively, for This massNgx\ 50.

range corresponds to a cumulative number density
obtained through HIFLUGCS in the range 1.7] 10~7 h503Mpc~3. The externalMpc~3[ n([MA)[ 8.7] 10~7 h503density estimate applied to normalize the Girardi et al. mass
function therefore is a factor 1.2È6.2 higher than the corre-
sponding estimate obtained here. It is therefore concluded
that both e†ects (masses and normalization) are important
but the latter factor is responsible for a larger fraction of the

discrepancy. Assuming both normalizations to be deter-
mined from samples that are highly complete and represen-
tative of the local universe, this may indicate that either
X-ray and optical clusters are drawn from di†erent popu-
lations or that projection e†ects (e.g., line-of-sight galaxy
overdensities, which do not form a bound structure in three
dimensions) possibly bias optically determined normal-
izations high.

Girardi & Giuricin (2000) recently extended the mass
function to loose galaxy groups, Ðnding n([ 1.8 h50~1
] 1013 Mpc~3, which is outsideM

_
) \ (1.6È2.4)] 10~4 h503the mass range we can test. They Ðnd that the group mass

function can be described by a smooth extension of the
cluster mass function by Girardi et al. (1998). Consistently,
this abundance is higher than the abundance given by
Bahcall & Cen (1993) at that mass scale.

Carlberg et al. (1997) have compiled and partially reesti-
mated abundances for local cluster samples (Henry &
Arnaud 1991 ; Mazure et al. 1996 ; White et al. 1993a ; Eke,
Cole, & Frenk 1996) for comparison with higher redshift
samples (the multiplication sign in Fig. 13 shows the density
for a sample with higher mean redshift, and therefore it
cannot be compared directly). Note that Borgani et al.
(1999a) Ðnd that the reestimate of the mass limit of the
Mazure et al. sample by Carlberg et al. (the plus sign at
n B 3 ] 10~7 Mpc~3) may lead to an underestimatedh503mass limit. In general, the comparison to the HIFLUGCS
mass function shows better agreement than the abundances
given by Girardi et al. (1998) and White et al. (1993a).

The obvious importance of the deÐnition of the cluster
outer radius for the cluster mass function can be directly
appreciated by noting the large di†erences between the
mass functions determined for HIFLUGCS for M500,and in Figure 13, especially toward lowerM200, MAmasses. Since for self-similar clusters the mass scales with
the third power of the characteristic radius (° 5.2), determi-
nation of the mass within a characteristic overdensity is the
natural choice. We mainly give the formally determined MAmass function for the comparison with previous mass func-
tions and recall again that especially for the low-mass
systems the assumption of hydrostatic equilibrium may not
be justiÐed out to and therefore our mass estimates ofrA,

and should be considered much more preciseM500 M200than the estimates for MA.

5.3.2. Comparison to Predicted Mass Functions

We use the standard formalism based on the Press-
Schechter (PS) prescription to predict cluster mass func-
tions for given cosmological models (see, e.g., Borgani et al.
1999b). To allow easier comparison with the theoretical
literature on this subject, in this paragraph ish100 \ h50/2used. The mass function is then given by

dn(M)
dM

\
S2

n
o6 0
M

d
c
(z)

p(M)2
K dp(M)

dM
K

exp
C
[ d

c
(z)2

2p(M)2
D (6)

(Press & Schechter 1974 ; Bond et al. 1991 ; see, e.g.,
Schuecker et al. 2001a for a compilation of published exten-
sions of the PS mass function). Here M represents the
halo (cluster) virial mass and o6 0\ 2.7755] 1011

Mpc~3 is the present-day mean matter den-)
m

h1002 M
_sity. The linear overdensity computed at present d

c
(z)\

where the linear overdensity at the time ofd
c
v(z)D(0)D(z)~1,

virialization, is computed using the spherical collapsed
c
v(z),
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model summarized in Kitayama & Suto (1996), for )
m

\ 1
using equation (A2) and for using)

m
\ 1–)

k
\ 0

equations (A6) and (A7) ; the linear growth factor D(z) \
2.5 and E(z) have been deÐned)

m
E(z) /

z
= (1] z@)E(z@)~3 dz@

in ° 3.2. As mentioned earlier, because of the low redshift
range spanned by HIFLUGCS, the e†ect of a redshift cor-
rection is very small, and we therefore set z\ 0 for all calcu-
lations, unless noted otherwise. The variance of the cosmic
mass density Ñuctuations

p(M)2\ p82
/0= k2`nT (k)2 oW [kR(M)] o2 dk

/0= k2`nT (k)2 oW (k8 h100~1 Mpc) o2 dk
, (7)

where represents the amplitude of density Ñuctuations inp8spheres of radius 8 Mpc. Recent measurements of theh100~1
cosmic microwave background (CMB) anisotropies indi-
cate that the primordial power spectral index, n, has a value
close to 1 (e.g., Balbi et al. 2000 ; Ja†e et al. 2001 ; Pryke et al.
2002 ; Wang, Tegmark, & Zaldarriaga 2001 ; de Bernardis et
al. 2001) and is therefore set to 1, unless noted otherwise.
For the transfer function we use the Ðtting formula for cold
dark matter (CDM) cosmologies provided by Bardeen et al.
(1986) for q(k)\ k/(! Mpc~1) :h100
T (k)4 T [q(k)]\ ln (1] 2.34q)/(2.34q)

][1 ] 3.89q ] (16.1q)2] (5.46q)3] (6.71q)4]~1@4 , (8)

where the shape parameter is given by (modiÐed to account
for a small normalized baryon density Sugiyama)

b
[ 0 ;

1995)

!\ )
m

h100
A2.7 K

T0

B2
exp

A
[)

b
[
Sh100

0.5
)

b
)

m

B
. (9)

The temperature of the CMB K (Mather et al.T0\ 2.726
1994), and (Burles & Tytler 1998) ; for the)

b
h1002 \ 0.0193

latter equation and equation (9), has been usedh100\ 0.71
(Mould et al. 2000). The comoving Ðlter radius R(M) \

for the top-hat Ðlter function W (x) \[3M/(4no6 0)]1@33(sin x [ x cos x)/x3, which is adopted in this analysis,
because the HIFLUGCS masses have been determined with
a top-hat Ðlter too.12 Since the PS recipe as outlined above
assumes virial masses based on the spherical collapse
model, we use as an approximation to the virial massM200(° 3.2).

Similarly to the work of Ikebe et al. (2001), the statistical
uncertainty in the mass determination is incorporated in the
model mass function as

dn8 (M)
dM

4
1

Vmax(M)
P
~=

= dn(M@)
dM@

Vmax(M@)

](2np6
Mtot,log
2 )~1@2 exp

C[(log M@[ log M)2
2p6

Mtot,log
2

D
d log M@ ,

(10)

where represents the logarithmic mean massp6
Mtot,log \ 0.12

measurement uncertainty. Note that since HIFLUGCS is
Ñux limited and not volume limited, the weighting has to be
performed on the mass distribution, N(M)/dM, rather than

12 This approach follows the custom of disregarding the inconsistency
of using top-hat masses, while the PS mass function with the correct nor-
malization has been derived for the sharp k-space Ðlter (Bond et al. 1991) ;
see Schuecker et al. (2001a) for a generalization to more realistic Ðlter
functions.

FIG. 14.ÈHIFLUGCS mass function compared to the best Ðt model
mass function with and (solid line). Also shown are the)

m
\ 0.12 p8\ 0.96

best Ðt model mass functions for Ðxed dashed line))
m

\ 0.5 (F p8\ 0.60 ;
and dotted line).)

m
\ 1.0 (F p8\ 0.46 ;

on the mass function itself. The e†ect of this weighting on
the model mass function is a slight amplitude increase at the
high-mass end.

For the modeling to be independent of the precise know-
ledge of the relation, the quantitative comparisonL X-Mtothas been performed using a standard s2 procedure on the
di†erential binned mass function given in Figure 14 (rather
than using a maximum likelihood approach on the mass
distribution). After identifying the crude position where s2
is minimal in a large parameter space region, the s2)

m
-p8values have been calculated in a Ðne grid of 200] 200 )

m
-

values in the range andp8 0.05¹)
m

¹ 0.26 0.65¹p8¹
A Ñat cosmic geometry has been assumed; i.e.,1.30. )

mThe cosmological constant enters the calculation] )" \ 1.
only through however, and therefore has a negligibled

c
,

inÑuence here. The minimum and statistical error ellipses
for some standard conÐdence levels (c.l.Ïs) are given in
Figure 15. The tight constraints obtained show that with
HIFLUGCS we can go beyond determining an rela-)

m
-p8tion and put limits on and individually. It is found)

m
p8

FIG. 15.ÈStatistical conÐdence contours for the s2 procedure. The
cross indicates the position of the minimum, Ellipses indicate thesmin2 .
68%, 90%, 95%, and 99% conÐdence levels for two interesting parameters,
i.e., 4.61, 6.17, and 9.21, respectively.*s24 s2[ smin2 \ 2.30,
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that

)
m

\ 0.12~0.04`0.06 , p8\ 0.96~0.12`0.15 (11)

(90% c.l. statistical uncertainty for two interesting parame-
ters), indicating a relatively low value for the density param-
eter. The large covered mass range, the speciÐc region in

parameter space, and the assumption of CDM)
m
-p8cosmological models with given n, and allow toH0, )

b
, T0derive these tight constraints from a local cluster sample.

For comparison for a given value the value thatp8 )
mminimizes s2 is calculated. In the interval shown in Figure

15 these pairs can then roughly be described by a straight
line in log space given by

p8\ 0.43)
m
~0.38 . (12)

In Figure 14 we also plot the best-Ðt model mass functions
for given and and one notes imme-)

m
\ 0.5 )

m
\ 1.0,

diately that these value pairs give a poorer description of
the shape of the mass function. The slight di†erences
between the best-Ðt values for and the ones expectedp8from equation (12) are caused by the fact that the simple
power law is only an approximation to the real shape of
the error ellipse and by the extrapolation involved. Pre-
vious estimates have generally yielded a combination of
slightly higher values (e.g., Peacock 1999, ° 17.2). It)

m
-p8has to be noted, however, that for instance in the important

work of White et al. (1993a), who Ðnd p8B 0.57)
m
~0.56,

the authors explicitly state that their estimates of arep8probably biased high because of their conservative mass
estimates.

Before exploring sources of systematic errors, let us
evaluate our treatment of the shape parameter !. By apply-
ing the Bardeen et al. (1986) Ðtting formula to calculate the
transfer function, we have adopted the assumption of a
CDM universe ; i.e., Within this model !)

m
[ )

b
\)CDM.

and are not independent. For a small ratio, ! is)
m

)
b
/)

mgiven by equation (9). However, to test its inÑuence we have
set ! to a Ðxed value of 0.19 as implied by large-scale struc-
ture (LSS) measurements of galaxies and clusters (e.g.,
Szalay et al. 2001 ; Schuecker et al. 2001b ; see also the dis-
cussion at the end of this section). The best-Ðt values for )

mand change signiÐcantly, the value becoming smallerp8 )
mand the value larger. The relation changes slightlyp8 )

m
-p8to about for the range [0.04È0.30]p8\ 0.40)

m
~0.46 )

m(note that for this range relation [12] translates to about
the steepening being mainly due to ap8\ 0.39)

m
~0.43,

strong increase of for the very lowest values). Thep8 )
merror ellipse in general becomes much longer when ! is set

to a Ðxed value, preventing the possibility to obtain tight
individual constraints on and even though)

m
p8, )

m
\ 1.0

is still excluded at least at the 90% c.l. for all !º 0.03. The
decreased sensitivity is due to the loss of the ampliÐcation of
a change of through ! (to Ðrst order eq. [9]),)

m
)

m
P! ;

since both a larger (smaller) and a larger (smaller) !)
mresult in steeper (less steep) model mass functions. Having

found a dependence of the results on !, we tried to con-
strain ! directly from the observations, as done by previous
authors (e.g., Borgani et al. 1999b). We have set ! to 31
di†erent Ðxed values in the range 0.01¹ !¹ 0.50 and cal-
culated a for each of those by varying and Thesmin2 )

m
p8.result is shown in Figure 16. The conclusion is that the data

do not contain enough information to provide an indepen-
dent constraint on !. Therefore, we have taken advantage
of the dependence of ! on within the CDM framework)

m

FIG. 16.ÈMinimal s2 values calculated by varying and for a)
m

p8variety of Ðxed values of ! instead of using eq. (9). The dashed line rep-
resents the 68% c.l. statistical uncertainty for one interesting parameter.
This line actually underestimates the uncertainty since the procedure
involves three interesting parameters. Obviously, ! cannot be constrained
signiÐcantly.

and have continued to calculate ! with equation (9). Notice
that this procedure requires additional knowledge about

and The inÑuence of the uncertainty of these twoH0 )
b
.

parameters is tested along with various other possible sys-
tematic uncertainties in the following. It is important to
note that the best-Ðt value for is not determined solely)

mthrough equation (9) but also directly through in equa-o6 0tion (6) and through the Ðlter radius R(M).
The quoted error ranges have been calculated from the s2

procedure. Most of the remaining part of this section is
devoted to an identiÐcation and quantiÐcation of possible
systematic uncertainties. The quantitative results are sum-
marized in Table 5.

Because of the large given ranges of several orders of
magnitude in mass and especially density, the s2 values
have been determined from the comparison of models to
data naturally in log space. However, we have veriÐed that
the same calculation in linear space yields best-Ðt values
lying within the 68% error ellipse.

In ° 4.2 arguments have been given for why we have used
for the determination of the mass function. Never-Vmax(L X)

theless, if is used instead (see Fig. 7), consistentVmax(Mtot)results are obtained. Since in this case we want to estimate L
from M, the relation is the appropriate one (e.g., IsobeL ÂM
et al. 1990). Performing a Ðt to a mass function constructed
with results in best-Ðt values andVmax(Mtot) )

m
\ 0.14

which is consistent with the error range given inp8\ 0.86,
equation (11).

The data point in Figure 14 that may be a†ected most by
cosmic variance is the one at the lowest mass, since the
maximum search volume is smallest for the clusters in this
bin. We therefore tested the sensitivity of the best-Ðt results
on this last point by ignoring it. The decrease in the covered
mass range of course increases the resulting error ellipse,
but the best-Ðt values vary only within the (smaller) 68%
error ellipse. It may be worth noting that leaving out the
highest mass bin or leaving out the highest and lowest mass
bin changes the best-Ðt values only within the 90% error
ellipse.

Simulations seem to indicate that the mass density proÐle
of virialized halos follows the NFW proÐle (Navarro,
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TABLE 5

SYSTEMATIC UNCERTAINTIES

)
m

p8 *)
m

*p8 Test

0.116 . . . 0.928 ^0.000 [0.026 1
0.137 . . . 0.865 ]0.021 [0.094 2
0.150 . . . 0.897 ]0.034 [0.062 3
0.092 . . . 1.082 [0.024 ]0.124 4
0.083 . . . 1.050 [0.034 ]0.091 5
0.150 . . . 0.860 ]0.034 [0.099 6
0.107 . . . 0.907 [0.009 [0.052 7
0.132 . . . 1.004 ]0.016 ]0.046 8
0.106 . . . 0.826 [0.011 [0.133 9
0.108 . . . 1.242 [0.008 ]0.281 10
0.116 . . . 0.959 ^0.000 ^0.000 11
0.118 . . . 0.956 ]0.002 [0.003 12
0.153 . . . 0.861 ]0.037 [0.098 13
0.108 . . . 0.991 [0.008 ]0.033 14
0.106 . . . 1.001 [0.011 ]0.042 15
0.128 . . . 0.923 ]0.012 [0.036 16
0.148 . . . 0.874 ]0.032 [0.085 17
0.094 . . . 1.056 [0.022 ]0.098 18

NOTES.ÈSee text for a more detailed description of the tests. The di†er-
ences to the best-Ðt results have been calculated with more digits than
given here. Tests are (1) s2 calculated in linear space, (2) usedVmax(Mtot)with relation for HIFLUGCS (Table 8), (3) lowest mass bin ignored,L ÂM
(4) highest mass bin ignored, (5) and calculated assuming NFWr200 M200proÐle, (6) universal mass function, (7) reduced by factor 0.80, (8)M200increased by factor 1.25, (9) used, (10) used, (11) redshiftM200 M500 M87correction applied for cluster mass determination and model mass func-
tion calculation, (12) transfer function calculated using Eisenstein & Hu
Ðtting formula, (13) set to 0.5, (14) set to 0.8, (15) set to 0.0100h100 h100 )

b(16) set to 0.0300 (17) n set to 0.8, and (18) n set to 1.2.h100~2 , )
b

h100~2 ,

Frenk, & White 1996, 1997 ; but see, e.g., Kravtsov et al.
1998). As a test, therefore, gravitational masses have been
recalculated assuming the dark matter density to follow an
NFW proÐle based on the measured values for b and r

c
.

The approximation and b \ b/0.9 given byr
s
\ r

c
/0.22

Makino, Sasaki, & Suto (1998) has been used combined
with their equations (7) and (9). The values for andr200have been redetermined based on this model, and theM200resulting mass function has been compared to model mass
functions. On average, it is found that the NFW masses are
a factor of 0.90 lower, the di†erence being smaller for high-
mass clusters than for low-mass ones. The values for and)

mfor which s2 is minimal lie within the 90% statisticalp8error ellipse shown in Figure 15. Therefore, the choice of
mass calculation does not a†ect the results signiÐcantly.

As shown in ° 3.2, it is possible that the assumption of
isothermality leads to an overestimate of the cluster masses
on average. Therefore, the robustness of the results has been
tested by multiplying the isothermal cluster masses by 0.80
and recalculating the minimum. As expected, values for
both and are found to be lower. But the new)

m
p8minimum is contained well within the error ranges given in

equation (11). On the other hand, in ° 5.3.1 it has been
shown by comparison with optical virial mass measure-
ments that masses could possibly be underestimated. After
increasing all cluster masses by 25%, a Ðt shows that both

and become slightly larger, but again they lie well)
m

p8within the range (11). Therefore, these tests indicate that the
constraints obtained here are fairly insensitive against sys-
tematic uncertainties in the mass measurements. Note that
systematic e†ects that show a mass dependence have a
higher potential to a†ect the individual best-Ðt values of )

m

and than e†ects that simply shift all data points by aboutp8the same amount in the same direction. However, no indica-
tions for a mass dependence of the di†erences between the
above mass estimations have been found.

It has been mentioned that masses calculated within r500are less a†ected by systematic uncertainties because less
extrapolation beyond is needed and because accordingrXto simulations the assumption of hydrostatic equilibrium
can be more safely applied. Nevertheless, we have used

for the comparison to predicted mass functionsM200because it is a better approximation to the cluster virial
mass. However, for comparison the best-Ðt values have also
been determined using knowing that virial massesM500,are probably underestimated this way. The result is that the
best-Ðt value for changes only marginally. The best-Ðt)

mvalue is slightly lower than allowed by the statisticalp8error. On the other hand, the spherical collapse model
implies that one may need to extrapolate even further than

for low-density universes. For instance, in a Ñat uni-r200verse implies that the virial radius is close to)
m

\ 0.2 r87.Therefore, a mass function has been constructed using M87as cluster masses, knowing that these masses are likely to be
rather uncertain. Nevertheless, the resulting best-Ðt )

mvalue again varies only insigniÐcantly, whereas the valuep8becomes signiÐcantly larger. Note that for both tests the
best-Ðt value for hardly changes.)

mAs mentioned in ° 3.2, it has been shown that the small
range of low redshifts covered here ensures that no redshift
corrections need to be applied. Nevertheless, we have tested
whether or not the best-Ðt parameter values change if M200is calculated using for the extreme (strongo

c
\o

c
(z)

evolution) case i.e.,()
m

\ 1, )" \ 0) ; o
c
\ 4.6975

] 10~30(z] 1)3 g cm~3 for each cluster redshift. The
model mass function is then calculated for the mean redshift
of HIFLUGCS, SzT \ 0.05, using the formulae outlined in
the beginning of this section. We have found that within our
grid the best-Ðt values do not change at all and also the
error ellipses are almost not a†ected, thereby conÐrming
that the application of redshift corrections does not a†ect
the results.

The value km s~1 Mpc~1 has been adopted forH0\ 71
the calculation of model mass functions based on the recent
combination of constraints obtained using the Hubble
Space Telescope (Mould et al. 2000). Setting the Hubble
constant to their lower limit, km s~1 Mpc~1, doesH0\ 65
not a†ect the best-Ðt parameter values signiÐcantly. Using
even km s~1 Mpc~1 changes the results forH0\ 60 )

mand only well within the 68% error ellipse. In Table 5p8results have also been listed for and 80 km s~1H0\ 50
Mpc~1 showing that even variations within this range
change the and values only within their statistical)

m
p8uncertainties given in equation (11). Therefore, our con-

straints on these cosmological parameters do not depend
signiÐcantly on the speciÐc choice of H0.A baryon density based on measurements of the primor-
dial deuterium-to-hydrogen ratio combined with standard
nucleosynthesis theory has been used in this work. The used
value also agrees with recent CMB measurements (e.g.,
Pryke et al. 2002). However, we have also calculated the
minimum for the values and 0.0300,)

b
h1002 \ 0.0100

Ðnding that the position of the minimum in each case does
not deviate signiÐcantly from our original result.

The primordial power spectral index has been set to
n \ 1 based on measurements of the CMB Ñuctuations. The
inÑuence of a change in this parameter has been estimated
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by calculating the minimum for the values n \ 0.8 and
n \ 1.2. The di†erences in the best-Ðt parameters are
smaller than the statistical uncertainties given in equation
(11).

Since we have found that for the estimate of the statistical
errors we need to explore ranges for we)

m
\ 0.1 )

b
D 0.04,

regarded it necessary to check if the approximation to the
transfer function as given in the beginning of this section is
still applicable. Recently, Eisenstein & Hu (1998) derived a
Ðtting function that includes, e.g., also the oscillations
induced by the baryons, which gives a better description of
transfer functions computed with CMBFAST (Seljak &
Zaldarriaga 1996) than Ðtting functions for zero or small
baryon contribution to the total matter density derived pre-
viously. Therefore, we incorporated this improved version
of an analytic transfer function in the s2 procedure. We
have found that within our grid there is only a very weak
shift of the minimum, the choice of the Bardeen et al. (1986)
Ðtting function combined with the shape parameter given
by Sugiyama (1995) therefore seems to be accurate enough
for our purposes. However, the conÐdence contours toward
low are getting compressed when the Eisenstein & Hu)

m(1998) Ðtting function is used, thereby slightly decreasing
the area of the error ellipse for a given conÐdence level.
Since we regard the latter statistical error ellipse as more
realistic, we show this one in Figure 15.

We have also tested whether or not the recently found
deviations of the PS formalism compared to large N-body
simulations (e.g., Governato et al. 1999 ; Jenkins et al. 2001)
have a signiÐcant inÑuence on the results obtained here. We
have compared the best-Ðt PS model ()

m
\ 0.12, p8\ 0.96)

to the model obtained using the ““ universal ÏÏ mass function
(Ðtted to N-body simulations ; Jenkins et al. 2001) for the
same parameter values. These two models agree well for

The di†erences become larger thanM [ 1015 h50~1 M
_

.
the size of the Poissonian error bars (Fig. 14) for M Z
2 ] 1015 in the sense that the Jenkins et al. massh50~1 M

_
,

function predicts higher cluster abundances than PS. For
larger values of the di†erences become comparable to)

m
,

the size of the error bars at lower masses, e.g., for )
m

\
around M D 5 ] 1014 To estimate thep8\ 0.5 h50~1 M

_
.

inÑuence of these di†erences on the best-Ðt values derived
using the PS mass function, we adjusted the parameter
values of the Jenkins et al. model to reproduce the PS mass
function, Ðnding and The value for)

m
\ 0.15 p8\ 0.86. )

mbecomes slightly larger, but the combination of both values
is still contained within the 90% error ellipse. We therefore
conclude that the di†erences between the model mass func-
tions do not signiÐcantly a†ect the interpretation of the
HIFLUGCS mass function. Moreover, we regard this test
as conÐrmation of the validity of the PS mass function for
the accuracy needed here.

Almost all identiÐed systematics give rise to smaller
uncertainties than the statistical uncertainties (eq. [11]).
However, it is not impossible that several systematics com-
bined have a signiÐcant e†ect. In order to determine the
highest value allowed by a conspiracy of all identiÐed)

muncertainties, all positive values from Table 5 have*)
mbeen added to the positive statistical uncertainty for )

m
,

and this sum has been added to the value that minimizes)
ms2 In this worst-case procedure the upper limit()

m
\ 0.12).

)
m

\ 0.31 (13)

has been found.

Using as derived from the)
b
\ 0.19^ 0.08 h50~3@2 )

m
,

mean gas mass fraction within for the 106 clusters inr200the enlarged sample, results in model mass functions very
similar to the ones calculated using the baryon fraction
given by Burles & Tytler (1998). It is therefore not sur-
prising that the best-Ðt values for and vary only well)

m
p8within the 68% error ellipse if the former determination)

bis used. Moreover, it is worth noting that combining these
two measurements of gives further evidence for a low)

bvalue for by yielding an estimate using)
m

)
m

\ 0.34~0.10`0.22
km s~1 Mpc~1 (Mould et al. 2000), where theH0\ 71

error has been determined from the standard deviation of
given above. This value for is an upper limit since)

b
)

mbaryons, e.g., contained in the cluster galaxies or forming
part of the dark matter, have been neglected. A low value
for has been indicated by this method for smaller cluster)

msamples by several works previously (e.g., White & Frenk
1991 ; Briel, Henry, & 1992 ; 1993 ;Bo� hringer Bo� hringer
White et al. 1993b ; White & Fabian 1995 ; Ettori & Fabian
1999 ; but see Sadat & Blanchard 2001). One has to keep in
mind, however, that this estimate extrapolates the gas frac-
tion from cluster scale to cosmic scales. For the clusters in
our sample we have found that the gas fraction is not con-
stant but varies with radius and cluster mass (Reiprich &

1999b) ; therefore, further observational tests ofBo� hringer
this assumption may be useful.

Let us brieÑy discuss the role of ! again. The constraints
(11) together with and equa-h100\ 0.71, )

b
h1002 \ 0.0193,

tion (9) imply which is signiÐcantly lower!\ 0.06~0.05`0.04,
than values for ! determined through LSS studies of gal-
axies (e.g., Szalay et al. 2001 have found !\ 0.188^ 0.04)
or clusters (e.g., Schuecker et al. 2001b have found
!\ 0.195^ 0.055). Adopting the worst-case upper limit on

found above yields an upper limit !\ 0.18, consistent)
mwith the LSS results. However, also many previous studies

of cluster abundances have yielded low values for !. For
instance, Eke et al. (1998) have found !B 0.09^ 0.08 ;
Henry (2000) has found !B 0.05^ 0.22 ; Oukbir & Arnaud
(2001) have found which, e.g., for!\ 0.05)

m
~0.71`0.89)m ,

yields !B 0.09 ; judging from their Figure 3 and)
m

\ 0.3
their best-Ðt values for a spatially Ñat universe, Borgani et
al. (2001) have found !B 0.1 (however, not signiÐcantly
constrained). It is unclear whether these values indicate a
signiÐcant discrepancy, but it is interesting to note that
cluster abundances seem to favor lower values for ! than
LSS studies do. If signiÐcant, this could possibly imply
either unidentiÐed systematic errors in one or both
measurementsÈfrom the cluster abundance side one could
for instance imagine a higher merger rate for more massive
clusters resulting in overestimated X-ray luminosities, tem-
peratures, and masses for the massive clusters, resulting in
less steep and functions and therefore in aL X, TX, Mtotdecreased value for ! (and possibly that the)

m
)Èor

description of the power spectrum using a single !-
parameter on all scales is not accurate (e.g., Eisenstein & Hu
1998 ; Saslaw 2000, ° 33.3.3).

Even though we made a conservative estimate by neglect-
ing the possible presence of gas temperature gradients, pre-
vious estimates obtained from cluster abundances generally
yielded higher values for and (e.g., White et al. 1993a ;)

m
p8Girardi et al. 1998). For the latter two works one could have

expected this already from Figure 13, and possible reasons
have been discussed in ° 5.3.1. Recently, a number of con-
straints on and have been obtained using di†erent)

m
p8
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kinds of distribution functions assuming relations between
the measured quantities and mass. Some of them incorpor-
ated additional dynamical information from the evolution
of the corresponding distribution function. Especially,
intracluster gas temperature functions have been con-
structed and used frequently. In Table 6 some results, which
allowed a simple comparison for a given are)

m
\ 0.3,

listed. If there was a choice, results assuming Ñat cosmo-
logical models and isothermal clusters are quoted. This
table is not a complete summary of recent results but merely
shows that previous results yielded higher values for p8than obtained here from a newly constructed sample (even
using instead of would increase the valueM87 M200 p8only up to 0.82). The reasons may be manifold. Some have
been discussed above. Other reasons may include di†erent
sources of temperature estimates. For instance, Pierpaoli,
Scott, & White (2001) used cooling ÑowÈcorrected tem-
peratures given by White (2000), which are generally higher
than temperatures derived previously. Using theoretical/
simulated relations (e.g., Evrard et al. 1996 ; BryanMtot-Tgas& Norman 1998) to connect observed temperature func-
tions with theoretical mass functions will on average also
result in higher values for since these relations have beenp8,shown to have higher normalizations than observed X-ray
mass-temperature relations (e.g., Horner, Mushotzky, &
Scharf 1999 ; Nevalainen, Markevitch, & Forman 2000 ;
Finoguenov et al. 2001). Assuming low-temperature groups
to be a†ected by nongravitational heat input, temperature
functions, unlike X-ray mass functions, which incorporate
the additional information of the gas density proÐle, would
show an additional artiÐcial increase toward low tem-
peratures. If not taken into account, e.g., by use of a modi-
Ðed relation, this e†ect would result in artiÐciallyMtot-Tgasincreased values for (see Fig. 14). Also, the completeness)

mand representativeness of the used cluster samples obvi-
ously play an important role for the determination.)

m
-p8Here advantage has been taken of the currently best avail-

able local sample in the sense of homogeneous X-ray selec-
tion, completeness, size, and availability of high-quality
observations. The results obtained here are, however, in

good agreement with the results from the power spectral
analysis of the 452 REFLEX clusters. Schuecker et al.
(2001b) Ðnd for a given "CDM model that()

m
\ 0.3) p8\

represents the data well, which is very close to the0.7 p8\
expected using relation (12) found here. Moreover,0.68

the (1 p) range (using h \ 0.71 in their0.17¹)
m

¹ 0.37
eq. [18]) quoted for directly is also consistent with the)

m90% range determined here. Furthermore, Ikebe et al.
(2001), who analyzed the HIFLUGCS temperature function
using temperatures from homogeneously reanalyzed ASCA
data, Ðnd and (90% c.l. sta-)

m
\ 0.18~0.05`0.08 p8\ 0.96~0.09`0.11

tistical uncertainty ; assuming an open cosmology) by com-
parison with Press-Schechter models, which is in good
agreement with our results. Moreover, after this paper had
been submitted another paper appeared on astro-ph
(Borgani et al. 2001), where the authors also Ðnd )

m
-p8values that agree with values calculated using relation (12)

presented here. After this had been accepted, two more
papers appeared on astro-ph Ðnding very similar )

m
-p8relations from cluster abundances (Seljak 2001 ; Viana,

Nichol, & Liddle 2001).

5.3.3. Mass Function Estimated Using RelationL X-Mtot
To show consistency and the power of the rela-L X-Mtottion, we have also performed Ðts to ““ mass ÏÏ functions,

where masses have been estimated from the measured X-ray
luminosity. Relations for the Ñux-limited sample have been
used to get the best mass estimate for the cluster lumi-
nosities included in HIFLUGCS. Mass functions for the
two extreme relations with a \ 1.538 and withM Â L L ÂM
a \ 1.310 are shown in Figure 17. First of all, one notes the
fairly good agreement between the three mass functions. In
detail, the di†erences between the two mass functions esti-
mated from di†erent luminosity-mass relations can be
understood by considering that at the low luminosity end
the steeper relation predicts a higher mass for a given lumi-
nosity than the shallower relation, resulting in a shift
toward higher masses of the mass function. At the high-
mass side the e†ect is opposite, resulting in a shift toward
lower masses for the steeper relation. On average, the points

TABLE 6

EXAMPLES OF PREVIOUS RESULTS FOR GIVEN )
m

)
m

p8 Relation Reference

0.30 . . . . . . 1.12 p8\ 0.57)
m
~0.56 1

0.30 . . . . . . 1.16 p8\ 0.60)
m
~0.59`0.16)m~0.06)2m 2

0.30 . . . . . . 0.93 p8\ 0.52)
m
~0.52`0.13)m 3

0.30 . . . . . . 1.01 p8\ 0.60)
m
~0.46`0.09)m 4

0.30 . . . . . . 1.00 p8\ 0.53)
m
~0.53 5

0.30 . . . . . . 0.78 6
0.30 . . . . . . 0.99 p8\ 0.56)

m
~0.47 7

0.30 . . . . . . 0.96 p8\ 0.58)
m
~0.47`0.16)m 8

0.30 . . . . . . 0.96 9
0.30 . . . . . . 1.02 p8\ 0.495)

m
~0.60 10

0.30 . . . . . . 0.91 p8\ 0.59)
m
~0.57`1.45)m~3.48)2m`3.77)3m~1.49)4m 11

0.30 . . . . . . 0.87 p8\ 0.477)
m
~0.3~0.17)0m.34~0.13)j 12

0.30 . . . . . . 0.68a p8\ 0.43)
m
~0.38 13

a For consistency the value has been calculated using the relation ; the directlyp8determined best-Ðt value for is given by)
m

\ 0.30 p8\ 0.72.
REFERENCES.È(1) White et al. 1993a. (2) Viana & Liddle 1996. (3) Eke et al. 1996. (4)

Girardi et al. 1998. (5) Pen 1998. (6) Markevitch 1998. (7) Viana & Liddle 1999. (8)
Borgani et al. 1999b. (9) Blanchard et al. 2000. (10) Pierpaoli et al. 2001. (11) Oukbir &
Arnaud 2001. (12) Proty Wu 2001. (13) This work.
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FIG. 17.ÈHIFLUGCS mass function ( Ðlled circles) compared to
““mass ÏÏ functions estimated using measured luminosities and luminosity-
mass relations (open symbols). Squares have been calculated using the M Â L
relation and triangles using the relation for HIFLUGCS clusters.L ÂM

for the steeper relation lie higher, which is caused by the fact
that a steeper relation results in a smaller dM on average,
which gives rise to an increased dn/dM. The di†erences from
the mass function calculated using the measured masses are
again understood by a similar comparison and are partially
caused by a possible deviation of the shape of the L X-Mtotrelation from a pure power law. Despite these small di†er-
ences, performing an actual Ðt13 results in the ()

m
, p8)values (0.14, 0.85) for and (0.22, 0.74) for TheL ÂM M Â L .

Ðrst case is consistent with the error range given in equation
(11), and in the second case, the 90% statistical error ellipse
overlaps with the 90% ellipse in Figure 15. From the above
and Figure 14, it is clear that using steeper luminosity-mass
relations results in higher values for and lower values for)

mHere we want to estimate M from L , and thereforep8. M Â L
is the appropriate relation to use. This test shows that with
a comparatively easy to obtain X-ray luminosity function of
a statistical cluster sample and with the knowledge of the
empirical relation (even if approximated as aL X-Mtotsimple power law) and its scatter as presented here, useful
constraints on cosmological parameters can be set by con-
struction of a ““ quasi mass function.ÏÏ

5.4. Total Gravitating Mass in Clusters
To estimate the fraction of the gravitational mass density

relative to the critical density contained in galaxy clusters,
the)cluster([Mtot,min)\ 1/o

c
/
Mtot,min
= Mtot/(Mtot)dMtot,individual cluster masses divided by the corresponding

maximum search volumes have been summed up for
HIFLUGCS; i.e., Note that)cluster\ 1/o

c
£

i
M200,i/Vmax,i.the determination of is independent of the Hubble)clusterconstant. The cumulative diagram for is)cluster([M200)shown in Figure 18. In order to perform a conservative

error estimate, HIFLUGCS has been split into two parts
with and and the results for thesebIIº]20¡ bII¹[20¡,
subsamples are also shown in the Ðgure. This estimate is
conservative because HIFLUGCS is about twice as large as
each subsample. Taking the second- and third-lowest mass

13 For the Ðt, the corresponding scatter in log M for the two relations
and and 0.21, respectively (Table 12), hasL ÂM M Â L , plog Mtot

\ 0.22
replaced the mass measurement error, in eq. (10).p6

Mtot, log \ 0.12,

FIG. 18.ÈMass density contained in galaxy clusters as a function of
minimum mass. Filled circles indicate the complete HIFLUGCS, open
triangles indicate the 34 clusters north of the Galactic plane, and open
diamonds the 29 clusters at southern Galactic latitudes included in
HIFLUGCS.

clusters together with the maximum mass range given by
their individual uncertainties, we obtain

)cluster\ 0.012~0.004`0.003 (14)

for masses larger than i.e., the total6.4~0.6`0.7 ] 1013 h50~1 M
_

;
gravitating mass contained within the virial radius of clus-
ters amounts only to percent of the total mass in a1.2~0.4`0.3
critical density universe. Combined with our best estimate

this implies that about 90% of the total mass in)
m

\ 0.12,
the universe resides outside virialized cluster regions above
the given minimum mass. If galaxies trace mass, it also
follows that by far most of the galaxies do not sit in clusters.
This result is consistent with the general presumption that
clusters are rare objects, rare peaks in the density distribu-
tion Ðeld.

Comparing the diagram to the mass fraction )cluster\in clusters with masses larger than 2 ] 10140.028~0.008`0.009
given by Fukugita et al. (1998), based on the massh50~1 M

_function determined by Bahcall & Cen (1993), one Ðnds that
their estimate is a factor 4È5 higher. However, the Bahcall &
Cen mass function is given for and we get a consistentMA,
result if we calculate using our formally determined)clustercluster masses within It needs to be pointed out that atrA.

we Ðnd that the typical virialMA D 2 ] 1014 h50~1 M
_radius is D1 Mpc, and a mass determination at 3h50~1 h50~1

Mpc based on the assumption of virial equilibrium may
therefore be rather uncertain and possibly lead to overesti-
mates of This becomes more crucial if mass func-)cluster.tions for are extrapolated even down to galaxy masses.MAThis way, Fukugita et al. (1998) Ðnd )group \ 0.12 ^ 0.02
within the mass range 2 ] 1012 to 2] 1014 which,h50~1 M

_
,

compared to our results from the previous section, would
account already for almost all mass in the universe.

6. SUMMARY

An X-rayÈselected and X-ray ÑuxÈlimited sample com-
prising the 63 X-rayÈbrightest galaxy clusters in the sky
(excluding the Galactic band ; called HIFLUGCS) has been
constructed based on the ROSAT All-Sky Survey. The Ñux
limit has been set at 2] 10~11 ergs s~1 cm~2 in the energy
band 0.1È2.4 keV. It has been shown that a high complete-
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ness is indicated by several tests. Because of the high Ñux
limit, this sample can be used for a variety of applications
requiring a statistical cluster sample without any correc-
tions to the e†ective survey volume.

Mainly, high-quality pointed observations have been
used to determine Ñuxes and physical cluster parameters. It
has been shown that a tight correlation exists between the
X-ray luminosity and the gravitational mass using
HIFLUGCS and an extended sample of 106 galaxy clusters.
The relation and its scatter have been quantiÐed using dif-
ferent Ðtting methods. A comparison to theoretical and
numerical predictions shows an overall agreement. This
relation may be directly applied in large X-ray cluster
surveys or dark matter simulations for conversions between
X-ray luminosity and gravitating mass.

Using HIFLUGCS, the gravitational mass function has
been determined for the mass interval 3.5] 1013 h50~1 M

_
\

Comparison with Press-M200\ 5.2] 1015 h50~1 M
_

.
Schechter mass functions assuming CDM power spectra
has yielded tight constraints on cosmological parameters.
The large covered mass range has allowed to put con-
straints on relevant parameters individually. SpeciÐcally, we
have found and (90% c.l.)

m
\ 0.12~0.04`0.06 p8\ 0.96~0.12`0.15

statistical uncertainty). Various tests for systematic uncer-
tainties have been performed, including comparison of the
Press-Schechter mass function with the most recent results
from large N-body simulations, almost always yielding
uncertainties smaller than the statistical uncertainties.
Combining all identiÐed systematic uncertainties in a
worst-case scenario results in an upper limit For)

m
\ 0.31.

comparison we have also determined the best-Ðt values)
mfor Ðxed values, yielding the relationp8 p8\ 0.43)
m
~0.38.

The mass function has been integrated to obtain the frac-
tion of the total gravitating mass in the universe contained
in galaxy clusters. Normalized to the critical density, we
have found for cluster masses larger)cluster \ 0.012~0.004`0.003

than With the value for deter-6.4~0.6`0.7 ] 1013 h50~1 M
_

. )
mmined here, this implies that about 90% of the mass in the

universe resides outside virialized cluster regions.
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APPENDIX A

TABLES 7È12

TABLE 7

FIT PARAMETER VALUES

Fit a *a A *A

BCES(L ÂM) . . . . . . . . . . . . 1.496 0.089 [17.741 1.320
Bootstrap . . . . . . . . . . . . . . . 1.462 0.089 [17.238 1.327
BCES(M Â L ) . . . . . . . . . . . . 1.652 0.085 [20.055 1.261
Bootstrap . . . . . . . . . . . . . . . 1.672 0.086 [20.357 1.278
BCES-bisector . . . . . . . . . 1.571 0.083 [18.857 1.237
Bootstrap . . . . . . . . . . . . . . . 1.562 0.083 [18.717 1.239
BCES-orthogonal . . . . . . 1.606 0.086 [19.375 1.283
Bootstrap . . . . . . . . . . . . . . . 1.609 0.088 [19.419 1.308

NOTES.ÈBest-Ðt parameter values and standard deviations for the
extended sample (106 clusters) for a Ðt of the form given in eq. (4).
The rows denoted ““ bootstrap ÏÏ give the results obtained for 10,000
bootstrap resamplings.

TABLE 8

FIT PARAMETER VALUES

Fit a *a A *A

BCES(L ÂM) . . . . . . . . . . . . 1.310 0.103 [14.935 1.526
Bootstrap . . . . . . . . . . . . . . . 1.256 0.103 [14.146 1.531
BCES(M Â L ) . . . . . . . . . . . . 1.538 0.105 [18.320 1.568
Bootstrap . . . . . . . . . . . . . . . 1.584 0.113 [18.995 1.681
BCES-bisector . . . . . . . . . 1.418 0.097 [16.536 1.434
Bootstrap . . . . . . . . . . . . . . . 1.407 0.096 [16.368 1.427
BCES-orthogonal . . . . . . 1.460 0.105 [17.157 1.559
Bootstrap . . . . . . . . . . . . . . . 1.468 0.110 [17.274 1.633

NOTE.ÈSame as Table 7, but for the purely Ñux-limited sample
(63 clusters).
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TABLE 9

FIT PARAMETER VALUES

Fit a *a A *A

BCES(L ÂM) . . . . . . . . . . . . 1.756 0.091 [21.304 1.350
Bootstrap . . . . . . . . . . . . . . . 1.719 0.090 [20.746 1.338
BCES(M Â L ) . . . . . . . . . . . . 1.860 0.084 [22.836 1.246
Bootstrap . . . . . . . . . . . . . . . 1.881 0.084 [23.144 1.250
BCES-bisector . . . . . . . . . 1.807 0.084 [22.053 1.251
Bootstrap . . . . . . . . . . . . . . . 1.797 0.084 [21.899 1.241
BCES-orthogonal . . . . . . 1.835 0.085 [22.473 1.260
Bootstrap . . . . . . . . . . . . . . . 1.841 0.085 [22.563 1.270

NOTE.ÈSame as Table 7, but for L bol.

TABLE 10

FIT PARAMETER VALUES

Fit a *a A *A

BCES(L ÂM) . . . . . . . . . . . . 1.504 0.089 [17.545 1.298
Bootstrap . . . . . . . . . . . . . . . 1.469 0.089 [17.042 1.300
BCES(M Â L ) . . . . . . . . . . . . 1.652 0.086 [19.708 1.254
Bootstrap . . . . . . . . . . . . . . . 1.671 0.086 [19.992 1.260
BCES-bisector . . . . . . . . . 1.575 0.084 [18.590 1.228
Bootstrap . . . . . . . . . . . . . . . 1.565 0.083 [18.445 1.224
BCES-orthogonal . . . . . . 1.609 0.087 [19.075 1.274
Bootstrap . . . . . . . . . . . . . . . 1.611 0.088 [19.109 1.290

NOTE.ÈSame as Table 7, but for M500.

TABLE 11

FIT PARAMETER VALUES

Fit a *a A *A

BCES(L ÂM) . . . . . . . . . . . . 2.683 0.215 [35.675 3.219
Bootstrap . . . . . . . . . . . . . . . 2.606 0.218 [34.525 3.265
BCES(M Â L ) . . . . . . . . . . . . 2.488 0.127 [32.761 1.902
Bootstrap . . . . . . . . . . . . . . . 2.520 0.130 [33.239 1.946
BCES-bisector . . . . . . . . . 2.583 0.154 [34.170 2.297
Bootstrap . . . . . . . . . . . . . . . 2.560 0.157 [33.840 2.347
BCES-orthogonal . . . . . . 2.513 0.128 [33.137 1.915
Bootstrap . . . . . . . . . . . . . . . 2.530 0.132 [33.388 1.975

NOTE.ÈSame as Table 7, but for for comparison (the sameMArelative mass errors as for have been assumed here).M200

TABLE 12

MEASURED SCATTER

Scatter L ÂM M Â L Bisector

106 Clusters Included in the Extended Sample

plog Mtot
. . . . . . 0.21 0.21 0.21

plog LX
. . . . . . . 0.31 0.34 0.32

plog L@M . . . . . . 0.17 0.18 0.17

63 Clusters Included in HIFLUGCS

plog Mtot
. . . . . . 0.22 0.21 0.21

plog LX
. . . . . . . 0.29 0.32 0.30

plog L@M . . . . . . 0.18 0.18 0.17

NOTE.ÈScatter measured for di†erent relations.
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