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Abstract – We present a practical method to obtain bounds for the oscillation minima and maxima of large classes of biochemical oscillator models that generate oscillations through a negative feedback. These bounds depend on the feedback nonlinearity and are independent of explicit or effective feedback delays. For specific systems, we obtain explicit analytical expressions for the bounds and demonstrate their effectiveness in comparison with numerical simulations.

Introduction. – Oscillations can arise when a dynamical system forms a negative-feedback loop with itself [1]. Through periodic changes, the paradox of self-negation is resolved if the negative feedback is accompanied by a sufficiently large time delay [2]. Such negative-feedback oscillations are ubiquitous in living systems—a prominent example are biochemical oscillations, i.e., periodic changes in the concentration of gene products within cells [3–6]. The negative feedback of a gene onto itself is typically mediated by intermediary components (such as mRNA and proteins) with finite synthesis times and lifetimes, which provide the delays necessary for oscillations to occur [6]. An additional way to create feedback delays is through indirect self-interactions that arise as a consequence of coupling between oscillatory elements [7,8]. Biochemical oscillations are used by living organisms as biological pacemakers and clocks that govern vital functions during development and life, e.g., daily rhythms [9–15], DNA replication [16], the cell cycle [17], neuronal differentiation [18,19], and embryonic pattern formation [20–23]. Moreover, in recent years, different synthetic biochemical oscillators have been engineered [24–30], which has lead to an increased interest in theoretical approaches to characterise such oscillations [24,25,31,32].

Apart from their period, an important functional feature of such oscillations is their amplitude. Since theoretical models of negative-feedback oscillators must comprise a nonlinearity and a delay in the feedback —either explicitly or through intermediate products [6]— analytical solutions are often not possible. Analytical amplitude estimates for specific systems typically require a separate treatment of different parameter regimes, e.g., regions close to the Hopf bifurcation [33] or the limit of strong feedback [34]. Hence, it is often elusive how the details of the nonlinear feedback govern the oscillation amplitude.

In this paper, we present a rigorous but practical method to derive bounds for the minima and maxima of periodic solutions for large classes of biochemical oscillator systems, including systems with explicit or effective delays as well as spatially extended systems. Using specific systems as examples, we illustrate our results and demonstrate the effectivity of the derived bounds in comparison with numerical simulations.

Biochemical oscillators with delayed feedback. – As a starting point, we consider a widely used model for a biochemical oscillator: a single variable \( x \) (representing the concentration of a biochemical component or a gene activity) that satisfies the delay-differential equation [6,35]

\[
\dot{x} = \phi(x_{\tau}) - x,
\]

(1)

where \( x_{\tau}(t) = x(t - \tau) \) with \( \tau \) being the feedback delay. The biochemical feedback of \( x \) onto itself is described by a monotonically decreasing feedback function \( \phi \) and the linear term describes the decay of \( x \). Here, we consider the non-dimensional form of the equation with unit decay rate.
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Due to the presence of the delay $\tau$, eq. (1) constitutes an infinite-dimensional dynamical system [36]. For appropriate choices of $\phi$, such systems can exhibit stable limit cycle oscillations if the delay $\tau$ exceeds a critical value that marks a Hopf bifurcation [6,37], see figs. 1(a), (b) for examples. Numerically, it is found that for typical choices of feedback functions $\phi$, the oscillation amplitude saturates as the feedback delay is increased to values $\tau \gg 1$, see the solid curve in fig. 1(b), (d).

Which features of the system impose these amplitude bounds and under which circumstances can we find explicit expressions for the bounds?

**Heuristics.** – Candidates for amplitude bounds can be found using a simple self-consistency argument. Any solution $\tilde{x}(t)$ to eq. (1) trivially satisfies the one-dimensional non-autonomous equation $\tilde{x}(t) = \varphi(t) - \tilde{x}(t) = \phi(t) = \phi(\tilde{x}(t))$. If $\varphi$ is approximately constant over a given period of time, then $\tilde{x}$ converges exponentially towards the corresponding value of $\varphi$. Indeed, for the case of large delays, we find that $\tilde{x}$ spends extended periods of time near the oscillation minimum $x^-$ and maximum $x^+$ (see, e.g., the solid curve in figs. 1(b), (d)); consequently, $\varphi$ inherits this nearly constant behaviour a time $\tau$ later. Since the feedback is negative, the system exponentially converges towards $x^+$ when the feedback responds to $x^-$ in the past and vice versa. This suggests that in such cases, $x^+$ and $x^-$ are related by

$$\phi(x^+) = x^+. \tag{2}$$

In the case that such approximately constant periods do not exist (see, e.g., the dashed curve in figs. 1(b), (d)), the system still tries to continuously follow the trajectory $\varphi(t)$ but is unable to converge. This is the case when the rate of change of $\varphi$ is comparable to the exponential convergence rate, which is set by the decay rate. This self-consistently constrains the periodic solution. Importantly, eq. (2) implies that $x^+$ and $x^-$ can be found among the real, non-negative roots of the function

$$G_\phi(x) = \phi^2(x) - x, \tag{3}$$

where $\phi^2(x) = \phi(\phi(x))$, see fig. 1(c), which entails a practical way to analytically or numerically determine these values, as shown later on. Note that the preceding considerations rely entirely on self-consistency arguments and use already known properties of the periodic solution to claim that eq. (2) defines bounds for the oscillation minima and maxima. We now formulate three propositions to make this claim precise.

**Proposition I.** – Let $\phi(x)$ be a smooth function with $\phi \geq 0$ and $\phi^{(i)} \geq 0 \leq 0$, such that $G_\phi$ as defined in eq. (3) has a finite number of real, positive roots with the smallest root $x^-$ and the largest root $x^+$ satisfying $x^+ \neq x^-$. Then, $\phi(x^\pm) = x^\mp$.

**Proof.** Smoothness, monotonicity, and non-negativity imply that $\phi$ has exactly one real, non-negative invariant point $x^* = \phi(x^*)$. Obviously, $x^*$ is a root of $G_\phi$. Hence, for any real, positive root $y \neq x^* \in G_\phi$, uniqueness of $x^*$ implies that $y^*=\phi(y)$ satisfies $y^* \neq y$ and $\phi(y^*) = y$, implying that $y^*$ is another root of $G_\phi$ with $y^* \neq x^*$. Hence, $G_\phi$ must have an odd number of roots with all roots apart from $x^*$ belonging to a unique pair such that each pair $(y, y^*)$ is related by $\phi(y) = y^*$ and $\phi(y^*) = y$. Therefore, the existence of two roots $x^+ \neq x^-$ implies that $G_\phi$ must have at least three roots and since $x^+ \neq x^-$ are the largest and smallest root, respectively, it follows by monotonicity of $\phi$ that they form such a pair.

**Proposition II.** – For any periodic solution $\tilde{x}(t)$ of eq. (1) with a bounded feedback function $\phi$ satisfying the requirements of Proposition I, let $C = \{\tilde{x}(t) \mid t \in \mathbb{R}\}$ be the set of all values of $\tilde{x}$. Then, $C \subseteq \phi(C)$ where $\phi(C) = \{\phi(x) \mid x \in C\}$ is the image set of $C$ under $\phi$.

**Proof.** We transform eq. (1) into an integral equation by evaluating $\int_0^t e^{-(t-s)} \tilde{x}(s) \, ds$ and partially integrating

$$x(t) = x(0)e^{-t} + \int_0^t e^{-(t-s)} \phi(x(s)) \, ds. \tag{4}$$

For the periodic solution $x(t) = \tilde{x}(t)$, it follows from $\phi(\tilde{x}^\tau) \in \phi(C)$ and the boundedness of $\phi$ that

$$\tilde{x}(t) \leq \tilde{x}(0)e^{-t} + (1-e^{-t}) \max \phi(C). \tag{5}$$

The long-time behaviour of the inequality (5) and the periodicity of $\tilde{x}$ imply that all $x \in C$ satisfy the bound $x \leq \min \phi(C)$. The proof for $x \geq \min \phi(C)$ for all $x \in C$ follows analogously. This shows $C \subseteq \phi(C)$.

**Proposition III.** – Let $\phi$ satisfy the requirements of Propositions I and II and let $C^* = [x^-, x^+]$. Then, the implication $C \subseteq \phi(C) \Rightarrow C \subseteq C^*$ holds for any real interval $C = [\ell^-, \ell^+]$.  

58004-p2
Fig. 2: (Color online) Graphical representation of the contradictions that follow from the assumption \( \mathcal{L} \subseteq \phi(\mathcal{L}) \) but \( \mathcal{L} \not\subseteq \mathcal{C}^* \).

Proof. We first show the inequalities

(a) \( \phi^2|_{x>x^+} < x \),
(b) \( \phi^2|_{0<x<x^-} > x \).

Inequality (a) follows from the smoothness of \( \phi \) and the fact that \( x^+ \) is the largest root of \( G_\phi \); therefore \( \text{sign}(G_\phi)|_{x>x^+} = \text{const.} \) and the alternative \( \phi^2|_{x>x^+} > x \) would contradict the boundedness of \( \phi \). Inequality (b) follows from the smoothness of \( \phi \), the fact that \( x^- > 0 \) is the smallest root of \( G_\phi \) and \( G_\phi(0) = \phi^2(0) > 0 \).

The proof proceeds by contradiction and we therefore assume \( \mathcal{L} \subseteq \phi(\mathcal{L}) \) but \( \mathcal{L} \not\subseteq \mathcal{C}^* \). The latter assumption implies that at least one of the bounds \( \ell^+ \leq x^+ \) and \( \ell^- \geq x^- \) is violated. Without loss of generality, consider the case \( \ell^+ > x^+ \), see fig. 2. Since \( \ell^- \geq \phi(\ell^+) \) and \( \ell^- \geq 0 \) follow from \( \mathcal{L} \subseteq \phi(\mathcal{L}) \), we obtain \( \phi(\ell^-) \leq \phi^2(\ell^+) < \ell^+ \) via the monotonicity of \( \phi|_{x>0} \) and inequality (a), implying the contradiction \( \mathcal{L} \not\subseteq \phi(\mathcal{L}) \). The case \( \ell^- < x^- \) follows analogously using inequality (b).

Remarks. – The three propositions show how, under minimal monotonicity and regularity requirements for \( \phi \), the largest and smallest real, positive roots \( x^+ \) and \( x^- \) of \( G_\phi \), eq. (3), bound the amplitude of any periodic solution \( \tilde{x} \) of eq. (1): Proposition I implies that the worst scenario is that the two bounds, a property expressed by eq. (2), and Proposition II and III show the boundedness of periodic solutions via \( \mathcal{C} \subseteq \phi(\mathcal{C}) \) and the implication \( \mathcal{C} \subseteq \phi(\mathcal{C}) \Rightarrow \mathcal{C} \subseteq \mathcal{C}^* \), see fig. 2. Since \( \mathcal{C} \) is the set of values of the periodic solution and \( \mathcal{C}^* = [x^-, x^+] \).

Specific delay systems as examples. – We now illustrate this result using specific systems as examples. The first system is a Mackey-Glass–type system, characterised by a feedback function of the Hill type [6,35],

\[
\phi_n(x) = \frac{2\lambda}{1 + x^n},
\]

where \( \lambda \) is the feedback strength and \( n \) is the Hill exponent, which determines the nonlinearity of the feedback. Here, we consider the case \( n = 2 \), the smallest integer value that enables oscillations. Determining the largest and smallest roots of the function \( G_\phi \) as defined in eq. (3) yields

\[
x^\pm = \lambda \pm \sqrt{\lambda^2 - 1},
\]

which requires \( \lambda \geq 1 \) for \( x^\pm \) to be real. The invariant point \( x^* = \phi(x^*) \) between the two amplitude bounds is given by

\[
x^* = \beta - (3\beta)^{-1},
\]

where \( \beta = (\lambda + \sqrt{\lambda^2 + 1/27})^{1/3} \), see fig. 3(a). Numerical solutions to eq. (1) with the feedback function (6) illustrate the effectiveness of the amplitude bounds, see figs. 3(a), (b). We find consistently that oscillations saturate the bounds for large values of \( \tau \). Note that the bounds only hold for the limit cycle solution but not necessarily for the initial transient, which depends on the chosen initial history \( (x)|_{-\tau<\tau<0} = 0 \) in all examples.

As a second example, we consider an exponential feedback,

\[
\phi(x) = \lambda_0 e^{-x}.
\]

While this case does not admit an analytical solution for the bounds, a self-consistent approximation for \( x^+ \) and \( x^- \) can be derived for \( \lambda \geq 4 \) (as shown below) by approximating the function \( G_\phi(x) = \lambda_0 e^{-\lambda_0 e^{-x}} - x \) for small and large values. Expanding the inner and outer exponential, respectively, to first order, we obtain

\[
G_\phi(x) \approx \begin{cases} 
\lambda_0 e^{-\lambda_0 (1-x)} - x, \\
\lambda (1 - \lambda_0 e^{-x}) - x.
\end{cases}
\]

By solving the respective approximation for \( G_\phi(x) = 0 \), we obtain the bound estimates

\[
x^- \approx -W_0(-\lambda^2 e^{-\lambda}), \quad x^+ \approx \lambda (1 - x^-),
\]

where \( W_n \) is the \( n \)-th branch of the Lambert \( W \)-function, defined through the relation \( W_n(z) e^{W_n(z)} = z \) for \( z \in \mathbb{C} [39] \). Equations (11) require \( \lambda > \lambda_0 \). Again, we illustrate the effectiveness of the bounds in comparison with numerical solutions of eqs. (1), see figs. 3(c), (d). While the exponential feedback yields different waveforms than the Hill feedback, the qualitative features of the two systems are similar.
Generalisations. — We have chosen the delay system eq. (1) as a paradigmatic example because its limit cycle can be characterised by the trajectory of a single variable \( x \) and its feedback nonlinearity is specified by a single function \( \phi \). Whether the same strategy can be applied to systems involving more components and more complex feedbacks depends on i) whether their periodic solution can be characterised by a set of common waveforms for all elements and ii) whether a single effective feedback function \( \Phi \) can be constructed which summarises the (possibly indirect) feedback of an oscillating element onto itself. Typically, to show ii), a slight modification of Proposition II has to be invoked. We now demonstrate that, with little effort, this is possible for many oscillator systems that generate an effective delay through coupling of identical elements.

Systems with effective delays. — In many biochemical oscillator models, the feedback delay effectively arises through a series of intermediate products [6,20,24]. As an example, we consider a ring of repressors,

\[
\dot{x}_i = \phi(y_{i-1}) - x_i, \quad \dot{y}_i = \psi(x_i) - y_i, \quad (13)
\]

with \( i = 1, \ldots, N \). Here, \( y_i \) is the product of \( x_i \), which represses \( x_{i+1} \), and \( \phi \) and \( \psi \) are negative- and positive-feedback functions, respectively (\( \phi' < 0, \psi' > 0 \)), see inset in fig. 4(a). We here imply the convention \( y_0 = y_N \). The number \( N \) of elements determines the effective time delay of the feedback of \( x_1 \) onto itself. Note that \( N \) needs to be odd to ensure a net negative feedback.

For any periodic solution for which all \( x_i \) and \( y_i \) display the same, possibly time-shifted, waveform, \( \dot{x}_i(t) = \tilde{x}(t-\delta_i) \) and \( \dot{y}_i(t) = \tilde{y}(t-\delta_i) \) for appropriate shifts \( \delta_i \) and \( \tilde{\delta}_i \), we define \( C_X = \{ \tilde{x}(t) \mid t \} \) and \( C_Y = \{ \tilde{y}(t) \mid t \} \). In this case, a straightforward modification of Proposition II of the proof applied to eqs. (13) yields \( C_X \subseteq \phi(C_Y) \) and \( C_Y \subseteq \psi(C_X) \). From \( \phi' < 0 \), it then follows that \( \phi(C_Y) \subseteq \Phi(C_X) \), where

\[
\Phi(x) = \phi(\psi(x)), \quad (14)
\]

and hence \( C_X \subseteq \Phi(C_Y) \). Now Proposition III can be applied, i.e., bounds on \( C_X \) are determined by the effective feedback function \( \Phi \) if it satisfies the appropriate requirements.

To illustrate this result, we choose a repressilator system [24] with \( \phi \) given by the Hill function \( \phi_2 \), defined by eq. (6), and \( \psi(x) = x \). Since in this case, \( \Phi(x) = \phi(x) \), we obtain the same amplitude bounds eq. (7) as for the delay system eq. (1); note, however, that both systems are different both with respect to their dimensionality and their feedback structure. Since \( C_Y \subseteq \psi(C_X) = C_X \), the \( y_i \) are subject to the same bounds as the \( x_i \). Numerical examples confirm the effectiveness of the bounds as shown in figs. 4(a), (b). We find that oscillations saturate as \( N \) becomes larger, i.e., for large effective delay times.

Spatially extended systems. — Another class of systems that effectively generate delays through coupling are spatially extended systems of the type [7,8]

\[
\dot{x}_i = \gamma(x_{(i1)}, \ldots, x_{(ik)}) - x_i, \quad (15)
\]

with \( i = 1, \ldots, N \) elements, where the \( \langle ij \rangle \) are the indices of the \( j = 1, \ldots, k \) elements that couple into element \( i \). Here, \( \gamma \) is the coupling function which we again require to be repressive, i.e., monotonically decreasing in all arguments. As before, we consider periodic solutions for which all elements are described by a common waveform \( x_i(t) = \tilde{x}(t-\delta_i) \) with appropriate time shifts \( \delta_i \) and define \( C = \{ \tilde{x}(t) \mid t \} \). From a slight modification of Proposition II applied to eq. (15), we obtain \( C \subseteq \mathcal{D}_i \), with \( \mathcal{D}_i = \{ \gamma(\tilde{x}(t-\delta_{i1}), \ldots, \tilde{x}(t-\delta_{ik})) \mid t \} \) and from

58004-p4
Amplitude bounds for biochemical oscillators

the monotonicity properties of $\gamma$, it follows that $D_i \subseteq \Phi(C)$ where 
\[ \Phi(x) = \gamma(x, \ldots, x), \tag{16} \]
so that $C \subseteq \Phi(C)$. The fact that $\Phi$ is constructed by evaluating $\gamma$ at equal arguments implies that the derived bounds are based on an in-phase synchronised scenario ($\delta_i = 0$). This may yield quite conservative bounds for dynamically allowed states with $\delta_i \neq 0$. Again, since we have shown $C \subseteq \Phi(C)$, Proposition III can be applied if $\Phi$ satisfies the appropriate requirements.

As an example, we consider a hexagonal repressor lattice with multiplicative coupling and periodic boundary conditions, as presented in refs. [7,8,40], see top left plot in fig. 4(c). Coupling is specified by the function 
\[ \gamma(x_1, x_2, x_3) = \nu + \frac{\phi_\delta(x_1)\phi_\delta(x_2)\phi_\delta(x_3)}{4\lambda^2}, \tag{17} \]
where $\nu$ is a constant gain rate and $\phi_\delta$ is the Hill function eq. (6). Clearly, $\partial_x \gamma \leq 0$ for $j = 1, 2, 3$ as required and we obtain $\Phi(x) = \gamma + (\phi_\delta(x))^3/(4\lambda^2)$ which satisfies $\Phi' \leq 0$. Since the resulting roots of $G_\delta$ do not have closed expressions, we approximate the relevant roots $x^-$ and $x^+$ by considering the first order expansion of $G_\delta$ at $x = 0$ and its asymptotic behaviour for $x \to \infty$, respectively. Setting the respective approximation to zero, we obtain the closed expressions 
\[ x^- \approx \nu + 2\lambda/(1 + (2\lambda + \nu)^n)^3, \tag{18} \]
\[ x^+ \approx \nu + 2\lambda/(1 + \nu^n)^3. \tag{19} \]
As demonstrated in fig. 4(c), the obtained approximations are viable bounds for all periodic solution types that fulfill the requirements stated in the previous paragraph. (Here we disregard other possible solution types [7,8].)

Discussion. – Our results show how the nonlinear properties of oscillating systems constrain the amplitude of periodic solutions. The parameter dependence of the derived amplitude bounds is exclusively governed by the details of the nonlinear feedback—in particular, they are independent of explicit or effective feedback time delays. Therefore, they hold close to and far away from Hopf bifurcations encountered by varying the time delay. Our results are valid under very general circumstances, only requiring certain regularity and monotonicity conditions for the functions describing the negative feedback. For all considered example systems, we obtained exact bounds or viable analytical approximations and demonstrated their effectiveness in comparison with numerical simulations. These also showed that the oscillation amplitudes saturate the bounds as the feedback delay becomes much larger than the decay time of the components. Our results provide a practical method that can be generalised to other biochemical oscillator systems, providing insights into their functional principle and supporting modelling efforts.
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