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Abstract. Terrain recognition is one of the key problems of mobile robots. It can help the 

robots understand the surrounding environment. With terrain prediction, the robots could 

realize autonomous navigation and path planning. This paper focuses on image feature 

selection for terrain recognition with visions. For terrain recognition tasks, feature is used to 

represent image information. Traditional visual features can be targeted to express the low-

level information like color or texture. The deep feature is extracted by self-learning of neural 

network, containing richer semantic information than low-level features. There is a 

complementary relationship between the two. The efficiency and accuracy of terrain 

recognition is remarkably raised by the fusion of two above features. In the course of algorithm, 

combination of the off-line training model and on-line recognition model is used to identify the 

terrain type of the sample, which is to ensure the real-time performance. The corresponding 

terrain dataset--SDUterrain is established. The algorithm achieves 96% or higher classification 

accuracy in the experiments based on the SDUterrain Dataset, which is much higher than the 

single feature classification algorithm. 

1. Introduction 

Terrain recognition is an important research in the theory of autonomous navigation of mobile robot. 

Its ability to perceive the environment largely determines its ability to move autonomously in an 

unknown environment [1]. Visual sensors contain far more information than others and not affected by 

themselves. All the while, terrain recognition based on machine vision is a research hotspot of robot. 

Image classification is a typical problem in machine learning. Feature is the key point. The quality 

of features largely determines the accuracy of classification. The complexity and variability of the 

field environment bring considerable challenges to terrain identification. Features which performs well 

in one environment is not suitable in the others. In this case, the selection of terrain features is 

particularly important.  

Traditional machine learning relies on hand-crafted features heavily such as colors, textures, edges 

or shapes. Manduchi [2] proposed a color-based classification system, which recognizes the detected 

objects according to the preset terrain types. But color features is sensitive to illumination. Local 

binary patterns [3, 4] extracts the texture features from the grayscale image, which can eliminates the 

influence of illumination to some extent. Oliva [5]
 
used spatial envelop feature to represent the content 

of images, and used Bayesian classifier to accomplish terrain recognition. Filitchkin and Byl [6]
 

proposed the terrain classification method of SURF [7] combined with SVM [8], and apply it to a real 

quadruped robot-littledog, as the basis of gait planning and adjustment. 

mailto:lx_sdu@163.com
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However, hand-crafted features only work in certain environment. This means that the 

generalization is insufficient in the unknown environment. The changing environment requires high 

descriptive and distinguishable features to represent the terrain image. It is not possible to do so solely 

on the hand-crafted features. In recent years, with the development of deep learning, it has become a 

new trend to complete terrain classification. 

Hinton [9] first proposed the concept of deep network in 2006 and developed explosively in 2012 

[10]. Deep learning has abandoned artificial design features. It can automatically learn more abstract 

feature at a higher level and describe the inner structure of abundant data. Deep learning shows its 

advantages in the terrain recognition in field environment. Liu [11] first introduced deep learning into 

scene terrain recognition, and proposed a terrain classification method based on deep sparse filtering 

network. Zhang [12] learned from [11], combining the deep convolutional neural network with the 

near distance learning strategy to improve the accuracy of terrain classification and make it more 

robust to the change of field environment. Xue [13] discusses the significance of imaging angle in 

terrain recognition, and proposes a differential angle imaging network, which uses both the original 

image and the differential image input into the convolutional neural network. And in [14], deep 

encoding pooling network for terrain recognition is proposed, which integrates random texture 

information and local spatial information in terrain images, outperforming the most advanced methods. 

Moreover, the deep features in middle layers of neural network has also appeal to scholars. 

Donahue [15] extracted the deep features for terrain recognition in dynamic scene and aerial scene 

classification. Cimpoi [16, 17] improved the pooling layer and extracted the FV-CNN features. Results 

show that the deep features can integrate multi-scale information, and describe arbitrary shape and size 

of the region. It is suitable for material recognition and classification. 

Inspired by [15]-[17], this paper proposed a terrain recognition method based on feature fusion. We 

extracted manual features, like color, LBP, and deep feature from trained convolutional neural 

network to represent terrain images. Finally inputting the fusion features into SVM to complete the 

terrain recognition. 

2. Algorithm of terrain recognition 

The proposed method in this paper is to solve the classification problem of several single flat terrain 

types with machine learning. The algorithm innovates in feature selection. We fused the hand-crafted 

features with deep features to improve the semantic information of the terrain features. 
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Figure 1. Terrain recognition algorithm based feature fusion. 

There are two reasons for this. As mentioned earlier, traditional visual features are used to express 

low-level information such as colors, textures, etc. It magnifies some visual characteristics of the 

image which is easy to classify, but simultaneously leads to the problem that the features are not fully 

expressed. Only when the image is similar to the training image has excellent performance. It is 

difficult to distinguish all terrain types. The deep feature is extracted from the trained neural network. 

Its semantic information is more comprehensive than the low-level features, and the generalization is 

stronger. Not that the highly aggregated features is ideal. It isn’t. Theoretically, deep features are 
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highly abstract features obtained from multi-layer convolution. The performance of deep features is 

proportional to the size of dataset and the layers of network. On the premise of limited dataset size, 

high classification accuracy can only be improved by increasing layers of the network. By doing so, it 

must lead to the loss of some low-level information. The low-level features of the neural network are 

usually the basic visual information such as the color and the edge of the image, which are commonly 

used in traditional machine learning. Considering the above analysis, there is a semantic 

complementary relationship between the two. After feature fusion, more perfect feature expression can 

be obtained. The flow of terrain recognition algorithm in this paper is shown in figure 1. 

2.1. Hand-crafted features 

RGB. There are color differences between terrain types. Color features obtain the color histogram 

vector by counting the proportion of each color component in the whole image. By counting the RGB 

values of all pixels in a terrain image, the 768-dimensional color histogram features can be obtained. 

LBP. Terrain images also have distinct texture properties. LBP is a global statistical texture 

descriptor with low computational complexity and high speed. This feature is obtained from grayscale 

images, which can avoid the effect of illumination changing. 

CEDD. CEDD [18] combines the color and texture information of the image. It can be seen as the 

fusion feature of RGB and LBP. Compared with the fusion feature, the dimension is lower, and the 

classification accuracy is similar. 

We tested the above visual features in SDUterrain dataset, which will be introduced later in this 

paper. 

Results are showed in table 1. 

Table 1. Results of composite features. 

 SVM(%)  Dimension Time(s) 

CEDD 76.53 144 28.78 

RGB-LBP 79.16 1024 41.02 

2.2. Deep feature 

The highly distinguishable features can significantly improve the accuracy of classification. Visual 

features such as color and texture obtain high accuracy only if the training data is similar to the test 

data. Images captured in the actual scene is much more complex than images in the dataset. We hope 

to extract more comprehensive features than hand-crafted features. As we all know, deep learning 

takes the lead in the field of image classification. It can be applied in two ways. One is to directly 

provide end-to-end classification results. Another is used to extract deep features from the middle 

layers of the deep learning network. Inspired by this, we extract deep features for terrain recognition. 

The advantage of deep learning is that it can realize the self-learning of large-scale data, and it can 

get rid of the disadvantage of human intervention in traditional visual feature extraction. The structure 

of deep network makes it possible to extract features in layers. The deep feature of full connected layer 

is generally the preferred method. However, the spatial structure information of the terrain image is 

lost because the high dimensional feature is mapped to one directly in the full connected layer. The 

pooling layer is another way to extract deep feature. As shown in table 2, results of deep features from 

pooling layer is better than full connected layer. Therefore, the deep feature of max pooling layer is 

used to express the terrain image in this paper. We choose ResNet-34 [19] to train the feature extractor. 

Table 2. Results of deep features. 

 SVM(%)  Dimension 

Full connected layers 54.5 512 

Max pooling layers 94.6 512 
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2.3. Feature fusion of deep feature and low-level features 

Lots of experiments have proved that the features extracted by trained neural network are indeed 

contains more semantic information than traditional visual features. Generally speaking, the larger the 

dataset, the better the network performs. Besides, from the premise of limited datasets, we can 

increase the layers of neural network to improve the performance of network [20]. Another drawback 

of having too many network layer is the loss of lower layer information. These portions usually are 

color, texture and edges as mention above. Considering this problem, we will concatenate the deep 

feature with the hand-crafted feature to express the terrain image. The experiment results prove that 

the classification ability of the feature is improved to some extent. 

3. SDUterrain dataset 

Dataset is the most important part of image classification. There are few published dataset in direction 

of terrain recognition and cannot be directly applied in this paper. We constituted a terrain images 

dataset captured in actual environment. Sample images are collected by Canon IXUS 175 consumer 

camera and Logitech Pro C920 Webcam hardware. In the field environment, the surface of terrain 

types is often influenced by illumination, which will frequently lead to the color or texture change. 

The above factors (illumination, weather, season, angle, etc.) are considered as much as possible in the 

process of image collection. Typical terrain in the SDUterrain is divided into six classes: sand, mud, 

asphalt, grass, gravel and mulch that includes 13,200 images. Samples are shown in figure 2. 

 

 
sand              mud            asphalt            grass            gravel          mulch 

Figure 2. Samples of six types terrain in SDUterrain dataset. 

4. Experiments 
We evaluate the performance of our terrain algorithm on the SDUterrain dataset. 

4.1. Dividing of the SDUterrain dataset 

We divide the training dataset, the validation dataset, and the test dataset in proportion with 9:1:1. 

Images are collected under different environmental conditions. The number of images is not exactly 

the same under each condition, which should be extracted at random according to the proportion to 

avoid vary in quality. The training dataset is used to train the deep network parameters, and the 

validation dataset is used to verify the performance of the training network to avoid over-fitting. 

4.2. Extracting of terrain features 

We first extract the traditional visual features like color and texture features. Color histogram features 

are extracted from RGB space, each component is 256 dimensions, a total of 768 dimensions. LBP 

features are extracted from grayscale maps, which lost the color information. It eliminates the effect of 

illumination. The feature dimension is 256. CEDD features belong to color and texture composite 

features, feature dimension is 144, compared with the fusion feature of color histogram and LBP, it 

has lower dimension and higher computation speed. It is also an ideal visual feature in terrain 

recognition. 

Then we extract the deep features. The residual network of 34 layers is used to train as a feature 

extractor. We replace the last fully connected layer with the max pooling layer. The dimension of the 
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deep feature is 512. 

Last we fused the above feature in concatenation, as shown in figure 3. In this experiment, we 

choose two kinds of fusion feature, which are deep feature concatenated RGB color histogram feature 

and LBP texture feature, another is deep feature concatenated CEDD feature. 
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Figure 3. Low-level features and deep features extracted in terrain recognition algorithm. 

4.3. Classification 

Terrain features extracted from above process are inputted into the SVM for classification. Result is 

represented by confusion matrix.  It is a kind of visualization matrix which expresses the performance 

of algorithm. It is usually used for supervised learning. The horizontal coordinate represents the true 

value of classification, and the vertical coordinate represents the expected value. The diagonal 

elements represent the classification accuracy of each type of terrain, and the average classification 

accuracy can be obtained by counting the diagonal elements. Figure 4(a) gives the average accuracy of 

96.33% of the first fusion feature, and figure 4(b) gives the average accuracy of 97.00% of the other. 
 

Sand 0.93 0.02 0.04 0.00 0.01 0.01 

Mud 0.03 0.94 0.02 0.00 0.00 0.00 

Asphalt 0.02 0.00 0.96 0.00 0.00 0.00 

Grass 0.01 0.00 0.00 0.99 0.01 0.00 

Gravel 0.00 0.00 0.00 0.01 0.98 0.01 

Mulch 0.00 0.01 0.00 0.00 0.01 0.97 

 Sand Mud Asphalt Grass Gravel Mulch 

(a)Deep + RGB + LBP   mean accuracy: 0.9633             (b)Deep + CEDD   mean accuracy: 0.9700 

Figure 4. Results based different features of the terrain recognition algorithm in SDUterrain dataset. 

5. Conclusion 

The terrain recognition algorithm in this paper combined the advantages of deep features and hand-

crafted features. On the premise of limited dataset, we improve the performance of deep network by 

increasing the number of layers, and fuse the hand-crafted features to compensate the loss of low-level 

information. Compared with the method of traditional machine learning and deep learning, terrain 

recognition algorithm in this paper can further improve the classification accuracy. 
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