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Abstract. A abnormal data repairing method based on adjacent power plant and integrated 

similar days of BP neural network is presented. Some factors influencing power generation 

such as geographical position, temperature and day type are considered. By means of selecting 

adjacent power plants with high power correlation to plant to be repaired by Pearson product-

moment correlation coefficient and the combination of Grey Relational Analysis and curve 

similarity is used to select similar days. Finding out the integrated similar days’ data of the 

adjacent power plant that is in conformity with the day to be repaired, corresponding BP neural 

network model is built, then the diverse learning speed algorithm are employed to repair 

abnormal data. The actual abnormal data in PV prediction power repairing results  for  Qinghai  

district  show  that  the  proposed  method  possesses  better repairing accuracy.  

1. Introduction 

With the rapid development of modern electric power technology, many types of large-scale data with 

its rapid growth, as the information and the value of mining from large data, while the production and 

life will get more support from the data, data mining technology[1]~[2] has been rapid development in 

the trend. Photovoltaic power generation data because of its long distance transmission, transmission 

variables, the system, the environment and other objective causes and human factors will lead to data 

missing or abnormal fluctuations[3]~[4]. Therefore, in order to ensure the normal operation of the 

power system, it is necessary to detect, identify and correct the abnormal data, so as to provide the 

basis for the optimization of power generation and power grid planning. 

The correlation method of pv generation power forecast can provide reference for data repair. In 

the field of power prediction research,[5] divides the historical data into four different weather types. 

It makes use of each type of historical data and builds 4 prediction sub-models respectively based on 

SVM. According to the weather forecast information, the corresponding model is selected for 

forecasting. Due to the distribution characteristics of power system, the traditional data anomaly 

detection method is divided into the detection, identification, detection and identification before the 

calculation. The innovation graph approach[6] is also a method before estimation. This method 

analyzes the spatial correlation by introducing the innovation vector associated with graph theory. 

Because of the difficulty of telemetry and remote data synchronization method to traditional anomaly 

recognition, then some scholars have studied some new data recognition method based on Data 

Mining. In the area of neural networks, [7] is based on the structure of back propagation neural 

http://creativecommons.org/licenses/by/3.0
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network, which can eliminate the interference estimate before, so it is easier to measure different 

patterns of error identification. This method is convenient for real-time monitoring of the network, and 

then more accurate identification of abnormal data. However, this method is difficult to be widely 

used in practical applications because of its subjectivity. Reference[8] establishes a neural network 

large data detection method based on time series analysis and unsupervised learning. This method 

detects the dynamic data by integrating historical data and current data. However, when the external 

environment changes greatly, it is possible to generate false positives of abnormal data. In the area of 

fuzzy theory and cluster analysis, [9] uses the dynamic clustering method in fuzzy mathematics to 

identify abnormal data. Its advantage is to eliminate the generation of residual pollution. This is 

because it uses the data difference between measuring time points and standard residuals to cluster. In 

the field of data correction, Professor Ding Ming of HeFei University of Technology proposed the 

selection of "similar days" based on BP neural network, and predicted the output power[10] of PV 

plant from historical data analysis . 

2.  Basic idea 

2.1. The principle of selecting similar days 

Similar days are based on days’ output data for the PV station, and these days must have similar 

meteorological conditions. In the end, these similar days were used to correct the output data of the 

repairing day. According to the similarity degree between different dates’ historical weather[11]  to 

determine the ‘similar days[12]~[13]’.There is a set },,,{ 4321 wwwwW   to represent Meteorological 

factors that impact PV output, and 1w  indicates the type of weather,  2w indicates the highest 

temperature, 3w indicates the lowest temperature, 4w  indicates the average temperature. 

The grey relation degree method was used to analyze the meteorological correlation degree, )(ki

represents the correlation coefficient between the date to be repaired and Index k on Day i.     
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(1) 

In the formula, )(kw o represents the reference object, )(kw i represents the comparison object i(n 

objects in total) .k represents the KTH index (m indicators in total) of the object, and the resolution 

coefficient   is 0.5. 

Calculating the correlation coefficient of elements corresponding to each index and reference 

sequence respectively. Then we calculate their mean, which is correlation degree. In order to facilitate 

comparison with shape similarity, equation (2) is used to indicate the degree of meteorological 

correlation. The smaller the value, the higher the degree of correlation. 
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Because the degree of meteorological correlation only indicates the similarity of weather condition, 

temperature and other parameters. It does not fully show that the power curve is similar. The power 

curve can be compared by introducing a judgment function which is curve similarity.  

ijS  represents the curve similarity of power curves on Day i and Day j. },...,,{ 21 iniii pppP   

represents the power generation of Day i. 
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In the formula, ikp represents the power data of the sampling point k and has been normalized. The 

closer S goes to 0, the smaller the difference. 

Combined with the meteorological correlation degree and the curve similarity degree, the 

comprehensive similarity function is defined: 

ijiij SOT  
                                                                          

(4) 

When ijT is less than threshold  , it satisfies the condition of comprehensive similarity day. In the 

repair process, the historical power and meteorological factors have different effects on the correction 

accuracy. Therefore,α and β should be chosen carefully. 

2.2. The principle of selecting similar stations 

Several adjacent PV stations in the same geographical area are in extremely similar meteorological 

conditions, and their weather patterns, temperature and sunshine radiation intensity are extremely 

similar. Therefore, there is power correlation between different power stations. It is possible to greatly 

improve the correction accuracy by combining the data of the similar days and the historical output 

data of similar power stations. It can increase the credibility of data correction. 

Suppose the output power data of station A is },...,,{ 21 AnAAA pppP  .In the same geographical 

area, adjacent power stations are B, C and D. The output power respectively is 

},...,,{},,...,,{},,...,,{ 212121 DnDDDCnCCCBnBBB pppPpppPpppP         (5) 

In statistics, the Pearson product-moment correlation coefficient is used to measure the correlation 

(linearly related) between two variables, X and Y, and its value is between -1 and 1.Suppose there are 

two variables X, Y, after averaging they areX 、Y .The Pearson correlation coefficient between two 

variables can be calculated by the following formula: 
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(6) 

The 0  represents X and Y completely irrelevant. The 0 represents X, Y negative 

correlation. The 0  represents X and Y positive correlation. In this paper, 0  is defined as 

highly correlated and satisfies the condition of similar days. The threshold   is selected according to 

the sample, which will affect the number of samples and ultimately the precision. 

Pearson product moment correlation coefficient is used to calculate the correlation coefficient of A 

and B each day, and then calculate the correlation coefficient of A and C, D station. On the basis of 

  , the most relevant power station is selected as the similar power station, and its output data is 

selected as the training sample of neural network. 

2.3. The principle of selecting Neural network training samples 

The change of the output power for PV station is extremely complex due to the change of the weather. 

It is a quick and effective method to repair the output power by using the neural network. Neural 

network input samples can be divided into three types: 

(1) ijT ,    , 
In this case, the output power data of the similar days for station are selected as 

the neural network training samples. And then repair the data of be repairing day. 

(2) ijT ,    , 
Selecting the output data of the day to be repaired for similar power stations as 

the training sample. And then repair the data of be repairing day. 
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(3) ijT ,    , 
Selecting the output data of the similar days for similar power stations as a 

training sample. And then repair the data of be repairing day. 

In conclusion, the process of training sample selection is shown in Figure 1. 

Meteorological 
data

The aggregate W 
of weather data

  Correlation coefficient

<

Similar days 
exist

There is no 
similar day

Training sample No.1

Output power 
information

The aggregate P
 of power data

 Correlation coefficient

>

Similar 
station exist

There is no 
similar station

Training sample No.3Training sample No.2

Abnormal data 
identification of power 
station to be repaired

Day to be 
repaired

BP Neural 
Network Model

Data after 
repairing





ijT

ijT

YES NO YES NO

 

Figure 1. Flow chart of BP neural network training samples selecting 

3. Detection of Abnormal Data 

3.1. Vacancy data detection 

Generally, vacancy data appear in the data transmission link. It may be caused by communication 

abnormality and information record error. 

Suppose the output power of the station is 

},..,,{ 21 npppP 
                                                                             

(7)
 

If there is ),...,2,1( nipi  , it will be judged as vacant data. 

3.2. Ultra range data detection 

Data transmission errors and storage exceptions are all will cause real data error record. There will be 

some data beyond the maximum power or less than zero. 

Such data can be identified by setting upper and lower bounds. 

If there is 

),...,2,1(0||poweroutput  Maximum nippp ii                                          (8) 

It will be judged as ultra range data.  

3.3. Abnormal fluctuation data 

Due to similar stations in the same area have a great reference value for abnormal data detection. 

Using its similarity, the abnormal fluctuation can be detected. 

After identifying and removing the missing data and ultra range data, then using the Pearson 

product distance correlation  coefficient distinguish similar stations of the be repairing station. 

Selecting one of the highest degree of similar stations. Then put two stations’ data normalized and 

subtracted. 
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Getting the power Different-value every 15 minutes. Calculating the mean and standard deviation 

of power Different-value. When the difference between the power difference and the average value is 

greater than 1.5 times the standard deviation, the data is interpreted as abnormal fluctuation data. That 

is to say, the power station should be modified after normalization },...,,{ 21 AnAAA pppP  .The B 

power station has the highest similarity degree. After the normalization of the data is

},...,,{ 21 BnBBB pppP  .Power difference is },...,,{ 2211 BnAnBABABA eeeE 
 .Its average value is

BAE 
 and standard deviation is .    

If exist 

3
 BABiAi Ee                                                               (9) 

It will be identified as abnormal volatility data 

4. Example Analysis 
The use of sections to divide the text of the paper is optional and left as a decision for the author. 

Where the author wishes to divide the paper into sections the formatting shown in table 2 should be 

used. 

On the basis of the previous work, the paper has repaired the power data of A power station in 

Qinghai area. Firstly, selecting the A power station as the repairing power station and screening all of 

the power stations within the radius of 10 km from the A power station. The power stations with 

different terrain orientation and large degree of slope fluctuation are filtered out from the A power 

station. The three stations with the highest correlation coefficient are B, C and D respectively, and 

their installed capacity is 20MW, 20MW, 10MW and 20MW respectively. Taking A station as the 

revised power station, and using the power data of a natural month in May 2016 to correct the 

abnormal data. 

4.1. Abnormal data detection 

After the detection of abnormal data, it is found that the A power station has data defects on 27th and 

22nd. 

4.1.1. May 27th: 

 

Figure 2.Original predicted power of a station on May 27th 

There is vacancy data at 11:00-11:30 on May 27, and power negative value during 17:30-17:45, 

which is data beyond the normal range (As shown in Figure 2). 

4.1.2. May 22th: After calculation, the answer to difference between data of two moments from 16:30 

to 16:45 on May 22 and the output power of similar power station minus mean value are respectively 
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0.4067 and 0.4049.The power difference is 0.0735.They are all 3 times larger than the standard 

deviation of 0.0959, so classify them as abnormal fluctuation data (As shown in Figure 3).  

 

Figure.3.Original predicted power of a station on May 22nd 

4.2. Calculation of similarity degree 

4.2.1. Calculation of integrated similarity. Through simulation, the integrated similarity days of May 

27 are respectively 10, 12 and 28 days. And the integrated similarity values are shown in Table 1. 

Table 1. Integrated similarity values on May 27th 

Integrated similarity values 10 12 28 

27 0.4897 0.4770 0.4227 

 The integrated similarity values of these three days were all less than 0.5. The minimum on day 28 

indicates the highest degree of correlation. And the 27th value is 0, indicating complete correlation. 

Similarly, the similar days of May 22 are respectively 21, 24and 25.Their Integrated similarity 

values are shown in the Table 2. 

Table 2. Integrated similarity values on May 22nd 

Integrated similarity values 21 24 25 

22 0.3948 0.3749 0.3818 

The lowest value of the 24th day indicates the highest degree of correlation, and the overall value is 

less than 0.4. The May 22 composite similarity was higher than the May 27 composite similarity day. 

4.2.2. Coefficient calculation of similar power station. The simulation results show that the 

Correlation coefficient values between a power station and the other three power stations is shown in 

Table 3. 

Table 3. Correlation coefficient of power station 

Correlation Coefficient B C D 

A 0.8275 0.9455 0.9857 

According to the number of samples, the   was 0.9.After discriminating the B, C and D of the 

power stations in the same area, the similar power stations are C and D. Selecting the highest degree of 

power station, that is D power station. The original predictive power of similar power stations in 

similar days is used as training samples of neural networks. 

4.3. Data correction 

After the correction of neural network, the repaired prediction curve, original prediction curve and 

actual output curve of May 27 are shown in Figure 4. 
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Figure 4. Actual output power and predictive power of a station before and after correction on May 

27th 

The rms error are calculated for the prediction curve before and after correction. 

In addition to the vacancy period, the whole period error of the prediction curve before repair is 

4.8417, and error after repair is 3.6023. Data is missing from 11:00 to 11:30. After the completion of 

the vacancy data, the error is 3.1851.During the abnormal period from 17:30 to 17:45, the error of the 

prediction curve before repair is 13.4537, and the after repair is 2.7084.It can be seen that the error 

value between the prediction curve and the actual output is effectively reduced. 

Figure 5 shows the repaired predicted curve, the original predicted curve and the actual output 

curve on May 22nd. 

 

Figure 5. Actual output power and predictive power of a station before and after correction on May 

22nd 

After the error calculation, the whole period error of prediction curve before repair is 3.3672, and 

the error after repair is 2.7257. During the abnormal period from 16:30 to 16:45, the error of the 

prediction curve before repair is 8.5751, and the after repair is 1.1103.It can be seen that the repaired 

prediction curve has a high reduction accuracy for the abnormal period. The correction of abnormal 

data in the original prediction curve effectively reduces the error with the actual output. 

5. Conclusion 

The power generation of photovoltaic power station is stochastic with the fluctuation of 

meteorological factors. It is very difficult to distinguish the abnormal data from the normal data. The 

abnormal data mainly come from acquisition, measurement, transmission phase interference and fault 

generation. 

The paper mainly revised the original forecast power of May 27th from 11:00 to 11:30, 17:30 to 

17:45 and 16:30-16:45 of May 22th.After calculating the Pearson product distance correlation 

coefficient of the B, C and D power output data that the adjacent power station A within 10 kilometers 
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of the same area radius of the revised power station, that the D power station has the highest degree of 

correlation. 

Considering the three similar days of 27th and the three similar days of 22th, the power output of D 

power station in similar days is used as the neural network sample. Finally, the original predictive 

power data of A power station is repaired. Through the error analysis of the calculation results, the 

error interval of 27th and 22th of abnormal fluctuations were reduced by 10.7453 and 7.4648 

respectively. Effectively reduce the error value with the actual output. 
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