The full spectrum of AdS5/CFT4 I: representation theory and one-loop Q-system

To cite this article: Christian Marboe and Dmytro Volin 2018 J. Phys. A: Math. Theor. 51 165401

View the article online for updates and enhancements.
The full spectrum of AdS5/CFT4 I: representation theory and one-loop Q-system

Christian Marboe1,2,4 and Dmytro Volin1,3

1 School of Mathematics, Trinity College Dublin, College Green, Dublin 2, Ireland
2 Institut für Mathematik & Institut für Physik, Humboldt-Universität zu Berlin, Zum Großen Windkanal 6, 12489 Berlin, Germany
3 Bogolyubov Institute for Theoretical Physics, 14-b, Metrolohichna str.Kiev, 03680, Ukraine
E-mail: marboec@tcd.ie (Christian Marboe) and volind@tcd.ie (Dmytro Volin)

Received 5 December 2017, revised 19 February 2018
Accepted for publication 1 March 2018
Published 23 March 2018

Abstract
With the formulation of the quantum spectral curve for the AdS5/CFT4 integrable system, it became potentially possible to compute its full spectrum with high efficiency. This is the first paper in a series devoted to the explicit design of such computations, with no restrictions to particular subsectors being imposed.

We revisit the representation theoretical classification of possible states in the spectrum and map the symmetry multiplets to solutions of the quantum spectral curve at zero coupling. To this end it is practical to introduce a generalisation of Young diagrams to the case of non-compact representations and define algebraic Q-systems directly on these diagrams. Furthermore, we propose an algorithm to explicitly solve such Q-systems that circumvents the traditional usage of Bethe equations and simplifies the computation effort.

For example, our algorithm quickly obtains explicit analytic results for all 495 multiplets that accommodate single-trace operators in $\mathcal{N} = 4$ SYM with classical conformal dimension up to $\frac{13}{2}$. We plan to use these results as the seed for solving the quantum spectral curve perturbatively to high loop orders in the next paper of the series.
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1. Introduction

The spectrum of planar $\mathcal{N} = 4$ supersymmetric Yang–Mills theory (SYM) has been intensively studied in the literature during the past 15 years. The high interest in this subject is not surprising as SYM is, on one hand, the archetypical example of the AdS/CFT correspondence, and it is, on the other hand, a rare example of a four-dimensional gauge theory that can be explored explicitly at arbitrary coupling thanks to integrability, see [1] for a review.

The spectral problem amounts to finding the eigenvalues of the dilatation operator acting in the space of single-trace operators

$$\mathcal{D} \mathcal{O}(x) = \Delta \mathcal{O}(x), \quad \mathcal{O}(x) = \text{Tr}[Z \mathcal{D} \Psi \cdots].$$

(1)

After the discovery of integrability in SYM [2–4], two important milestones in solving this problem were the asymptotic Bethe Ansatz equations [5, 6] that allowed computing the spectrum of very long operators, and the thermodynamic Bethe Ansatz equations [7–10] that were formally suitable for arbitrary operators but whose application was quite limited due to their complexity.

With the formulation of the quantum spectral curve (QSC) [11, 12], we came to the verge of the complete practical solution of the spectral problem5. The analytic and numerical efficiency of QSC has already been successfully demonstrated in a vast range of specialised scenarios [13–21], also for AdS$/c$CFT3 [22–26]. Furthermore, QSC was studied in the context of certain integrability-preserving deformations [27, 28]. However, in all of the so far tested applications, the explicit solutions were devised for restricted classes of operators, typically belonging to the $\mathfrak{sl}(2)$ subsector of the theory or its generalisation, deformation, or analytic continuation.

This work is the first step towards making the concrete solution of the spectral problem completely general, as well as accessible and automatic. Another motivation is that the spectrum of anomalous dimensions also plays a role in the calculation of quantities beyond the spectrum, in particular structure constants. We aim to provide a user-friendly library for spectral data that is of use in these efforts.

This paper focuses on the solution of QSC at zero value of the coupling constant, with the aim of using the obtained results as the seed for perturbative or numerical QSC-based computations in future developments. The paper is a hybrid of a review and new work. For consistency and to make the material as self-contained as possible, we revisit well-known results from representation theory and its applications in the study of one-loop [29, 30] and asymptotic [5] Bethe equations, and recast them in a notation appropriate for QSC. But we also provide new insights and tricks.

The original contributions are a new way to think of the integrable Q-system underlying non-compact Heisenberg super spin chains, and thus the one-loop spectral problem in SYM, and a new efficient algorithm to solve this system. This algorithm is a generalisation of our treatment of compact spin chains in [31] to the non-compact case. Our findings systematically use non-compact Young diagrams [32], and we furthermore introduce a notion of extended Young diagrams that, in particular, allow us to count multiplicities in the $\mathfrak{psu}(2,2|4)$ spectrum by using compact $\mathfrak{su}(N)$ characters only.

5 To be fair, we note that the explicit structure of eigenvectors or even the structure of the dilatation operator itself at finite coupling is not provided by the current version of the QSC formalism or any other approach in the literature. It is unclear, though, whether the knowledge of this structure is essential for the computation of quantities such as 3-point functions or if some version of a bootstrap approach based on the spectral data would be sufficient.
In section 2, we give a thorough introduction to representation theory of $\mathfrak{psu}(2, 2|4)$, with an emphasis on understanding the concrete content of the spectrum. In section 3, we introduce the notion of algebraic Q-systems as they appear in integrable models. We argue that these Q-systems can be naturally built on Young diagrams, and provide an algorithm to solve them based on polynomial division. We then discuss the connection to the Q-system that appears in the quantum spectral curve and how to fully construct the leading contribution to this system.

The paper is accompanied by a Mathematica notebook, spectrum.nb, with an implementation of the proposed algorithm to solve Q-systems (supplementary material for this article is available online).

2. Representation theory

The Lie superalgebra $\mathfrak{u}(2, 2|4)$ is defined by the super Lie-bracket

$$[E_{mn}, E_{kl}] = \delta_{nk}E_{ml} - (-1)^{(p_m + p_n)(p_k + p_l)}\delta_{ml}E_{kn}. \quad (2)$$

Furthermore, the adjoint generators $E^\dagger_{mn}$ are defined by

$$E^\dagger_{mn} = (-1)^{c_m + c_n}E_{nm}. \quad (3)$$

The labels $m, n, \ldots$ are elements of the set $\{ 1, 2, \dot{1}, \dot{2}, \hat{1}, \hat{2}, \hat{3}, \hat{4} \}$, and the value of the grading functions $p, c$ are given by the table

$$\begin{array}{c|c|c|c}
\alpha & \dot{\alpha} & \hat{\alpha} \\
p & 0 & 0 & 1 \\
c & 0 & 1 & 0 \\
\end{array} \quad (4)$$

The subalgebra of super-traceless elements in $\mathfrak{u}(2, 2|4)$ form $\mathfrak{su}(2, 2|4)$. The projective Lie superalgebra $\mathfrak{psu}(2, 2|4)$ can effectively be defined by furthermore imposing that the central charge vanishes,

$$C = \sum_n E_{nn} = 0. \quad (5)$$

At finite coupling, $\mathfrak{psu}(2, 2|4)$ is the symmetry algebra that organises the AdS/CFT spectrum, i.e. we decompose the Hilbert space into superconformal multiplets—irreps of $\mathfrak{psu}(2, 2|4)$; all states within the same multiplet have identical anomalous part of the conformal dimension. As the rank of the $\mathfrak{psu}(2, 2|4)$ algebra is six, we can label multiplets using six numbers. At zero coupling, however, the symmetry algebra of the spectrum is larger. It is $\mathfrak{pu}(2, 2|4) \oplus \mathfrak{u}(1)$, where the extra $\mathfrak{u}(1)$ charge is the length $L$ of single-trace operators. The one-loop anomalous part of the dilatation generator commutes with generators of this extended algebra. Therefore the multiplets at zero coupling are labeled by eight numbers.

We will often allow ourselves a loose terminology and refer to all multiplets as $\mathfrak{psu}(2, 2|4)$ or superconformal multiplets, even if they are effectively representations of the larger algebra at zero coupling.

6 These can be e.g. Cartan charges defined by (A.1), however we use fundamental weights for this purpose as described in section 2.2.

7 It is wrong to identify $\mathfrak{pu}(2, 2|4) \oplus \mathfrak{u}(1)$ with $\mathfrak{u}(2, 2|4)$. For one thing, $L$ is not a combination of $\mathfrak{u}(2, 2|4)$ generators, as opposed to the central element $C$ in $\mathfrak{u}(2, 2|4)$ which is a combination of $\mathfrak{u}(2, 2|4)$ generators, appears on the rhs of the commutation relations, and should be projected out to get the $\mathfrak{pu}$ algebra. In other words, $\mathfrak{u}(2, 2|4)$ is the central extension of $\mathfrak{pu}(2, 2|4)$, not a direct sum.
We define the explicit multiplet labelling at arbitrary and at zero coupling in section 2.2, and then the discussion of the possible issues follows. Prior to that, we need to introduce the oscillator formalism which allows one to realise the \([\mathfrak{psu}(2, 2|4)]\) algebra and to encode the value of \(L\) as well. In effect, we will find that the below-defined eight oscillator numbers is a convenient labelling of the multiplets at zero coupling which we will use throughout the paper.

2.1. Oscillator formalism

The usage of Schwinger oscillators in the description of superconformal algebras goes back to \([33, 34]\). They were extensively used in the study of the AdS/CFT spectrum \([29, 35]\).

Commencing by reviewing the most standard facts about this formalism, we will gradually introduce less-standard notation into the exposition, with the goal to get an appropriate language to describe the QSC solutions in section 3.

The following oscillator representations of \(\mathfrak{gl}(n)\) are used to parametrise the bosonic \((p\text{-even})\) generators of \(u(2, 2|4)\):

\[
E_{\alpha\beta} = a_{\alpha}^{\dagger} a_{\beta}, \quad [a_{\alpha}, a_{\beta}^{\dagger}] = \delta_{\alpha\beta}, \quad \alpha, \beta \in \{1, 2\},
\]

\[
E_{\hat{\alpha}\hat{\beta}} = -b_{\hat{\alpha}} b_{\hat{\beta}}^{\dagger}, \quad [b_{\hat{\alpha}}, b_{\hat{\beta}}^{\dagger}] = \delta_{\hat{\alpha}\hat{\beta}}, \quad \hat{\alpha}, \hat{\beta} \in \{1, 2\},
\]

\[
E_{ab} = f_{a}^{\dagger} f_{b}, \quad \{f_{a}, f_{b}^{\dagger}\} = \delta_{ab}, \quad a, b \in \{1, 2, 3, 4\}.
\]

The central charge constraint reads

\[
C = -2 - n_{b} + n_{t} + n_{a} = 0,
\]

where \(n\) are number operators, e.g. \(n_{t} \equiv f_{1} f_{1}^{\dagger}\), and \(n_{t} \equiv \sum_{i=1}^{4} n_{t}^{i}\). To avoid notational burden, \(b_{1}, b_{2}, a_{1}\) and \(a_{2}\) will be used to denote, respectively, \(b_{1}, b_{2}, a_{1}\) and \(a_{2}\).

2.1.1. Gradings. A total order on the set of eight labels \(\{1, 2, \hat{1}, \hat{2}, 1, 2, 3, 4\}\) is called a grading. We always order the fermionic labels as \(1 < \hat{2} < 3 < 4\) and the bosonic labels as \(\hat{1} < \hat{2} < 1 < 2\), while the relative order between bosonic and fermionic labels can vary and will be outlined explicitly each time. The order \(\hat{1} < \hat{2} < 1 < 2\) suggests an alternative notation \(\{1, 2, 3, 4\} \leftrightarrow \{1, 2, \hat{1}, \hat{2}\}\), which will be used in the questions of grading and in the definition of fundamental weights (14), and denoted by the indices \(i, j, \ldots\).

We denote the total order by a sequence of eight elements where the first element is the smallest one, etc. As an example, consider the grading 12123434, which is referred to as the compact beauty \([30]\) grading. The corresponding oscillator parametrisation is

\[
E_{mn} = \begin{pmatrix}
-b_{\hat{\alpha}} b_{\hat{\beta}}^{\dagger} & -b_{\hat{\alpha}} f_{b} & -b_{\hat{\alpha}} a_{\beta} \\
-f_{a}^{\dagger} b_{\hat{\beta}} & -f_{a}^{\dagger} f_{b} & -f_{a}^{\dagger} a_{\beta} \\
a_{\alpha} b_{\hat{\beta}}^{\dagger} & a_{\alpha} f_{b} & a_{\alpha} a_{\beta}
\end{pmatrix}.
\]

To this grading we associate the path and Dynkin diagram depicted in figure 1.

Another short-hand notation for the grading, which is predominantly used in the Mathematica notebook related to this work, is to use four numbers \(\delta_{1}\delta_{2}\delta_{3}\delta_{4}\), where \(\delta_{n}\) is
the number of bosonic labels before $\hat{a}$, e.g. 2222 stands for the compact beauty grading. Some commonly encountered gradings in the literature are listed in table 1.

2.1.2. States and field content interpretation. A highest-weight state (HWS) is defined by the property that it is annihilated by all generators above the diagonal, i.e.

$$E_{mn} |\text{HWS}\rangle = 0 \quad \text{for } m < n. \quad (9)$$

We furthermore define the Fock vacuum, $|0\rangle$, by

<table>
<thead>
<tr>
<th>Field interpretation</th>
<th>Content</th>
<th>$\Delta_0$</th>
<th>Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scalar</td>
<td>$\Phi_{ab}$</td>
<td>$\hat{f}<em>{\alpha} \hat{f}</em>{\beta}^\dagger</td>
<td>0\rangle$</td>
</tr>
<tr>
<td>Fermion</td>
<td>$\Psi_{\alpha \dot{\alpha}}$</td>
<td>$\hat{f}<em>{\alpha} a</em>{\beta}^\dagger</td>
<td>0\rangle$, $\hat{f}<em>{\alpha} \bar{a}</em>{\dot{\beta}}^\dagger</td>
</tr>
<tr>
<td>Field strength</td>
<td>$\bar{F}_{\alpha \beta}$</td>
<td>$a_{\beta}^\dagger a_{\alpha}</td>
<td>0\rangle$, $b_{\dot{\gamma}}^\dagger b_{\dot{\beta}}^\dagger b_{\dot{\gamma}}^\dagger</td>
</tr>
<tr>
<td>Covariant derivative</td>
<td>$D_{a\dot{a}}$</td>
<td>$a_{\beta}^\dagger b_{\dot{\gamma}}^\dagger</td>
<td>0\rangle$</td>
</tr>
</tbody>
</table>

Table 1. Often used gradings.

<table>
<thead>
<tr>
<th>Name</th>
<th>Grading</th>
<th>Short-hand notation</th>
<th>Dynkin diagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>Compact beauty</td>
<td>12123434</td>
<td>2222</td>
<td>$\circ \bigcirc \bigcirc \bigcirc \bigcirc \bigcirc \bigcirc$</td>
</tr>
<tr>
<td>Non-compact beauty</td>
<td>2123434</td>
<td>0044</td>
<td>$\bigcirc \bigcirc \bigcirc \bigcirc \bigcirc \bigcirc \bigcirc$</td>
</tr>
<tr>
<td>Compact ABA</td>
<td>11223344</td>
<td>0224</td>
<td>$\bigcirc \bigcirc \bigcirc \bigcirc \bigcirc \bigcirc \bigcirc$</td>
</tr>
<tr>
<td>Non-compact ABA</td>
<td>11223344</td>
<td>1133</td>
<td>$\bigcirc \bigcirc \bigcirc \bigcirc \bigcirc \bigcirc \bigcirc$</td>
</tr>
</tbody>
</table>

Table 2. States satisfying the central charge constraint. Note that $\Phi_{ab} = - \Phi_{ba}$, i.e. there are six independent scalars. We denote them by $Z \equiv \hat{f}_{\alpha} \hat{f}_{\beta}^\dagger |0\rangle$, $X \equiv \hat{f}_{\alpha} \hat{f}_{\beta}^\dagger |0\rangle$, $Y \equiv \hat{f}_{\alpha} \hat{f}_{\beta}^\dagger |0\rangle$, $\bar{X} \equiv \hat{f}_{\alpha} \hat{f}_{\beta}^\dagger |0\rangle$, $\bar{Y} \equiv \hat{f}_{\alpha} \hat{f}_{\beta}^\dagger |0\rangle$, $\bar{Z} \equiv \hat{f}_{\alpha} \hat{f}_{\beta}^\dagger |0\rangle$. Note also that $F_{\alpha \beta} = F_{\beta \alpha}$ and $\bar{F}_{\dot{\alpha} \dot{\beta}} = \bar{F}_{\dot{\beta} \dot{\alpha}}$. A state can contain one of the fundamental fields and an unlimited number of covariant derivatives.
\[ a_n(0) = b_n(0) = f_n(0) = 0. \]

This state does not satisfy the central charge constraint (7). The spectrum of the theory is built by acting on \( |0\rangle \) with \( a^+_1, b^+_3 \) and \( f^+_i \) and the possible states are summarized in table 2.

From this single-field representation of \( \text{psu}(2,2|4) \) we can build tensor product states, by dressing up \( |0\rangle \otimes |0\rangle \). We interpret these as single-trace operators of length \( L \). As an example, consider the length-three state

\[
\text{Tr}[Z D_{12} \Psi_{11} F_{12}] = f^+_1 f^+_2 |0\rangle \otimes \left( a^+_1 \right)^2 b^+_3 f^+_4 |0\rangle \otimes a^+_1 a^+_4 |0\rangle.
\]

For simplicity, we will often leave out the \( \text{Tr}[\ldots] \) symbol. Due to the cyclicity of the trace, some states are equivalent since they are related by cyclic permutations, e.g. \( ZX = XZ \). As fermions anticommute, this also means that some states involving fermions must vanish, e.g.

\[
\Psi_{ao} \Psi_{ao} = -\Psi_{ao} \Psi_{ao} = 0.
\]

The central charge constraint for a tensor product state is

\[ n_a - n_b + n_f = 2L. \]

The fields are assigned a classical conformal dimension, \( \Delta_0 \), listed in table 2. The total classical dimension of an operator is

\[ \Delta_0 = \frac{n_f}{2} + n_a. \]

2.2. Quantum numbers

2.2.1. Fundamental weights. \( u(2,2|4) \) contains two bosonic subgroups: \( u(4) \), generated by bilinear combinations of \( f_i, \) and \( u(2,2) \), generated by bilinear combinations of \( a_i, b_i, \). By fundamental weights, or just weights, we refer to the eigenvalues of the diagonal elements, \( E_{ao} \), acting on the HWS. Denote the \( u(4) \) weights by

\[ \lambda_a = f^+_i f^-_i = n_e, \quad a = 1, \ldots, 4, \]

and the \( u(2,2) \) weights by

\[ \nu_i = \{-b_a b^+_i, a^+_i a_i\} = \{-L - n_{b_a}, n_{a_a}\}, \quad i = 1, \ldots, 4. \]

The central charge constraint reads

\[ C = \sum_{a=1}^4 \lambda_a + \sum_{i=1}^4 \nu_i = 0. \]

The six numbers needed to classify representations of \( \text{psu}(2,2|4) \), are the differences \( \lambda_a - \lambda_{a+1} \) and \( \nu_i - \nu_{i+1} \). Therefore, the fundamental weights \( \{\lambda, \nu\} \) and \( \{\lambda + \Lambda, \nu - \Lambda\} \) define the same irrep of \( \text{psu}(2,2|4) \).

2.2.2. Oscillator numbers. As was already mentioned, eight numbers are needed to properly describe a multiplet at zero coupling. The fundamental weights, despite being eight numbers, cannot serve for this goal. Indeed, due to (15), they define only seven numbers labelling representations of \( \text{pu}(2,2|4) \), but they cannot, generically, define the value of the length \( L \).

The appropriate eight numbers describing the multiplet are the oscillator content \( n \) used to construct the highest-weight state:

\[ [n_{b_1}, n_{b_2}, n_{f_1}, n_{f_2}, n_f, n_e, n_{a_1}, n_{a_2}]. \]
When not clear from the context, we will imply the grading by a superscript, e.g. \( n_{2222} \) for the compact beauty grading. Note that the oscillator content allows one to find the value of fundamental weights using (13) and (14), and the length \( L \) using the central charge constraint (11). Relations between \( n \) and other conventionally used parametrisations of the quantum numbers in the literature can be found in appendix A.1.

### 2.2.3. \( N = 4 \) SYM at \( g \neq 0 \)

The outlined oscillator representation is only a valid description of \( N = 4 \) SYM at the classical level, i.e. at vanishing coupling, \( g = 0 \). We cannot use the oscillator language at finite coupling, and the language of fundamental weights is more appropriate. The weights \( \lambda_a \) are the same as they are at zero coupling, while \( \nu_i \) receive a contribution from the anomalous dimension at finite coupling, \( \gamma \geq 0 \), according to

\[
\nu_i = \nu_i|_{g=0} + \frac{\gamma}{2} \{-1, -1, 1, 1\},
\]

(17)

### 2.2.4. Mixing of operators with different length

At one-loop, the eigenstates of the dilatation operator are linear combination of operators with the same oscillator content, and consequently with the same length. However, the perturbative corrections to the eigenstates of the higher-loop dilatation operator mixes operators of different length, which is a remarkable feature of the AdS/CFT integrable system [38]. This mixing can happen for operators for which \( \lambda \) and \( \nu \) coincide up to a shift by an integer, i.e. \( \lambda + \Lambda \) and \( \nu - \Lambda \).

To see when this occurs, notice that \( \lambda_a \) and \( \nu_i \) are invariant under the length-changing replacement

\[
\{L, n_b\} \leftrightarrow \{L - 1, n_b + 1\},
\]

(18a)

and, furthermore, the length-changing replacement

\[
\{L, n_a, n_b\} \leftrightarrow \{L - 1, n_a - 1, n_b + 1\}
\]

(18b)

takes \( \lambda \leftrightarrow \lambda - 1 \) and \( \nu_i \leftrightarrow \nu_i + 1 \).

There are no other ways to amend the length than through (18). Indeed, we cannot devise more than two ways to change the oscillator content and leave the six \( \text{psu}(2, 2|4) \) quantum numbers unchanged. An example of operators related by these transformations and consequently able to mix at higher loops is given in table 3.

### 2.3. Multiplets and duality transformations

Operators that are related by the global symmetry, \( \text{psu}(2, 2|4) \), form superconformal multiplets—infinite-dimensional unitary irreducible representations of the symmetry algebra, see figure 2. Multiplets contain a finite number of conformal primary operators, i.e. those that are annihilated by special conformal transformations (generated by \( \mathbf{a}, \mathbf{b}, \mathbf{c} \)). One of these

<table>
<thead>
<tr>
<th>( \nu^{2222} )</th>
<th>( L )</th>
<th>Field content example</th>
<th>( \lambda_a )</th>
<th>( \nu_j )</th>
</tr>
</thead>
<tbody>
<tr>
<td>[1, 1</td>
<td>2, 2, 2</td>
<td>1, 1]</td>
<td>4</td>
<td>( \Psi_{11} \Psi_{12} \Psi_{12} )</td>
</tr>
<tr>
<td>[0, 0</td>
<td>2, 2, 2</td>
<td>1, 1]</td>
<td>5</td>
<td>( \Psi_{11} \Psi_{12} \bar{Z} \bar{X} \bar{Y} )</td>
</tr>
<tr>
<td>[1, 1</td>
<td>3, 3, 3</td>
<td>0, 0]</td>
<td>5</td>
<td>( \bar{\Phi}<em>{11} \bar{\Phi}</em>{12} \bar{Z} \bar{X} \bar{Y} )</td>
</tr>
</tbody>
</table>

Table 3. Three types of operators with differing oscillator content and length that have the same \( \text{psu}(2, 2|4) \) quantum numbers: \( \lambda_a - \lambda_{a+1} = \{0, 0, 0\} \) and \( \nu_i - \nu_{i+1} = \{0, -6, 0\} \).
conformal primaries is also the HWS of the representation. But which one, and consequently the oscillator content (16) defining the multiplet, depends on the grading choice. We could stick, in principle, with one particular choice of the grading. A natural choice is the compact beauty grading whose HWS has the lowest classical dimension (12) among all possible conformal primaries. This is, implicitly, the choice made by Dolan and Osborn [39], though they did not use the same terminology. We indeed routinely choose this grading unless there is a special reason to do otherwise.

However, an understanding of the interplay between different gradings is crucial to understand the properties of the one-loop Q-system, existence of subsectors, and such effects as multiplet joining. Note also that the asymptotic Bethe Ansatz equations [5] paramount for the development of AdS/CFT integrability were formulated in gradings different from the compact beauty grading.

The elementary move to modify grading is to exchange position of two neighbours in the ordered sequence of labels. Moves that permute labels with the same \( p \)- and \( c \)-grading only change the HWS up to a relabelling of the fields, hence they are not interesting and will not be considered. Moves that permute labels with the same \( p \)- but different \( c \)-grading obscure the terminology of highest-weight states and their descendants, and they will not be considered either. That is why we focus on orderings that enjoy the properties \( 1 < 2 < 3 < 4 \) and \( 1 < 2 < 3 < 4 \).

### 2.3.1 Fermionic duality transformations

Permuiting two labels of different \( p \)-grading changes the field content of the HWS non-trivially. It is known as fermionic duality transformation, and was considered for supersymmetric spin chains in [40–42]. Combining such permutations allows one to choose an arbitrary path on the \( 4 \times 4 \) lattice of figure 1. There are 70 different choices, and each one, generically, corresponds to a different conformal primary operator being the HWS.

The duality transformation corresponds to the change
\[
\begin{pmatrix}
E_{mm} & E_{mn} \\
E_{nm} & E_{nn}
\end{pmatrix}
\leftrightarrow
\begin{pmatrix}
E_{nn} & E_{nm} \\
E_{nm} & E_{mm}
\end{pmatrix}.
\tag{19}
\]

As \( p_m + p_n = 1 \), \( E_{mm} \) and \( E_{nn} \) are fermionic. Consider a HWS with respect to the first grading, \( |\Omega\rangle \). It satisfies \( E_{mm}|\Omega\rangle = 0 \). As \( E_{nm}^2 = 0 \), we can maximally act once with \( E_{nm} \) on \( |\Omega\rangle \). The case

---

\[8\] As we understand now [12], asymptotic Bethe Ansatz equations can be written in any grading, though their explicit form will not be given in terms of rational functions of Zhukovsky variables, even if the dressing phase is ignored.
where $E_{am}|\Omega\rangle = 0$ occurs only when $e_m + e_n = 0$ (where $e_n$ is the eigenvalue of $E_{mn}$, so one $e$ is a $\lambda$ and one is a $\nu$). Indeed,

$$E_{mn}E_{am}|\Omega\rangle = \{E_{mn}, E_{am}\}|\Omega\rangle = (E_{am} + E_{mn})|\Omega\rangle = (e_m + e_n)|\Omega\rangle.$$  

(20)

2.3.2. Long representations. When $e_m + e_n \neq 0$, which is generally the case for unprotected states at finite coupling, the HWS is $E_{mn}|\Omega\rangle$ with respect to the second grading. The weights of this new HWS can be changed in two ways. If $E_{mn} = f^i_j b^j$ or $E_{mn} = f^i_j a^j$, the new HWS will have the weights $\lambda_{E_{mn}}^{(\Omega)} = \lambda_a^{(\Omega)} + 1$ and $\nu_{E_{mn}}^{(\Omega)} = \nu_f^{(\Omega)} - 1$, while the rest are unchanged. On the other hand, if $E_{mn} = b^i f^j a_j^i$ or $E_{mn} = a^i f^i_j$, the new HWS will have the weights $\lambda_{E_{mn}}^{(\Omega)} = \lambda_f^{(\Omega)} - 1$ and $\nu_{E_{mn}}^{(\Omega)} = \nu_f^{(\Omega)} + 1$, while the rest are unchanged. The effect of the transformation is summarised in figure 3.

2.3.3. Short representations. If $e_m + e_n = 0$ then $E_{mn}E_{am}|\Omega\rangle = 0$, which implies the shortening condition $E_{mn}|\Omega\rangle = 0$ since otherwise the representation would be reducible indecomposable which is impossible for a unitary representation. Therefore $|\Omega\rangle$ is the HWS for both choices of grading, and $\lambda, \nu$ remain unchanged under the duality transformation, so figure 3 does not apply.

The phenomenon of shortening occurs at $g = 0$, but not at finite coupling, except for the protected chiral primary operators. We continue its discussion in section 2.5.

2.4. Non-compact Young diagrams

For compact algebras, Young diagrams provide an intuitive way of classifying irreducible representations. We generalise this construction to the non-compact case.

2.4.1. Definition of non-compact Young diagram\(^9\). If the representation is long, choose an arbitrary grading and draw the corresponding Dynkin path. This path consists of eight segments. Draw $n_b$ boxes below the first horizontal segment, $n_b$ boxes below the second horizontal segment, $n_a$ boxes above the third horizontal segment, and $n_a$ boxes above the fourth horizontal segment. For the $i$’th vertical segment draw $n_f$ boxes to the right and $N - n_f$ boxes to the left. If the representation is short, not all choices of grading produce a meaningful result, but the 2222 grading always guarantees the correct output. See figure 4.

\(^9\)This builds upon the results of [32]. We here restrict to the case when the weights are integers, and some elements of our discussion rely on the vanishing of the central charge. In the general context of [32], these constraints are not needed.
The oscillator content and the corresponding Young diagram should be admissible ones in the sense that it should be possible to construct the HWS from the given number of oscillators. This is the case if both the left and the right boundary of the non-compact Young diagram is of a ladder shape, i.e. the shape of the boundaries of ordinary compact Young diagrams [32]. A good example of how things may go wrong is \( n_{2222} = [1,1|1,1,1,1|1,1] \). The corresponding HWS is formally \( \epsilon_{abcd} \Phi_{ab} \square \Phi_{cd} \), but it is zero due to the equations of motion. The equations of motion are realised in the oscillator language as \( \square = \epsilon_{\alpha\beta} \epsilon_{\dot{\alpha}\dot{\beta}} \mathcal{D}_\alpha \mathcal{D}_{\dot{\beta}} = \det_{1 \leq \alpha, \dot{\alpha} \leq 2} a^\dagger_\alpha b^\dagger_{\dot{\alpha}} = 0 \).

Although we can choose different gradings to explain the drawing procedure, the resulting diagram does not depend on this choice. The diagram is actually an invariant of the \( \mathfrak{pu}(2, 2|4) \oplus \mathfrak{u}(1) \) multiplet and defines it unambiguously. For what concerns the \( \mathfrak{psu}(2, 2|4) \) algebra, admissible diagrams related by the transformations (18) correspond to isomorphic \( \mathfrak{psu}(2, 2|4) \) representations.

Conversely, the Young diagram makes it easy to read off the weights in a certain grading by simply counting boxes, see figure 5 for an example.

The central charge constraint (11) has a natural interpretation in terms of Young diagrams: It states that the number of boxes in the upper-right and lower-left quadrants must be the same, see figure 6.

2.4.2. Relation to T-hook. If the value of \( L \) is known, the lower-left quadrant and the upper-right quadrant of the Young diagram are enough to restore all the information about the multiplet. A T-hook diagram, as shown in figure 6, is the combination of these two quadrants plus an additional line specifying \( n_L \) (it allows to read off the missing charge, \( L \) in our context). The T-hook diagrams were proposed in [43], studied further in [44], and generalised to the form presented here in [32, 45].

Figure 4. Young diagram corresponding to the quantum numbers \( n_a, n_f, n_b \) with respect to the 2222 grading. Long multiplets correspond to Young diagrams that touch both edge points marked in red.
Figure 5. Assignment of weights, $\lambda$ and $\nu$, for the case $n^{2222} = [2,3][7,6,4,3][2,1]$. Any path between the red circles corresponds to a grading, and the corresponding weights can be read off. Note the way the weights are defined beyond the $4 \times 4$ square. In the right half of the diagram, the top horizontal lines in each column and the rightmost vertical lines in each row are assigned the weight 0. In the left part of the diagram the bottom horizontal lines in each column are assigned the weight $\nu = -L$, while the leftmost vertical line in each row is assigned the weight $\lambda = +L$.

Figure 6. (left) Central charge constraint: the number of boxes in the upper-right and lower-left quadrants must be the same. (right) T-hook diagram corresponding to the quantum numbers $n_a$, $n_f$, $n_b$ in the 2222 grading. It is the upper-right and lower-left quadrants of the Young diagram plus a line of height $n_f$. 
2.4.3. Infinite extension of Young diagram. The Young diagrams can be thought of as being part of an infinite column that has a bend corresponding to the diagram, see figure 7 for an example. All rows have length $L$ and the rows that do not intersect with the original diagram are completely aligned to the left or right of the central vertical line. Weights can be assigned in the same way as explained in figure 5.

A diagram is not related to a specific algebra. It can denote a representation of any $\mathfrak{su}(N,M|K)$ algebra whose rank is high enough to accommodate the representation. If one chooses two points on the $\mathbb{Z}^2$ lattice such that the extended Young diagram is between them and that the right point is not lower than the left point, then the relative position of these points to one another and to the central vertical line specify the algebra and the Young diagram then defines a representation of this algebra. If both points are on the boundary of the extended diagram then this representation is a long multiplet, otherwise it is a short multiplet.

2.5. Shortening and joining

All unprotected multiplets must be long at finite coupling because the shortening condition $\lambda + \nu = 0$ cannot be satisfied for generic value of the anomalous dimension, see (17). However, shortenings may re-emerge at zero coupling. If that happens, one long multiplet splits into several short ones. Taking the opposite view, we can hence ask which groups of short multiplets join to form a long one; or we can split this question into the following two: First, given a short multiplet at zero coupling, which long multiplet will it be a member of at finite coupling. Second, which other short multiplets will be members of the same long multiplet.

To answer these questions, we take a closer look on the phenomena related to shortenings.
2.5.1. Shortening and unitarity bounds. Shortenings happen when certain unitarity bounds are reached for a representation. Indeed, since the generators $E_{mn}$ and $E_{nm}$ are conjugate to one another up to a sign, we can use (20) to conclude that for fermionic $E_{mn}$

$$\langle \Omega | \Omega' \rangle \propto (e_n + e_m) \langle \Omega | \Omega \rangle,$$

where $| \Omega' \rangle \propto E_{mn} | \Omega \rangle$. Hence the relative sign of the norms of $| \Omega' \rangle$ and $| \Omega \rangle$ changes when the value of $e_n + e_m$ crosses zero, while all states should have positive norm in a unitary representation. When $e_n + e_m = 0$, the states $| \Omega' \rangle$ and $| \Omega \rangle$ decouple and become parts of two different short multiplets.

For what concerns $\text{psu}(2,2|4)$, there are only two non-trivial unitarity restrictions

$$\lambda_1 + \nu_1 \leq 0, \quad (22a)$$

$$\lambda_4 + \nu_4 \geq 0, \quad (22b)$$

One requires (22a) for a grading of type $\{1\}_1 \ldots$, and (22b) for a grading of type $\ldots \{4\}_4$, where the notation $\{ab\}$ means that $a$ and $b$ can be in either order. If the inequalities (22) are true for the mentioned gradings, they will be true in any grading.

2.5.2. Shortening and restriction of oscillator numbers. Saturation of either of the unitarity bounds (22) imposes one constraint on the values of fundamental weights. However, the oscillator content is restricted more severely. In the oscillator language, the shortening conditions read:

$$\lambda_1 + \nu_1 = n_{a_1} - L - n_{b_1} = 0, \quad (23a)$$

$$\lambda_4 + \nu_4 = n_{a_4} + n_{a_2} = 0. \quad (23b)$$

Consider first (23a). Given that the number of fermions can not be larger than the length of the operator, (23a) can be realised only if $n_{a_1} = L$ and $n_{b_1} = 0$. Therefore the shortening (23a) implies not one but two constraints on the oscillator content. What happens, is that the transformation (18a) is not allowed anymore.

Likewise, (23b) implies two constraints $n_{a_1} = n_{a_2} = 0$, and forbids the transformation (18b). Note that if both (23a) and (23b) are satisfied, we are in a special situation where it is possible to read off the oscillator content, in particular $L$, directly from six Cartan charges.

Switching off the transformations (18) restricts the possibility of mixing, but, as we shall see, it opens the possibility of short multiplets joining at finite coupling.

2.5.3. Joining and duality transformations. At $g = 0$, the HWS remains unchanged in a short multiplet under certain fermionic duality transformations. However, at finite coupling each HWS only remains a HWS in one particular grading. Thus, we need to supply the short multiplet with a grading to specify the long multiplet which it joins into at finite coupling. This clarifies the answer to our first question about the fate of a short multiplet, however it should still be understood how strongly the grading choice affects the result, and whether each grading choice will result in multiplet joining at all. This can be understood only after a careful analysis.

10The ‘trivial’ ones are that $\lambda_0 - \lambda_{a+1}, \nu_1 - \nu_4,$ and $\nu_1 - \nu_2$ are non-negative integers (in any grading). They originate from studying the action of the compact subalgebra $\text{su}(2) \oplus \text{su}(4) \oplus \text{su}(2)$ on the HWS, whereas (22) ensure that unitarity is present when non-compactness and supersymmetry are properly accounted. See e.g. [12] that translates the unitarity bounds of [46] to the language we use here.
Consider first the shortening (23a). It restricts the oscillator content to the values
\[ [0, n_b]_{L, \cdot, \cdot, \cdot, \cdot, \cdot}^L_{\cdot, \cdot, \cdot} \cdot. \tag{24a} \]
In superscript, we outlined the operator’s length (it is not a new piece of information, but it is to avoid confusion in the discussion). The subscript outlines the grading choice to properly process the joining mechanism.

At zero coupling, the oscillator content would be unchanged after the duality transformation to the grading \(11\ldots\). However, if we switch on the coupling, the multiplet becomes long and the duality transformation would have nontrivial effect on the weights: \( \{ \lambda_1, \nu_1 \} \to \{ \lambda_1 + 1, \nu_1 - 1 \} \). Going back to zero coupling we formally get the inadmissible oscillator content \([1, n_b]_{L + 1, \cdot, \cdot, \cdot, \cdot, \cdot, 0}^L_{\cdot, \cdot, \cdot} \cdot\), but this can be countered by the length-changing transformation (18a) to get
\[ [0, n_b - 1]_{L + 1, \cdot, \cdot, \cdot, \cdot, \cdot, 0}^L_{\cdot, \cdot, \cdot} \cdot. \tag{24b} \]
One has two different multiplets (24a) and (24b) that join into one long multiplet at finite coupling.

Performing a similar analysis for the shortening (23b) we conclude that the following two multiplets should join into one
\[ [\cdot, \cdot]_{\cdot, 1}^\cdot_{\cdot, 0} \cdot, 0]_{n_a, 0}^L_{\cdot, \cdot, \cdot}. \tag{25a} \]
\[ [\cdot, \cdot]_{\cdot, 1}^\cdot_{\cdot, 0} \cdot, 1]_{n_a - 1, 0}^L_{\cdot, \cdot, \cdot}. \tag{25b} \]
Finally, if both shortenings (23) are applied simultaneously, the following four multiplets join:
\[ [0, \cdot]_{L, \cdot, \cdot, \cdot, \cdot, \cdot}^L_{\cdot, \cdot, \cdot} \cdot, 0]_{\cdot, \cdot, \cdot}^L_{\cdot, \cdot, \cdot} \cdot, \tag{26} \]
This accomplishes the answer to the second question that we posed. Returning to our first question, we now see that it only matters in the choice of grading whether the first label is 1 or \(1\), for the shortening (23a), and whether the last label is 4 or \(4\), for the shortening (23b). Finally, there are cases when only special choices of grading makes joining possible. We postpone this discussion to the very end of this section.

An example of the presented analysis is provided in table 4 which assembles detailed information about sample members of the Konishi multiplet.

2.5.4. Joining and Young diagrams. The above-made conclusions have a natural interpretation on the level of Young diagrams. If to generalise our statements in section 2.4 about \( \mathfrak{psu}(2, 2|4) \) diagrams to an arbitrary rank: \( \mathfrak{su}(N, M|K) \) diagrams can be defined for arbitrary \( N, M, K \), and the diagrams bijectively define isomorphism classes of \( \mathfrak{u}(N, M|K) \oplus \mathfrak{u}(1) \) irreps that can be constructed using the outlined oscillator formalism. But there are, generically, different diagrams that correspond to the same isomorphism class of an \( \mathfrak{su}(N, M|K) \) irrep. The diagrams of isomorphic representations are related to one another through two moves (18), which are generically permitted if the representation in question is long.

If the shortening (23a) is present, we can think of the corresponding Young diagram as an extension of the \( \mathfrak{su}(1, 2|3) \) diagram. In contrast to the \( \mathfrak{psu}(2, 2|4) \) algebra, the \( \mathfrak{su}(1, 2|3) \)
Young diagram defines a long representation. Transition from \((24a)\) to \((24b)\) is the move \((18a)\) realised on the \(su(1, 2|3)\) diagram.

Likewise, transition from \((25a)\) to \((25b)\) is the move \((18b)\) on an \(su(2, 1|3)\) diagram, and the four oscillator contents in \((26)\) originate from both moves \((18)\) on an \(su(1, 1|2)\) diagram. See figure 8 for an example.

2.5.5. Stronger shortenings. In the above-described joining mechanisms, the participating short multiplets should correspond to admissible Young diagrams. Otherwise, the joining mechanism cannot be realised. An example of this restriction is \(n_{b_1} = 0\) for the short multiplet \((24a)\). Then the state \((24b)\) is inadmissible. Consequently, the state with \(n_{b_1} = 0\) is permitted to join only in one way, while being a HWS in the \(1\ldots 4\) grading, i.e. of the type \((24b)\), at finite coupling.

Table 4. Selected components of the Konishi multiplet, which splits into four short multiplets at \(g = 0\).

<table>
<thead>
<tr>
<th>Grading</th>
<th>(n)</th>
<th>Possible field content</th>
<th>(L)</th>
<th>(\Delta_0)</th>
<th>Young diagram</th>
</tr>
</thead>
<tbody>
<tr>
<td>1...4</td>
<td>2222</td>
<td>([0, 0</td>
<td>1, 1, 1, 1)</td>
<td>(Z \bar{Z}, X \bar{X}, Y \bar{Y})</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1222</td>
<td>([1, 2</td>
<td>1, 1, 1)</td>
<td>(Z \bar{\Psi}<em>{32}, X \bar{\Psi}</em>{32}, Y \bar{\Psi}_{42})</td>
<td>(\frac{3}{2})</td>
</tr>
<tr>
<td></td>
<td>1133</td>
<td>([0, 2</td>
<td>2, 2, 0, 0)</td>
<td>(D_{12}^2 \bar{Z}^2)</td>
<td>4</td>
</tr>
<tr>
<td>(\hat{1}\ldots 4)</td>
<td>0222</td>
<td>([0, 0</td>
<td>3, 1, 1, 1)</td>
<td>(Z^2 \bar{X}^2)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>0233</td>
<td>([0, 0</td>
<td>3, 1, 0, 0)</td>
<td>(Z \bar{\Psi}_{14})</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0000</td>
<td>([3, 3</td>
<td>3, 3, 3, 0)</td>
<td>(F_{12}^1 F_{11}^1 F_{21}^1)</td>
<td>6</td>
</tr>
<tr>
<td>1\ldots 4</td>
<td>2224</td>
<td>([0, 0</td>
<td>2, 2, 2, 0)</td>
<td>(Z \bar{X}^2)</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>1124</td>
<td>([0, 2</td>
<td>3, 2, 2, 0)</td>
<td>(Z \bar{\Psi}_{42})</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>4444</td>
<td>([0, 0</td>
<td>0, 0, 0, 0)</td>
<td>(F_{12}^1 F_{11}^1 F_{21}^1)</td>
<td>6</td>
</tr>
<tr>
<td>(\hat{1}\ldots 4)</td>
<td>0224</td>
<td>([0, 4</td>
<td>2, 2, 2, 0)</td>
<td>(Z^2 \bar{X}^2)</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>0044</td>
<td>([1, 1</td>
<td>4, 4, 0, 0</td>
<td>1, 1)</td>
<td>(D_{11}^1 D_{22}^1 Z^4, D_{12}^1 D_{21}^1 Z^4)</td>
</tr>
<tr>
<td></td>
<td>0004</td>
<td>([2, 2</td>
<td>4, 4, 0, 0)</td>
<td>(\bar{\Psi}<em>{42}^1 \bar{\Psi}</em>{42}^2)</td>
<td>6</td>
</tr>
</tbody>
</table>

Figure 8. An example of four different \(psu(2, 2|4)\) Young diagrams for short multiplets that join into one at finite coupling. Removal of the grey boxes defines \(su(1, 1|2)\) diagrams. Conversely, the collection of grey boxes is the uniquely defined extension of an \(su(1, 1|2)\) diagram to a \(psu(2, 2|4)\) diagram, see figure 7. The changes of the \(su(1, 1|2)\) diagrams with respect to the diagram on the left are highlighted.

Young diagram defines a long representation. Transition from \((24a)\) to \((24b)\) is the move \((18a)\) realised on the \(su(1, 2|3)\) diagram.

Likewise, transition from \((25a)\) to \((25b)\) is the move \((18b)\) on an \(su(2, 1|3)\) diagram, and the four oscillator contents in \((26)\) originate from both moves \((18)\) on an \(su(1, 1|2)\) diagram. See figure 8 for an example.
The condition $n_{b_2} = 0$ corresponds to the extra shortening $\lambda_1 + \nu_2 = 0$, in addition to $\lambda_1 + \nu_1 = 0$, which at zero coupling should hold in all $\{112\}$ gradings, i.e. the HWS is unchanged within these gradings. For joining to be possible, the state can only remain a HWS in the $112\ldots$ grading at finite coupling. Likewise, the situation $n_{\ell_1} = L$ allows the joining as described in previous subsections if the state remains a HWS of the type (24a) at finite coupling, i.e. in the $1\ldots$ grading. This case corresponds to the shortenings $\lambda_2 + \nu_1 = \lambda_1 + \nu_1 = 0$ in all $\{112\}$ gradings. Two analogous restrictions exist for enhancement of the $\lambda_4 + \nu_4 = 0$ shortening. We discuss the finite coupling consequences of the strong shortenings in more detail in section 2.7.

There is also a situation where we have both $n_{b_2} = 0$ in the $\{112\}$ gradings and $n_{\ell_1} = L$ in the $\{1\ell\}$ gradings. Then neither of the joining mechanisms, through $1\ldots$ or $\ell\ldots$ gradings, is permitted, so the corresponding state remains short at any coupling. Hence its conformal dimension is protected from quantum corrections. Because of the central charge constraint, there are only two multiplets of length $L$ that have this property. The first one has the oscillator content

$$n^{2222} = [0, 0|L, L - 1, 1, 0|0, 0].$$

This multiplet cannot be realised using single-trace operators because the required antisymmetrisations of oscillator labels are incompatible with cyclicity of the trace.

The second one is the $1/2$-BPS multiplet, with

$$n^{2222} = [0, 0|L, L, 0, 0|0, 0].$$

Its HWS in the compact beauty grading is the BMN vacuum $\text{Tr} \mathcal{Z}^L$.

2.6. Counting the spectrum

The spectrum of multiplets, or irreducible representations, can be understood using character theory. For AdS$_5$/CFT$_4$, this was previously done in [47, 48] by an ad hoc use of $\mathfrak{so}(N)$ characters. Here, we propose a trick to avoid the complications of non-compactness and supersymmetry by mapping the $\mathfrak{psu}(2,2|4)$ representations to representations of $\mathfrak{su}(N)$. The trade-off is that the rank $N$ is unbounded, but it can be truncated if a cut-off is made in the classical dimension.

2.6.1 From $\mathfrak{psu}(2,2|4)$ to $\mathfrak{su}(N)$ representations. In section 2.4 we explained that an extended Young diagram characterises an irreducible representation of any algebra that can accommodate it. All $\mathfrak{psu}(2,2|4)$ diagrams can in fact be seen as diagrams of $\mathfrak{su}(4 + n_{b_2} + n_{a_1})$. The corresponding representations can be thought of as tensor products of single-particle states built from the action of $2 + n_{b_2}$ fermionic oscillators on the Fock vacuum, i.e.

$$\Phi_{n_{a_1} + n_{b_2}} = f_1^I \cdots f_{2 + n_{b_2}}^I |0\rangle,$$

where the indices are antisymmetric. An example was given in figure 7, where the red path corresponds to the algebra $\mathfrak{su}(9)$ with a single-site representation made of five antisymmetric indices ($\Phi_{ijklm} = f_i^I f_j^I f_k^I f_l^I f_m^I |0\rangle$). In this algebra, the shown diagram corresponds to the weights $\lambda = n_{\ell_1} = \{8, 7, 7, 7, 6, 4, 3, 2, 1\}$, and the shaded boxes show the corresponding compact $\mathfrak{su}(9)$ Young diagram.
To account for all multiplets up to a given maximal classical dimension \( \Delta_{\text{max}} \), it is sufficient to consider \( \mathfrak{su}(2\Delta_{\text{max}}) \) representations where the one-site state is a completely antisymmetric representation with \( \Delta_{\text{max}} \) indices.

2.6.2. \( \mathfrak{gl}(N) \) characters and tensor product multiplicity. The character for a \( \mathfrak{gl}(N) \) representation with weights \( \lambda = \{ \lambda_1, ..., \lambda_N \} \) is given by the Schur polynomial

\[
\chi(\lambda) = \frac{\det_{1 \leq i, j \leq N} x_i^{\lambda_j + N - j}}{\det_{1 \leq i, j \leq N} x_i^{N - j}} \equiv \frac{W(\lambda)}{\Delta_V},
\]

where the denominator \( \Delta_V = \prod_{i<j} (x_i - x_j) \) is the Vandermonde determinant. For a given representation \( \lambda \), the polynomial \( W(\lambda) \) will contain a term of the kind

\[
x_1^{\lambda_1 + N - 1} x_2^{\lambda_2 + N - 2} \cdots x_{N-1}^{\lambda_{N-1} + 1} x_N^{\lambda_N},
\]

which we will call the dominant term.

The tensor product of \( L \) representations decomposes into a direct sum of its irreducible representations, and the multiplicity of these irreducible representations, \( c_{\lambda,\lambda'} \), can be read off from the corresponding character decomposition,

\[
\chi^L(\lambda) = \sum_{\lambda'} c_{\lambda,\lambda'} \chi(\lambda').
\]

The Vandermonde determinant is a common denominator on the right-hand side and can be factored out:

\[
\frac{W_L}{\Delta_V^{-1}} = \sum_{\lambda'} c_{\lambda,\lambda'} W(\lambda').
\]

The multiplicities \( c_{\lambda,\lambda'} \) can be found by calculating the coefficient of the dominant term of \( W(\lambda') \) on the left-hand side. The advantage of \( W \) compared to \( \chi \) is that the dominant terms are unique to \( W(\lambda) \), i.e. they do not appear in \( W(\lambda') \) if \( \lambda \neq \lambda' \).

<table>
<thead>
<tr>
<th>( n_b/n_l/n_a )</th>
<th>Grading</th>
<th>Empty cells</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simple</td>
<td>[0, \bullet, L, \bullet, \bullet, \bullet, \bullet, \bullet]</td>
<td>{11}...</td>
</tr>
<tr>
<td></td>
<td>[\bullet, \bullet, \bullet, \bullet, 0, \bullet, \bullet]</td>
<td>{44}</td>
</tr>
<tr>
<td>Strong</td>
<td>[0, 0, L, \bullet, \bullet, \bullet, \bullet]</td>
<td>\hat{1}2...</td>
</tr>
<tr>
<td></td>
<td>[0, \bullet, L, L, \bullet, \bullet, \bullet]</td>
<td>\hat{1} \hat{2}...</td>
</tr>
<tr>
<td></td>
<td>[\bullet, \bullet, \bullet, \bullet, 0, 0, 0]</td>
<td>{34}</td>
</tr>
<tr>
<td></td>
<td>[\bullet, \bullet, \bullet, \bullet, 0, 0, 0]</td>
<td>{34}</td>
</tr>
</tbody>
</table>

Table 5. Types of shortening and resulting grading for the state that remains a HWS at finite coupling. Brackets \( \{ \} \) denote interchangeable gradings. The rightmost column shows which cells on the \( 4 \times 4 \) square that are not covered by the corresponding Young diagram. Note that joining can combine short multiplets with a strong shortening in one grading and a simple one in another.
Table 6. Overview of the possible shortenings. The strong shortenings are special cases of the simple shortenings. The shortenings due to $\lambda_1$, $\lambda_2$, $\nu_1$ and $\nu_2$ are independent of those due to $\lambda_3$, $\lambda_4$, $\nu_3$ and $\nu_4$, and all sectors can be understood as combinations of such shortenings.

<table>
<thead>
<tr>
<th>strong</th>
<th>simple</th>
<th>none</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 0]/L, ⋅∗, ⋅∗, ⋅∗, ⋅∗</td>
<td>[0, ⋅]/L, ⋅∗, ⋅∗, ⋅∗, ⋅∗</td>
<td></td>
</tr>
<tr>
<td>[0, ⋅]/L, ⋅, ⋅∗, ⋅∗, ⋅∗</td>
<td></td>
<td></td>
</tr>
<tr>
<td>⋅∗, ⋅, ⋅, 0, 0</td>
<td>⋅∗, ⋅, ⋅∗, 0, 0</td>
<td></td>
</tr>
<tr>
<td>⋅∗, ⋅∗, ⋅, 0, 0</td>
<td>⋅∗, ⋅∗, ⋅, 0, 0</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Rank</th>
<th>Type</th>
<th># Sectors</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>⋅</td>
<td>1</td>
</tr>
<tr>
<td>5</td>
<td>⋅⋅</td>
<td>2</td>
</tr>
<tr>
<td>4</td>
<td>⋅⋅⋅</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>⋅⋅⋅⋅</td>
<td>1</td>
</tr>
<tr>
<td>2</td>
<td>⋅⋅⋅⋅</td>
<td>4</td>
</tr>
<tr>
<td>1</td>
<td>⋅⋅⋅⋅</td>
<td>4</td>
</tr>
</tbody>
</table>

The multiplicities tell us exactly how many representations of a given type appear in the tensor product of $L$ single-site representations. However, this does not account for the cyclicity of the trace which reduces the Hilbert space. Furthermore, we have to keep in mind that shortening means that short multiplets combine into long.

2.6.3. Imposing cyclicity—Polya theory. The tensor product character (32) is a sum of all the states in the spectrum with length $L$. The Polya theorem [49, 50] provides a way to account for states that are related by equivalence relations, in our case by the cyclic group $Z_L$. The corresponding sum of states $Z$ is given by

$$Z = \sum_{L=2}^{\infty} {\sum_{d|L} \phi(d) \frac{\chi_1(x^d_1, \ldots, x^d_N)}{L}}^2,$$

(34)

where $d|L$ means all divisors of $L$, $\phi(d)$ is the Euler totient function$^{11}$, and $\chi_1$ is the character of the single-site $\mathfrak{su}(N)$ representation. We refer to [47] for a more detailed explanation.

We will consider tensor products of up to $\Delta_{\text{max}}$ single-site representations of $\mathfrak{su}(2\Delta_{\text{max}})$ with $\Delta_{\text{max}}$ antisymmetric indices, i.e.

$$\chi_1(x_1, \ldots, x_{\Delta_{\text{max}}}) = \sum_{1 \leq i_1 < \ldots < i_{\Delta_{\text{max}}} \leq 2\Delta_{\text{max}}} \prod_{n=1}^{\Delta_{\text{max}}} x_{i_n}.$$

(35)

Our goal is to evaluate the left-hand side of

$$\Delta V Z = \sum_{\lambda} c_{\lambda} W_{\lambda},$$

(36)

$^{11}$ The Euler totient function, $\phi(n)$, is given by the number of integers between 1 and $n$ that are mutually prime with $n$. 
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Table 7. Closed sectors. Passive oscillators are marked in grey. A bracket [ ] denotes duality transformations that shuffle active oscillators and change the HWS within the sector while preserving the length. A bracket ( ) denotes a duality transformation that shuffles passive oscillators and changes the HWS within the sector while changing L. Note that the field content in the $\mathfrak{su}(1,1)$, $\mathfrak{su}(1,2)$, $\mathfrak{su}(1,2)[2]$, $\mathfrak{su}(2,1)$ and $\mathfrak{su}(1,2)[3]$ sectors is not completely fixed by the oscillator numbers. For the first three cases, this ambiguity appears in the above field content through the integer $n$, while in the last two cases the ambiguity is larger.

<table>
<thead>
<tr>
<th>Rank</th>
<th>Sector</th>
<th>Field content</th>
<th>$[n_b] [n_I] [n_a]$</th>
<th>Grading(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$\mathfrak{su}(1,1)$</td>
<td>$D_{12}^S \mathcal{Z}^L$</td>
<td>$[0, S</td>
<td>L, L, 0, 0</td>
</tr>
<tr>
<td></td>
<td>$\mathfrak{su}(1,1)$</td>
<td>$\mathcal{Z}^L - N \tilde{\Psi}^{24}_{N}$</td>
<td>$[0, N</td>
<td>L, L, N, 0</td>
</tr>
<tr>
<td></td>
<td>$\mathfrak{su}(1,1)$</td>
<td>$\mathcal{Z}^L - N \tilde{\Psi}^{24}_{N}$</td>
<td>$[0, 0</td>
<td>L, L - N, 0, 0</td>
</tr>
<tr>
<td></td>
<td>$\mathfrak{su}(2)$</td>
<td>$\mathcal{Z}^L - M \tilde{\Psi}^{24}_{M}$</td>
<td>$[0, 0</td>
<td>L, L - M, M, 0</td>
</tr>
<tr>
<td>2</td>
<td>$\mathfrak{su}(1,1)_a$</td>
<td>$D_{12}^S \mathcal{Z}^L$</td>
<td>$[0, S</td>
<td>L, L - N, 0, 0</td>
</tr>
<tr>
<td></td>
<td>$\mathfrak{su}(1,1)_b$</td>
<td>$D_{6}^S \mathcal{Z}^L - N \tilde{\Psi}^{42}_{N}$</td>
<td>$[0, S + N</td>
<td>L, L, N, 0</td>
</tr>
<tr>
<td></td>
<td>$\mathfrak{su}(1,1)$</td>
<td>$\mathcal{Z}^L - M - N \tilde{\Psi}^{42}_{M}$</td>
<td>$[0, 0</td>
<td>L, L - M - N, M, 0</td>
</tr>
<tr>
<td></td>
<td>$\mathfrak{su}(1,2)$</td>
<td>$\mathcal{Z}^L - M - N \tilde{\Psi}^{42}<em>{M} \tilde{\Psi}^{42}</em>{N}$</td>
<td>$[0, N_2</td>
<td>L, L - M - N_1, M + N_2, 0</td>
</tr>
<tr>
<td>4</td>
<td>$\mathfrak{su}(2)[2]$</td>
<td>$D_{12}^S \mathcal{Z}^L - N_1 - N_2 + n \tilde{\Psi}^{42}<em>{N_1} - \tilde{\Psi}^{42}</em>{N_2}$</td>
<td>$[S_1, S_2</td>
<td>L - N_2, L - N_1, 0, 0</td>
</tr>
<tr>
<td></td>
<td>$\mathfrak{su}(2,3)$</td>
<td>$\mathcal{Z}^L - M_1 - M_2 - N_1 - N_2 \tilde{\Psi}^{42}<em>{M_1} \tilde{\Psi}^{42}</em>{M_2} \tilde{\Psi}^{42}<em>{N_1} \tilde{\Psi}^{42}</em>{N_2}$</td>
<td>$[N_2, N_1</td>
<td>L - M_2, L - M_1, M_1 + M_2 + N_1 + N_2, 0</td>
</tr>
<tr>
<td></td>
<td>$\mathfrak{su}(1,2)[2]$</td>
<td>$D_{12}^S \mathcal{Z}^L - N_1 - N_2 + n \tilde{\Psi}^{42}<em>{N_1} - \tilde{\Psi}^{42}</em>{N_2}$</td>
<td>$[0, S_1 + S_2 + N_1 + N_2</td>
<td>L, L, N_1, N_2</td>
</tr>
<tr>
<td></td>
<td>$\mathfrak{su}(2)[2]$</td>
<td>$\mathcal{Z}^L - M_1 - M_2 - N_1 - N_2 \tilde{\Psi}^{42}<em>{M_1} \tilde{\Psi}^{42}</em>{M_2} \tilde{\Psi}^{42}<em>{N_1} \tilde{\Psi}^{42}</em>{N_2}$</td>
<td>$[0, 0</td>
<td>L, L - M_1 - M_2 - N_1 - N_2, M_1, M_2</td>
</tr>
<tr>
<td>5</td>
<td>$\mathfrak{su}(1,2)[3]$</td>
<td>$D_{12}^S \mathcal{Z}^L - M_1 - M_2 - N_1 - N_2 \tilde{\Psi}^{42}<em>{M_1} \tilde{\Psi}^{42}</em>{M_2} \tilde{\Psi}^{42}<em>{N_1} \tilde{\Psi}^{42}</em>{N_2}$</td>
<td>$[0, 0</td>
<td>L, L - M_1 - M_2 - N_1 - N_2, M_1, M_2</td>
</tr>
</tbody>
</table>

The full list of multiplets with $\Delta_0 \leq 8$ is provided in appendix D of [48]. The multiplets with $\Delta_0 \leq \frac{1}{2}$ are listed in table 8. We provide the full list of multiplets with $\Delta_0 \leq 8$ in appendix A.3 for future reference.
2.6.4. Example: $\Delta_0 \leq 4$. To describe the spectrum up to $\Delta_0 \leq 4$, we should consider $\mathfrak{su}(8)$ representations. The single site representation has a character of the form

$$\chi_1(x_1, ..., x_8) = x_1 x_2 x_3 x_4 + x_1 x_2 x_3 x_5 + ...$$

(37)

and the Vandermonde determinant looks like

$$\Delta_V = x_1^3 x_2^3 x_3 - x_1^3 x_2^3 x_3 \pm ...$$

(38)

The truncated sum of states is

$$Z = \frac{\phi(1)}{2} \chi_1(x_i)^2 + \frac{\phi(2)}{2} \chi_1(x_i^2) + \frac{\phi(1)}{3} \chi_1(x_i)^3 + \frac{\phi(3)}{3} \chi_1(x_i^3)$$

$$+ \frac{\phi(1)}{4} \chi_1(x_i)^4 + \frac{\phi(2)}{4} \chi_1(x_i^2)^2 + \frac{\phi(4)}{4} \chi_1(x_i^4).$$

(39)

It is straightforward, though already computationally demanding, to expand the product $\Delta_V Z$. The dominant terms in the expression corresponding to $\Delta_0 \leq 4$ are

$$\frac{\Delta_V Z}{\chi_1^4(x_1^4 x_2^4 x_3^4 x_4^4 x_5^4 x_6^4 x_7^4)} = x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4 x_5^4 x_6^4 x_7^4$$

$$+ x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4^2$$

$$+ x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4^2$$

$$+ 2 x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4^2$$

$$+ 2 x_1^2 x_2^2 x_3^2 x_4^2 + x_1^2 x_2^2 x_3^2 x_4^2.$$  

(40)

The dominant terms corresponding to chiral primaries (members of 1/2-BPS multiplets) are marked in grey, while the short representations that make up the Konishi multiplet are marked in blue, and those that make up the $$\mathfrak{psu}^{222} = [0,0,2,1,0,0]$$ multiplet (containing the lowest twist-3 operator) are marked in purple (one term with $\Delta_0 = 5$ is missing due to the truncation).

By combining short multiplets into long ones, shifting to oscillator number notation, and leaving out chiral primaries, the spectrum of unprotected multiplets with $\Delta_0 \leq 4$ is

$$[0,0|1,1,1,1|0,0] + [0,0|2,2,1,1|0,0] + [0,0|1,1,1,1|2,0]$$

$$+ [0,0|3,2,1,1|0,0] + [0,2|1,1,1,1|2,0] + [0,2|2,2,2,2|0,0]$$

$$+ 2 \cdot [0,0|2,2,2,2|0,0] + 2 \cdot [0,0|3,3,1,1|0,0] + 2 \cdot [0,1|2,2,1,1|1,0].$$

(41)

Note that for higher $\Delta_{\text{max}}$ the $\mathfrak{su}(2\Delta_{\text{max}})$ sum of states (36) will contain representations that lie outside the spectrum of $\mathfrak{psu}(2,2|4)$, i.e. where the Young diagram does not fit inside the cross-shaped region defined by $\mathfrak{psu}(2,2|4)$, see figure 4. These can simply be dropped from the sum.

2.7. Sectors

By a closed sector, we mean operators with restricted field content that do not mix with operators with different field content, i.e. the finite coupling eigenstates of the dilatation operator will be a linear combination of single trace operators of only this kind. This is ensured by the
Table 8. All non-protected primaries with $\Delta_{0}^{222} \leq \frac{11}{2}$. The columns $U_1$ and $U_2$ denote whether the two unitarity bounds (shortening conditions), (22a) and (22b), are saturated, respectively. A larger and more detailed table can be found in the ancillary Mathematica notebook (supplementary material for this article is available online).

| $\Delta_{0}^{222}$ | $L$ | $|n_b| |n_c| |n_a|^{222}$ | $U_1$ | $U_2$ | Sector | Multiplicity |
|-----------------|-----|-------------------|------|------|--------|-------------|
| 2               | 2–4 | $[0,0|1,1,1,1|0,0]$ | ✓   | ✓   | ✓      | all        | 1           |
| 3               | 3–5 | $[0,0|2,2,1,1|0,0]$ | ✓   | ✓   | ✓      | all        | 1           |
| 4               | 4–6 | $[0,0|3,3,1,1|0,0]$ | ✓   | ✓   | ✓      | all        | 2           |
|                 | 3–5 | $[0,1|2,2,1,1|0,0]$ | ✓   | ✓   | ✓      | $sl(2)$    | 2           |
|                 | 2–4 | $[0,2|1,1,1,1|2,0]$ | ✓   | ✓   | ✓      | $sl(2)$    | 1           |
|                 | 4–6 | $[0,0|3,2,2,1|0,0]$ | ✓   | ✓   | ✓      | $su(2)$    | 1           |
|                 | 3–4 | $[0,0|1,1,1,1|2,0]$ | ×   | ✓   | ✓      | $su(2,1|2)$| 1           |
|                 | 4   | $[0,2|2,2,2,2,0|0]$ | ✓   | ×   | ✓      | $su(2,1|2)$| 1           |
|                 | 5–7 | $[0,0|4,4,1,1|0,0]$ | ✓   | ✓   | ✓      | all        | 2           |
|                 | 4–6 | $[0,1|3,3,1,1|1,0]$ | ✓   | ✓   | ✓      | $sl(2)$    | 2           |
|                 | 3–5 | $[0,2|2,2,1,1|2,0]$ | ✓   | ✓   | ✓      | $sl(2)$    | 1           |
|                 | 5–7 | $[0,0|4,3,2,1|0,0]$ | ✓   | ✓   | ✓      | $su(2)$    | 2           |
| 5               | 4–6 | $[0,0|3,1,1,1|2,0]$ | ✓   | ✓   | ✓      | $su(1|1)$  | 1           |
|                 | 4–6 | $[0,2|3,3,3,1|0,0]$ | ✓   | ✓   | ✓      | $su(1,1|1)$| 1           |
|                 | 5–6 | $[0,0|3,3,3,1|0,0]$ | ×   | ✓   | ✓      | $psu(1,1|2)$| 4           |
|                 | 5   | $[0,0|4,2,2,2|0,0]$ | ✓   | ×   | ✓      | $su(2,3)$  | 2           |
|                 | 4–5 | $[0,0|2,2,1,1|2,0]$ | ×   | ✓   | ✓      | $su(2,1|2)$| 2           |
|                 | 5   | $[0,0|3,3,2,2|0,0]$ | ×   | ×   | ✓      | $su(2,1|2)$| 2           |
|                 | 4   | $[0,12|2,2,2,1|0,0]$ | ×   | ×   | ✓      | $psu(2,2|4)$| 4           |
| 11/2            | 5–7 | $[0,0|4,3,3,1|1,0]$ | ✓   | ✓   | ✓      | $su(1|1)$  | 2           |
|                 | 4–6 | $[0,1|4,4,2,1|0,0]$ | ✓   | ✓   | ✓      | $su(1,1|1)$| 2           |
|                 | 3–5 | $[0,2|3,3,2,1|1,0]$ | ✓   | ✓   | ✓      | $su(1,1|1)$| 2           |
|                 | 5   | $[0,0|4,3,3,2|1,0]$ | ×   | ✓   | ✓      | $su(1,1|1)$| 2           |
|                 | 5   | $[0,0|4,3,3,2|1,0]$ | ×   | ✓   | ✓      | $su(1,1|1)$| 2           |
|                 | 4–5 | $[0,0|2,2,2,1|2,0]$ | ×   | ✓   | ✓      | $su(1,1|1)$| 2           |
|                 | 5   | $[0,0|3,2,2,2|1,0]$ | ×   | ×   | ✓      | $su(1,1|1)$| 2           |
|                 | 4   | $[0,1|3,3,3,2|0,0]$ | ×   | ×   | ✓      | $psu(2,2|4)$| 4           |

The fact that it is impossible to construct other types of operators from the $psu(2,2|4)$ quantum numbers, e.g. the six numbers $\lambda_i - \lambda_{i+1}$ and $\nu_j - \nu_{j+1}$, corresponding to the sector.

In a closed sector, some oscillators are passive in the sense that they are either saturated (e.g. $n_{\ell_1} = L$) or not excited at all (e.g. $n_{\ell_1} = n_0 = 0$), while some oscillators are excited and
will be part of a set of non-trivial raising operators. Furthermore, the length changing trans-
formations (18a) and (18b) do not excite the passive oscillators.

Closed sectors combine highest-weight states of certain type, and in certain gradings, and
are closely related to shortening. Two scenarios can be used to characterise sectors. Shortening
happens when \( n_f^1 - L = n_b^1 = 0 \) or \( n_f^4 = n_a^2 = 0 \). Due to the unitarity constraints, the grad-
ings where this can happen must, in the first case, go through the point \((1, 1)\) on the \(4 \times 4\)
square, i.e. start as \( \hat{1} \ldots \hat{1} \ldots \) or \( \hat{1} \hat{1} \ldots \), or, in the second case, go through
\((3, 3)\), i.e. end as \( \ldots \hat{4} \hat{4} \) or \( \ldots \hat{4} \hat{4} \). We here refer to these shortenings as
simple. If additionally \( f_2 \) is passive, \( n_f^2 = L \), the
unitarity constraint \( \lambda_1 \geq \lambda_2 \) forces the grading to start from \( 11\ldots \) or \( 11\ldots \), or, in the second case, go through \((3, 3)\), i.e. end as \( \ldots \hat{4} \hat{4} \) or
\( \ldots \hat{4} \hat{4} \). We refer to these four cases as strong shortenings. The six different possibilities are
summarised in table 5.

All closed sectors can be understood in terms of these types of shortening. For example, the \( su(1, 1) = sl(2) \) sector combines the fourth and sixth type: \([0, \bullet | L, L, 0, 0| \bullet, 0]\), while the \( su(2, 1|3) \) sector is of the second type: \([\bullet, \bullet | \bullet, \bullet, \bullet, 0| \bullet, 0]\). The rank of a sector is one lower
than the number of active oscillators. Table 6 provides an overview of the ways in which the
simple and strong types of shortenings combine and create subsectors of different rank. All
closed sectors are listed in table 7. Sectors of low rank are subsectors of higher rank sectors,
and the relationship between sectors is summarised in figure 9.

Duality transformations involving the active oscillators will simply change the HWS
within the sector. For the two simple shortenings, it is furthermore possible to do the duality

\[
\begin{array}{|c|c|c|c|c|c|c|}
\hline
\text{Rank} & 1 & 2 & 3 & 4 & 5 & 6 \\
\hline
su(1,1) & su(1,1|1) & su(1,1|1) & su(2,1|2) & su(2,1|3) & & \\
\hline
su(1,|1) & su(1,1|1) & su(1,2|2) & & & & \\
\hline
su(1|1) & su(1,|2) & & & & & \\
\hline
su(2) & & & & & & \\
\hline
\end{array}
\]

**Figure 9.** Closed sectors. ● Compact. ○ Non-compact.
transformations $11 \leftrightarrow 11$ or $44 \leftrightarrow 44$. These operations result in a new HWS that is still inside the sector, but of a different length.

Note that in sectors where only one of the shortening conditions is satisfied, one of the length changing transformations (18a) and (18b) is allowed and results in a state with the same $\lambda$ and $\nu$ (up to a shift of $\pm 1$), but with a different length. As discussed, this means that at higher loops the eigenstates of the dilatation operator can mix operators of different length.

Young diagrams for multiplets containing a HWS within the $\mathfrak{sl}(2)$ and $\mathfrak{su}(1|2)$ sectors are depicted in figure 10. Note that a certain class of finite-coupling multiplets contain operators belonging to all rank 1 sectors, namely those for which

$$n^{2222} = [0, 0 | L - 1, L - 1, 1, 1 | 0, 0].$$

3. One-loop Q-systems

The eigenstates of integrable spin chains are in one-to-one correspondence to solutions of a corresponding Q-system with particular analytic structure. For representations of compact algebras, the whole Q-system is polynomial and the involved Q-functions carry Bethe roots as zeros, while a class of non-rational functions appears in the non-compact case. We here propose a new way to think of these Q-systems: as living on the Young diagrams of the irreducible representation in question, instead of being associated to the symmetry algebra. However, we
will end up making the transition back to the \( \mathfrak{psu}(2, 2|4) \) Q-system, which is the basic structure in the quantum spectral curve.

The discussion in sections 3.1–3.3 is valid for any \( \mathfrak{su}(N, M|K) \) spin chain, but, for clarity of the exposition, we work with homogeneous spin chains and keep the spin chain nodes in irreducible representations that have only one non-zero Dynkin label in some grading\(^\text{12}\). The corresponding Dynkin node is called momentum-carrying. Starting from section 3.4, we focus on the particular features of the \( \mathfrak{psu}(2, 2|4) \) system and the consequences of the cyclicity of trace-operators.

3.1. Q-systems

Supersymmetric Q-systems are made up of a set of Q-functions of the spectral parameter \( u \),

\[
Q_{A|I}(u) = Q_{a_1 a_2 \ldots |i_1 i_2 \ldots}(u),
\]

with \( A \) and \( I \) denoting multi-indices. The Q-functions are separately antisymmetric in the two types of indices.

3.1.1. QQ-relations. The Q-functions are related by three types of finite difference equations,

\[
Q_{A|I} Q_{Aa|I} = Q_{Aa|I} Q_{A|I} - Q_{Aa|I} Q_{A|I} \quad \text{(44a)}
\]

\[
Q_{A|I} Q_{A|ij} = Q_{A|I} Q_{A|ij} - Q_{A|I} Q_{A|ij} \quad \text{(44b)}
\]

\[
Q_{Aa|I} Q_{A|I} = Q_{Aa|I} Q_{A|I} - Q_{Aa|I} Q_{A|I} \quad \text{(44c)}
\]

We use the standard notation \( Q^\pm = Q(u \pm \frac{i}{2}) \) and \( Q^{[n]} = Q(u + \frac{in}{2}) \) for shifts in the spectral parameter.

The overall normalisation of Q-functions is irrelevant for us (unless it is zero), hence all the QQ-relations should be understood in this projective sense. If a Q-function is a polynomial, we normalise it to be a monic polynomial for convenience.

3.1.2. Distinguished Q-functions. By distinguished Q-functions we refer to those where the indices take the lowest possible values, i.e.

\[
Q_{a,s} \equiv Q_{12 \ldots (a-1)0|12 \ldots (s-1)0} \quad \text{(45)}
\]

3.1.3. Traditional way of thinking: Q-system belongs to an algebra. Traditionally, Q-systems are associated with algebras \([27, 37, 45, 51, 52]\). For example, the \( \mathfrak{sl}(2) \) Q-system consists of four Q-functions, \( Q_0, Q_1, Q_2 \) and \( Q_{12} \) related by a single QQ-relation of the type \((44b)\), while the \( \mathfrak{su}(1|2) \) Q-system contains eight Q-functions related by two QQ-relations of type \((44a)\) and four of type \((44c)\), see figure 11. The algebra and representation impose certain restrictions on the analytic structure of the Q-functions, and we return to this in section 3.2.

3.1.4. New approach: Q-system belongs to a Young diagram. We will take another point of view: that the Q-system lives on the Young diagram of the considered irreducible representation, see figure 12. Extended diagrams may be considered if needed, and this provides

\(^{12}\) They are often called rectangular representations, due to the shape of their Young diagram on the T-hook. For the \( \mathfrak{su}(N) \) case, they are also known as Kirillov–Reshetikhin modules.
an algebra-independent description. The extended Young diagram corresponds to a representation in any $\mathfrak{su}(N,M|K)$ algebra where it fits inside the cross-shaped area defined by the algebra, see e.g. figure 4 for $\mathfrak{psu}(2,2|4)$. The Q-system on the Young diagram consists of all Q-functions that are part of an $\mathfrak{su}(N,M|K)$ Q-system for which the Young diagram defines a long representation $^{13}$. We will mostly focus on the set of distinguished Q-functions (45).

There is one Q at each node, and this subset is related solely by QQ-relations of the type (44c).

3.2. Structure of Q-functions

We here review the structure of Q-functions for homogeneous rational spin chains with in principle arbitrary symmetry algebra, though we tailor our notation to the $\mathfrak{psu}(2,2|4)$ case.

3.2.1. Distinguished Q-functions. All distinguished Q-functions are rational, and we here give their specific structure.

Asymptotic power. We choose the origin on the $\mathbb{Z}^2$ lattice such that the momentum-carrying node has coordinates $(2,2)$. Then $Q_{2,2}$ is, by default, the distinguished Q-function at the momentum-carrying node. The large $u$ asymptotic power of $Q_{n,n}$ with minimal $n$ (such that the node $(n,n)$ lies on the left boundary of the Young diagram) is $u^0$. Starting from this point, the asymptotic power of any other distinguished Q-function can be found by summing the weights $\lambda$ and $\nu$ that are encountered on the way from $Q_{n,n}$ to $Q_{u,v}$.

$^{13}$ For a more detailed discussion of Young diagram Q-systems, see the thesis [53].
\[ Q_{a,s} \simeq u^{-\sum_{i=1}^{a} \lambda_i - \sum_{i=1}^{s} \nu_i}. \]  

(46)

**Full structure.** The full structure of the Q-functions in a non-compact Q-system is

\[ Q_{a,s} = \Phi_{a,s} \, q_{a,s}, \]

(47)

where \( \Phi_{a,s} \) is the fusion factor given by

\[
\Phi_{a,s}(u) = \begin{cases} 
  u^{s-a} & , \quad s \leq 1 \lor (s = 2 \land a \leq 2) \\
  1 & , \quad \text{otherwise}
\end{cases},
\]

(48)

where we define \( f^{[r]} \equiv \prod_{k=-\lfloor |r| \rfloor}^{\lfloor |r| \rfloor} f(u + i k)^{\text{sign}(r)}, \) for \( r \in \mathbb{Z}. \)

**Bethe roots.** The degree of the polynomial \( q_{a,s} \) can be found as the difference of the asymptotic power and the power coming from \( \Phi_{a,s}. \) Young diagrams provide an intuitive way of counting Bethe roots, see figure 13. In the right half of the diagram, the Bethe roots in each \( Q \) equals the number of boxes to the right and above its position. In the left half of the diagram, the number of Bethe roots equals the number of boxes below and to the left. On the central vertical line (\( Q_{a,2} \)), the counting towards the right should be used above the central point (\( Q_{2,2} \)), while the counting towards the left should be used below the central point.

3.2.2. **Rational and non-rational Q-functions.** For non-compact algebras, the Q-system contains non-rational functions. These functions are however restricted to only have poles at \( i \mathbb{Z} \), and they can in general be written in terms of \( \eta \)-functions [54, 55],

\[
\eta_k(u) \equiv \sum_{n=0}^{\infty} \frac{1}{(u + in)^{k+1}}, \quad \eta_k(u-i) \eta_{k'}(u) \equiv \sum_{n=0}^{\infty} \frac{\eta_{k'}(u + i n)}{(u + i n)^{k+1}}.
\]

To understand which Q-functions are non-rational, note that the Young diagram can be seen as two compact diagrams glued together (one of them upside down). The members of the Q-system on the left compact diagram are \( Q_{a,J} \), where \( a \leq 2 \) for any \( a \in A \). The members of the Q-system on the right compact diagram are \( Q_{B,J} \), where \( b > 2 \) for all \( b \in B \) and \( \bar{B} \) is the complementary set. All these Q-functions are rational, with the only non-polynomial part stemming from the fusion factor. In particular, this includes all the distinguished functions \( Q \).

The full Young diagram extends these two subsets to a bigger Q-system that includes non-rational Q-functions with poles allowed at \( i \mathbb{Z} \). We treat the full Q-system in section 3.5.

3.2.3. **Good solutions of the full Q-system.** Bethe equations have solutions that do not correspond to spin chain states, and identifying these solutions is quite non-trivial [56–58]. As we discussed in [31], these unphysical solutions are allowed because the Bethe equations do not guarantee that the full Q-system, but only a small subset, has the right structure. We furthermore proved that for compact Young diagrams polynomiality of the distinguished Q-functions in the Young diagram Q-system implies that all Q-functions are polynomial, which is the requirement for a solution to be physical.

This argument generalises immediately to the rational subset of non-compact Q-systems. If all distinguished Q-functions on the non-compact Young diagram are rational expressions as described above (polynomial times a factor of fused \( u^{a,b} \)), then the remaining rational
Q-functions also have this structure (note that the symmetries of the Q-system discussed in section 3.6 allow to shift the fusion factors completely to one side of the Young diagram).

In practice we observe that this always leads to well-behaved non-rational Q-functions as well, i.e. containing only $\eta$-functions (49) and rational functions in $u$. Although we could not

Figure 14. For $\mathfrak{n}^{[222]} = [0,2|2,2,2,2|1,1,1]$ the path with the minimal number of roots (yellow) lies outside the Young diagram.

Figure 15. Example: generating all $Q$ on the Young diagram corresponding to the $\mathfrak{psu}(2,2|4)$ multiplet $\mathfrak{n}^{[222]} = [0,0,3,2,2,1|0,0,0]$ from a path that minimises the number of Bethe roots. The $Q$’s at the positions encircled in yellow are set to 1 by default.

Q-functions also have this structure (note that the symmetries of the Q-system discussed in section 3.6 allow to shift the fusion factors completely to one side of the Young diagram).

In practice we observe that this always leads to well-behaved non-rational Q-functions as well, i.e. containing only $\eta$-functions (49) and rational functions in $u$. Although we could not
prove this property solely based on QQ-relations, there is a simple counting argument. We can always think about an extended Young diagram as the extension of a compact Young diagram, i.e. there is always a bijection between a non-compact and compact Q-systems, and therefore there is simply no room for non-well-behaved solutions. Therefore we conjecture that polynomiality of \( q_{a,s} \) in (47) for all distinguished Q-functions is a necessary and sufficient condition for a solution of the Q-system to correspond to a physical spin chain multiplet.

3.3. Algorithm: distinguished Q-functions on Young diagrams

We now propose an efficient algorithm that exactly imposes the structure (47) on all distinguished Q-functions and finds the corresponding solutions analytically.

3.3.1. Step 1: choice of path and ansatz. Choose a path from the left side of the diagram to the right. On this path, write an arbitrary ansatz for the polynomial parts of the Q-functions:

\[
q_{a,s} = u^{p_{a,s} - 1} + \sum_{k=0}^{p_{a,s} - 1} c_{a,s}^{(k)} u^k,
\]

where \( p_{a,s} \) is the number of roots in \( q_{a,s} \).

It is often advantageous to look for the path from the left boundary to the right boundary of the extended Young diagram on which the least number of roots is encountered. See figure 14 for an example. The number of roots increases monotonically in the infinite extensions once the columns are aligned completely to the left or right of the central vertical line, and thus the path with least roots is always within the non-trivial extension.

3.3.2. Step 2: remaining Q from fermionic QQ-relations. Generate the remaining Q from fermionic QQ-relations (44c):

\[
q_{a,s} \propto \frac{1}{f_{a,s}} \frac{Q_{a,s}^+ Q_{a,s-1}^- - Q_{a,s-1}^+ Q_{a,s}^-}{Q_{a,s-1}^+ Q_{a,s}^-}.
\]

The unknown Q-function is a ratio of two polynomials, but is required to be a polynomial itself, and thus it can be assigned the quotient of the polynomial division of the numerator by the denominator. The remainder of this polynomial division should vanish, but it is not necessary to impose this yet.

In this way all distinguished Q-functions are generated in terms of the coefficients \( c_{a,s}^{(k)} \) that were introduced on the path. See figure 15 for an example. All the remainders of the polynomial divisions are collected.

3.3.3. Step 3: solve polynomiality constraints. The final step of the algorithm is to simultaneously impose that all remainders of the polynomial divisions vanish. This completely fixes \( c_{a,s}^{(k)} \). This set of algebraic equations can be solved efficiently in most symbolical programming languages when the total number of unknown Bethe roots is not too high. In practice, the solution is usually effortless when the number of Bethe roots is less than ten. Note that the algorithm finds exactly the expected number of solutions, i.e. it is not necessary to discard any of the obtained solutions in contrast to the solutions of Bethe equations. In table 9 and appendix A.3 we mark the multiplets with \( \Delta_{0222} \leq 8 \) for which we were able to generate the Q-system in less than 15 min on a standard laptop with our general implementation of the algorithm. This includes all 495 multiplets with \( \Delta_{0222} \leq \frac{12}{2} \).
Table 9. Solutions found with our Mathematica-implementation of the algorithm. 15 min of computation time (on a 1.8 GHz laptop with 4 GB memory) were allowed per diagram. The explicit multiplet content for each value of $\Delta_0$ is given in appendix A.3.

<table>
<thead>
<tr>
<th>$\Delta_0^{222}$</th>
<th>Diagrams</th>
<th>Solutions</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Solved</td>
<td>Total</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>7</td>
<td>7</td>
</tr>
<tr>
<td>5</td>
<td>13</td>
<td>13</td>
</tr>
<tr>
<td>5.5</td>
<td>12</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>39</td>
<td>39</td>
</tr>
<tr>
<td>6.5</td>
<td>36</td>
<td>39</td>
</tr>
<tr>
<td>7</td>
<td>68</td>
<td>77</td>
</tr>
<tr>
<td>7.5</td>
<td>54</td>
<td>84</td>
</tr>
<tr>
<td>8</td>
<td>107</td>
<td>180</td>
</tr>
</tbody>
</table>

Figure 16. Two examples of Young diagrams for which there exists a path between the left and right boundary of the diagram where no Bethe roots are encountered. Consequently, the Q-system is unique and can be generated trivially from QQ-relations. The left diagram corresponds to (52) and the right to (55). The number of roots in the distinguished Q-functions are shown, and the central nodes are encircled. Paths with no Bethe roots are marked in yellow. The green arrows show how to generate the central Q-functions via QQ-relations.
3.3.4. Remark: paths without roots. As a side remark, note that in specific cases there are paths without any Bethe roots, and the Q-system is completely fixed without solving any equations.

The first example is all multiplets containing operators of length two, corresponding to the oscillator numbers
\[ n^{2222} = [0, S - 2|1, 1, 1, 1|S - 2, 0]. \]

Note that the HWS in the grading 1133 has the form \( D^{S}_{12} Z^2 \), i.e. it is the \( \mathfrak{sl}(2) \) twist-two operator with spin \( S \). As seen in figure 16, there exist paths between the left and right boundaries of the diagram without any roots, and the full Q-system can thus be generated without solving algebraic equations from the trivial ansatz on such a path. The central Q-function can be written as
\[ Q_{2,2}(S) = \nabla^S \prod_{k=1}^{2} \left( u + \frac{i}{2} - ik \right)^2, \]

where we define the difference operator, \( \nabla \), by \( \nabla f(u) \equiv f(u) - f(u + i) \). The obtained result coincides with the known answer in terms of Hahn polynomials \([59–61]\), and it solves the Baxter equation
\[ \left( u + \frac{i}{2} \right)^2 Q^{[2]} + \left( u - \frac{i}{2} \right)^2 Q^{[-2]} + \left( -2u^2 + S(S + 1) + \frac{1}{2} \right) Q = 0. \]

A second example in the \( \mathcal{N} = 4 \)SYM spectrum are multiplets containing length three states with oscillator numbers
\[ n^{2222} = [S - 2, S - 2|1, 1, 1, 1|2S - 2, 0]. \]

The corresponding Young diagram is shown in figure 16. Note that there is an equivalent series of multiplets with \( n^{2222} = [0, 2S - 2|2, 2, 2, 2|S - 2, S - 2] \) corresponding to a rotation of the diagram by \( \pi \). The multiplets (55) contain operators from the \( \mathfrak{su}(2, 1|2) \) sector, and the HWS in the grading 0033 has the field content \( D^{S}_{11} D^{S}_{12} Z^3 \). As depicted in figure 16, the central Q-function can be generated immediately and has the form
\[ Q_{2,2}(S) \propto \nabla^S \prod_{k=1}^{3} \left( u + \frac{i}{2} - ik \right)^3. \]

Note that the often studied twist-three operators, corresponding to oscillator numbers \( n^{2222} = [0, S - 2|2, 2, 1, 1|S - 2, 0] \), for which the central Q-function can be written as a Wilson polynomial, do not have this property. Indeed, multiple solutions exist for these quantum numbers.

3.4. Transfer from Young diagram Q-system to \( \mathfrak{psu}(2, 2|4) \) Q-system

The quantum spectral curve at finite coupling is formulated in terms of the \( \mathfrak{psu}(2, 2|4) \) Q-system, whereas the Q-system on Young diagrams is not accessible given that the weights become non-integers\(^{14}\).

\(^{14}\) One can define Young diagrams with non-integer weights, and even use Schwinger oscillators to construct unitary representations [32]. But there are several things that complicate matters: Fock space itself depends on the anomalous dimension (there is no simple tensor product structure anymore), QQ-relations on the diagrams require integer spacings, and the analytic structure of the Q-functions is no longer simple for the distinguished Q that we would expect to use. Finally recall that the symmetry reduces to \( \mathfrak{psu}(2, 2|4) \) whereas Young diagrams reflect \( \mathfrak{psu}(2, 2|4) \oplus \mathfrak{u}(1) \) symmetry. Therefore, at least at our current level of understanding, we cannot define and use Q-systems on Young diagrams at finite coupling.
The \( \text{psu}(2, 2 \mid 4) \) Q-system consists of 256 Q-functions and can be written on a \( 4 \times 4 \) square, see figure 17. Importantly, the following constraint should be satisfied:

\[
Q_{\emptyset | \emptyset} = Q_{1234 | 1234} = 1.
\] (57)

Our goal is to generate all the 256 Q-functions at zero coupling from distinguished Q-functions on the Young diagram. In this section we explain how to get the distinguished Q-functions on the \( 4 \times 4 \) square, whereas the next section explains how to find all other ones.

For multiplets that are long at \( g = 0 \), there is no issue of making the transition. Young diagrams of such multiplets cover the \( 4 \times 4 \) square, and the distinguished \( \text{psu}(2, 2 \mid 4) \) Q-functions coincide exactly with the Young diagram Q-functions on the square, see an example in figure 18.

However, things are not that obvious for short multiplets. For one thing, their Young diagrams do not cover the \( 4 \times 4 \) square, see figure 19. For another thing, there are several (two

Figure 17. The \( \text{psu}(2, 2 \mid 4) \) Q-system. The momentum-carrying node is marked in blue.

Figure 18. The Young diagram for the long multiplet \( n^{2222} = [0, 0|3, 2, 2, 2|1, 0] \). The diagram covers the whole \( 4 \times 4 \) square and thus the \( \text{psu}(2, 2 \mid 4) \) Q’s are identical to those on the Young diagram.
or four) different short multiplets that join into a long one at finite coupling, so their Young diagram Q-systems should somehow lead to the same $\text{psu}(2, 2|4)$ Q-system at finite coupling. Equivalent issues were explored and understood in detail on the level of asymptotic Bethe Ansatz equations \[5\], and here we give an equivalent analysis on the level of Q-systems.

3.4.1. Quantum numbers from analytic structure of Q-functions. Let us do some reverse engineering first: suppose all the 25 distinguished functions $Q_{a, s}$, $0 \leq a, s \leq 4$, are known and we ask what Young diagram Q-system this data corresponds to. To identify the shape of the diagram, it suffices to identify eight charges, and this should be done from the analytic properties of $Q_{a, s}$.

The fundamental weights can be read off from the asymptotic behaviour (46). However, one should be careful. The QQ-relations are invariant under certain symmetries \[12, 27\] which are summarised in section 3.6. One of them implies the rescaling

$$Q_{a, s} \rightarrow (u^{[s-a]_0})^{\lambda} Q_{a, s}. \quad (58)$$

It hence shifts the fundamental weights: $\{\lambda, \nu\} \rightarrow \{\lambda + \Lambda, \nu - \Lambda\}$.

Similarly, the factorisation (47) should define the charge $L$, but we could rescale $q_{a, s}$ by $\Phi_{a, s}$ thus changing the length.

The two mentioned ambiguities parallel precisely the transformations (18). The transformation (18a) corresponds to

$$Q_{a, s} \rightarrow Q_{a, s}, \quad q_{a, s} \rightarrow q_{a, s} \Phi_{a, s}, \quad L \rightarrow L - 1. \quad (59a)$$

while (18b) corresponds to

$$Q_{a, s} \rightarrow \frac{Q_{a, s}}{u^{[s-a]_0}}, \quad q_{a, s} \rightarrow \frac{q_{a, s}}{u^{[s-a]_0}} \Phi_{a, s}, \quad L \rightarrow L - 1. \quad (59b)$$

The symmetries (59) of the Q-system are fixed by the demand that all $q_{a, s}$ are polynomials. This is a very strong constraint. For instance (59a) would not violate the polynomiality of $q_{a, s}$ only for a very specific placement of multiple Bethe roots: simultaneously it should be that $q_{1, 2} = q_{0, 1} = q_{0, 2} = 0$ at $u = 0$. Even in the unlikely event that some transformations (59) do not violate polynomiality, we understand this as an accidental degeneracy—two
different multiplets in representations related by corresponding weight shifts (18) happen to have the same spectrum.

The transformations (59) are not used to relate short multiplets subject to joining. We note that transformations (18) did not serve this goal either. Instead, we considered in section 2.5 an analog of (18) applied to a Young diagram of a smaller rank algebra. Equivalently, as we shall see, joining of short multiplets is related to transformations (59) applied to a subset of $q_{a,s}$ only.

3.4.2. Trivial roots from compatibility of short multiplets.

To not clutter the formulas, we consider only the case $\lambda_1 + \nu_1 = 0$ in detail. This shortening implies $Q_{1,1} = 1$, as one can observe by a simple power counting (46). Moreover, QSC requires $Q_{0,0} = 1$ as well, see (57). The QQ-relations (44c) then tell us that

$$Q_{1,0}Q_{0,1} = 0,$$

(60)

i.e. either $Q_{1,0}$ or $Q_{0,1}$ should be zero. Algebra-based Q-systems for short multiplets can have vanishing Q-functions, as discussed in [27]. It was also pointed out in [27] that either possibility can be realised depending on the choice of grading: the Q-functions that belong to the Dynkin path should be non-zero whereas Q-functions outside the Dynkin path may be zero if it is so dictated by the QQ-relations.

Applying this argument to our context: working in a grading of the type 1... (in long-hand notation) corresponds to choosing $Q_{1,0} = 0$. Then, in consequence of the QQ-relations, we must set $Q_{2,0} = Q_{3,0} = Q_{4,0} = 0$. In contrast, working in a grading of the type 1... corresponds to $Q_{0,s} = 0$ for $s = 1, 2, 3, 4$.

In the perturbative solution of the QSC, setting $Q_{a,0}$ or $Q_{0,s}$ to zero is simply a question of a subset of the $Q$’s being suppressed by a factor of $g^2$. This factor can be shuffled around by the symmetries of the Q-system, and as a result we get two distinct but still well-defined Q-systems at zero coupling. These Q-systems are naturally associated with the grading choice, and thus they should describe two different emerging short multiplets.

The Young diagram Q-system does not contain zero Q-functions, but also $Q_{0,0}$ does not belong to the diagram at all for short multiplets. What happens is that we change boundary conditions to swap between the Young diagram and algebra-based Q-system. Assuming there is only one shortening, a block of 20 non-zero $q_{a,s}$ coincide on the Young diagram and the QSC Q-system. In the QSC, we supplement this set by setting $Q_{0,0} = 1$ and the remaining four functions to zero. On the Young diagram, we can find the other $q_{a,s}$ from the QQ-relations and the ansatz (47), with $q_{a,s} = 1 \neq 0$ on the left and right boundary of the Young diagram.

In either the 1... or 1... choice of grading, $Q_{a,s} \neq 0$ when both $a$ and $s$ are non-zero. These 16 Q-functions must be the same in both Q-systems, otherwise getting the unique $\text{psu}(2,2|4)$ Q-system at finite coupling would be impossible. A paradox is that while these functions coincide, they still generate two non-equal Young diagrams. The answer to the paradox is that the value of $L$ is different. Indeed, as it follows from (24), if a multiplet in grading 1... has length $L$, a compatible multiplet for joining should be of length $L + 1$ in grading 1... Hence one has the following constraint

$$q_{a,s}^{1,1} = \Phi_{a,s} q_{a,s}^{1,1}, \quad a, s > 0,$$

(61a)

which is a restricted version of (59a). It imposes restrictions on the structure of Bethe roots.

The benchmark relation is $q_{1,2}^{1,1} = u q_{1,2}^{1,1}$, which implies that $q_{1,2}^{1,1}$ has a trivial zero (i.e. a zero at the origin). Also, from $q_{2,1}^{1,1} = u^{-1} q_{2,1}^{1,1}$, we see that $q_{2,1}^{1,1}$ has a trivial zero.
The analysis of the $\lambda_4 + \nu_4 = 0$ shortening goes in full analogy. Now we compare $Q_{a,s}$ with $a,s < 4$, and they should be equal up to the rescaling (58) which results in the following restriction on $q_{a,s}$:

$$q_{a,s} = \frac{\Phi_{a,s}}{u^{a-n_0}} q_{a,s}', \quad a,s < 4.$$  \hspace{1cm} (61b)

To summarise, the procedure to process the Q-system for short multiplets is the following:

- Given a Q-system on a Young diagram, decide the grading according to:
  
  $$\lambda_1 + \nu_1 = 0, \quad q_{1,2} \text{ has root at } u = 0 \Rightarrow 1,...,$$
  $$\lambda_1 + \nu_1 = 0, \quad q_{2,1} \text{ has root at } u = 0 \Rightarrow 1,...,$$
  $$\lambda_4 + \nu_4 = 0, \quad q_{3,2} \text{ has root at } u = 0 \Rightarrow ...4,$$
  $$\lambda_4 + \nu_4 = 0, \quad q_{2,3} \text{ has root at } u = 0 \Rightarrow ...4.$$  \hspace{1cm} (62)

- Given the grading, choose which $Q_{a,s}$ should vanish in the $\text{psu}(2,2|4)$ Q-system:
  
  $$1... \Rightarrow Q_{a>0,0} = 0,$$
  $$\hat{1}... \Rightarrow Q_{0>0,0} = 0,$$
  $$...4 \Rightarrow Q_{a<4,4} = 0,$$
  $$...\hat{4} \Rightarrow Q_{4,s<4} = 0.$$  \hspace{1cm} (63)

- Set $Q_{0,0} = Q_{4,4} = 1$.
- All other $Q_{a,s}$ should be the same as $Q_{a,s}$ on the Young diagram.

3.4.3. **Trivial roots and the zero-momentum condition.** To only consider states that do not vanish when cyclicity of the trace is imposed, one can impose the zero-momentum condition (ZMC):

$$\lim_{u \to 0} \frac{Q_{2,2} (u + \frac{i}{2})}{Q_{2,2} (u - \frac{i}{2})} = 1.$$  \hspace{1cm} (64)

When $\lambda_1 + \nu_1 = 0$, this condition guarantees the existence of a root at $u = 0$ in either $q_{1,2}$ or $q_{2,1}$. This is a consequence of the fermionic QQ-relation that relates $Q_{2,2}$ and $Q_{1,1} = 1$:

$$Q_{2,2}^+ - Q_{2,2}^- = Q_{1,2} Q_{2,1} = q_{1,2} q_{2,1}.$$  \hspace{1cm} (65)

At $u = 0$ the left-hand side vanishes due to the ZMC, and thus the right-hand side must contain a factor of $u$. Likewise, the ZMC guarantees a root at $u = 0$ in either $q_{2,3}$ or $q_{3,2}$ when $\lambda_4 + \nu_4 = 0$.

We therefore observe that the ZMC, besides being hard-coded into the analytic structure of QSC [11], is also the condition which guarantees the presence of trivial zeros—a necessary property for short multiplets to be capable of joining.

3.5. **Full psu(2,2|4) Q-system**

To obtain the full Q-system from the distinguished Q-functions one needs to solve 12 first-order difference equations. We will here focus on determining $Q_{a|0}$ and $Q_{0|a}$ as the remaining Q-functions are easily reconstructed from these.
3.5.1. $Q_{a i \emptyset}$ from $Q$. All four $Q_{a i \emptyset}$ belong to the left compact Young diagram and should thus be rational. Their structure is

$$Q_{a i \emptyset} = \frac{q_{a i \emptyset}}{t^2}, \quad q_{a i \emptyset} = \sum_{k=0}^{p_{a i \emptyset}} c_k u^k. \quad (66)$$

The asymptotic powers $p_{a i \emptyset}$ can be found from power counting in the QQ-relations and are

$$p_{2 i \emptyset} = L - n_1^{2222} - 1, \quad p_{3 i \emptyset} = L - n_1^{2222}, \quad p_{4 i \emptyset} = L - n_1^{2222} + 1. \quad (67)$$

An easy way to find $Q_{a i \emptyset}$ is to simply fit polynomials to

$$Q_{a i \emptyset} = \det_{1 \leq a_i < |a_i|} \left( \Theta_{a_i \emptyset}^{[1]} + 1 - 2 \ell \right). \quad (68)$$

In practice, one can first fix $Q_{2 i \emptyset}$ from $Q_{12 i \emptyset} = 0, 0$, then fix $Q_{3 i \emptyset}$ from $Q_{123 i \emptyset} = 0, 0$, and finally $Q_{4 i \emptyset}$ from $Q_{1234 i \emptyset} = 0, 0$.

3.5.2. $Q_{a j \emptyset}$ from $Q$. $Q_{a j 2}$ belongs to the left compact diagram and should be rational. Its structure is

$$Q_{a j 2} = u^2 q_{a j 2}, \quad q_{a j 2} = \sum_{k=0}^{p_{a j 2}} c_k u^k, \quad p_{a j 2} = n_2^{2222} + 1. \quad (69)$$

and it can be found by fitting a polynomial to

$$Q_{a j 12} = Q_{a j 1}^+ Q_{a j 2} - Q_{a j 1}^+ Q_{a j 12}^+. \quad (70)$$

$Q_{a j 3}$ and $Q_{a j 4}$ do not belong to the left or right compact diagram and are thus not expected to be rational. The basic QQ-relation $Q_{a j 3} Q_{a j 312} = \ldots$ can be rewritten as

$$Q_{a j 3} = Q_{a j 2} \Psi \left( \frac{Q_{a j 1} Q_{a j 123}}{Q_{a j 12} Q_{a j 12}^+} \right) - Q_{a j 1} \Psi \left( \frac{Q_{a j 12} Q_{a j 123}}{Q_{a j 12} Q_{a j 12}^+} \right). \quad (71)$$

As we explain in appendix B.1, evaluating these $\Psi$-operations leads to poles only at $i \mathbb{Z}$. Also, the way we choose to define $\Psi$ leads to poles only in the lower half-plane, $\text{Im} (u) < 0$.

Similarly the QQ-relation $Q_{a j 4} Q_{a j 412} = \ldots$ can be rewritten as

$$Q_{a j 4} = Q_{a j 2} \Psi \left( \frac{Q_{a j 1} Q_{a j 124}}{Q_{a j 12} Q_{a j 12}^+} \right) - Q_{a j 1} \Psi \left( \frac{Q_{a j 12} Q_{a j 124}}{Q_{a j 12} Q_{a j 12}^+} \right). \quad (72)$$

$Q_{a j 124}$ belongs to the right compact Young diagram, i.e. it is rational, and it can be found by fitting a polynomial to

$$Q_{a j 12} Q_{a j 1234} = Q_{a j 2}^+ Q_{a j 123} Q_{a j 124} - Q_{a j 123}^+ Q_{a j 124}^+. \quad (73)$$

3.5.3. $Q_{aj}$ from $Q_{a\emptyset}$ and $Q_{ai\emptyset}$. To generate $Q_{aj}$ from $Q_{a\emptyset}$ and $Q_{ai\emptyset}$ one simply has to solve the first order difference equation (44c),

---

15 Define the difference operator, $\nabla$, by $\nabla (f) \equiv f - f^{[2]}$. The operation $\Psi$ is defined as the inverse of this function, $\Psi (\nabla (f)) = f + \mathcal{P}$, where $\mathcal{P}$ is an arbitrary $i$-periodic function. The $\Psi$-operation can be represented as $\Psi (f) = \sum_{m \neq 0} f^{[2m]}$ when the sum converges. See also [15].
\{Q_{\mathcal{A}|I}(u)\} \leftrightarrow \{Q_{\mathcal{A}|I}(-u)\}

\{Q^H_{\mathcal{A}|I}(u)\} \leftrightarrow \{Q^H_{\mathcal{A}|I}(-u)\}

Figure 20. All solutions come in sets related by parity and Hodge transformation. In some cases, one or all of these transformations map a solution to itself.

\[ Q_{a|J} = -\Psi \left( Q_{a[0]}^+ Q_{\emptyset[J]}^+ \right). \] (74)

3.5.4. The rest. All other \(\mathfrak{psu}(2,2|4)\) Q-functions can be generated by taking determinants of \(Q_{a[0]}, Q_{\emptyset[J]}\) and \(Q_{a|J}\) [12]:

\[
Q_{a_1,...,a_n|j_1,...,j_m} = \begin{cases} 
\epsilon^{k_1,...,k_n} \prod_{r=1}^{m} Q_{a|k_r}^{[\pm a,n\mp m]} \prod_{s=1}^{n-m} Q_{\emptyset|[\mu_{n-s}]}^{[n-m+1-2s]} & m < n \\
\epsilon^{k_1,...,k_n} \prod_{r=1}^{m} Q_{a|k_r}^{[\pm a,n\mp m]} \prod_{s=1}^{n-m} Q_{\emptyset|[\mu_{n-s}]}^{[n-m+1-2s]} & n = m \\
\epsilon^{k_1,...,k_n} \prod_{r=1}^{n} Q_{a|k_r}^{[\pm a,n\mp m]} \prod_{s=1}^{m-n} Q_{\emptyset|[\mu_{n-s}]}^{[n-m+1-2s]} & m > n 
\end{cases}. \] (75)

Note that only poles in the lower half-plane, at \(u = -iN\) for an odd number of indices and at \(u = -i(n/2 + N)\) for an even number of indices, develop.

At first sight, solving the difference equations (74) introduces constant ambiguities, but these can be fixed by recovering the distinguished Q-functions via (75) and comparing to the original values found via the algorithm of section 3.3, which were used to generate \(Q_{a[0]}\) and \(Q_{\emptyset[J]}\).

3.6. Symmetries

Certain transformations of the Q-functions leave the QQ-relations invariant. We mention only those that do not spoil the analytic structure of the Q-functions, and we refer to [12, 27] for a more complete treatment.

3.6.1. X-rescalings. As a specific case of the gauge transformations described in [12, 27], the QQ-relations and monodromy properties at finite coupling are invariant under the rescalings

\[
Q_{a|J} \rightarrow x^{[|J|\not\equiv |a|]} Q_{a|J},
\] (76)

where \(x\) is the Zhukovsky variable defined by \(x + \frac{1}{2} = \frac{u}{g}\). At weak coupling the leading contribution to \(x = \frac{u}{g} + \mathcal{O}(g)\) is simply proportional to \(u\). So, as the overall normalisation of the Q-functions is irrelevant in our discussion, the transformation of the one-loop Q-system simply amounts to

\[
Q_{a|J} \rightarrow u^{[|J|\not\equiv |a|]} Q_{a|J}.
\] (77)

When it is specified to \(Q_{a,a}\), it becomes (58).

3.6.2. H-symmetry. The generation of the full Q-system from \(Q\) required the solution of a number of difference equations. The solution of such equations always introduce an arbitrary
$i$-periodic function. The Q-functions all have integer powers in their large $u$ asymptotics. If we furthermore require that the functions are analytic in the upper half-plane, $\text{Im}(u) > 0$, then the only allowed $i$-periodic function is a constant. The corresponding symmetry is dubbed $H$-symmetry and corresponds to the transformations

$$Q_{a_1, \ldots, a_n|j_1, \ldots, j_n} \rightarrow H_{a_1}^{b_1} \cdots H_{a_n}^{b_n} H_{j_1}^{k_1} \cdots H_{j_n}^{k_n} Q_{b_1, \ldots, b_n|k_1, \ldots, k_n}.$$  

(78)

There are certain restrictions on these transformations. The one relevant in this paper is that the distinguished Q-functions should not be affected by (78). In fact, the distinguished Q-functions are most properly defined as such $Q_{\mathcal{A}|I}$ that $Q_{\mathcal{A}|I}/\Phi_{\mathcal{A}}$ is a polynomial and it is the polynomial of the lowest possible degree among all\textsuperscript{16} polynomials $Q_{\mathcal{A}|J}/\Phi_{\mathcal{J}}$ with $|\mathcal{A}| = a, |J| = s$. Then $H$-rotations are used to reconcile notation (45) with this property.

There are other restrictions on $H$-rotations which are needed to properly reflect the match of large-$u$ asymptotic of Q-system with representation theory, but the symmetry is never fully constrained, and we need to make some agreement to fix it when solving equations in section 3.5.4.

3.6.3. Relations between solutions. As the QSC equations are invariant under the parity transformation $u \leftrightarrow -u$, then if \{\(Q_{\mathcal{A}|I}(u)\)\} is a solution to the Q-system, \{\(Q_{\mathcal{A}|I}(-u)\)\} will be as well. In some cases, the two Q-systems will be identical, and we call such solutions parity invariant.

Similarly, the Hodge dual of \{\(Q_{\mathcal{A}|I}\)\}, which we denote by \{\(Q_{\mathcal{A}|I}^H\)\} \(\equiv \{Q_{\mathcal{A}|J}\}\) and define through

$$Q_{\mathcal{A}|I}^H \equiv (-1)^{|\mathcal{A}|J} e^{\lambda A} e^{\lambda J} Q_{\mathcal{A}|J},$$

(79)

will also be a solution, though in general to a Q-system with different boundary conditions. However, for some states the two sets of Q-functions are identical, and we call these Hodge invariant.

Hodge invariance can occur when the left and right compact Young diagrams are identical, i.e. in the 2222 grading

$$n_1 = L - n_4,$$

$$n_2 = L - n_3,$$

$$n_4 = n_2,$$

$$n_3 = n_1.$$  

(80)

This is also referred to as left/right symmetry. When a state is left/right symmetric (80), it implies that either $\{Q_{\mathcal{A}|I}(u)\} = \{Q_{\mathcal{A}|I}^H(u)\}$ or $\{Q_{\mathcal{A}|I}(u)\} = \{Q_{\mathcal{A}|I}^H(-u)\}$ (or both). An overview of the related solutions is given in figure 20.

4. Conclusions

We have provided a classification of the symmetry multiplets that appear in the spectrum of the AdS$_5$/CFT$_4$ correspondence. We focused on the interpretation of these states as single-trace operators in SYM at $g = 0$, and we found it convenient to use oscillator numbers, or equivalently Young diagrams, to label the multiplets.

The notion of the extension of a non-compact Young diagram naturally emerged in our studies from the basic power-counting of the distinguished Q-functions. Given its natural appearance, we believe that it should be a useful combinatorial object deserving further study.

\textsuperscript{16} To be precise, it is the one of lowest degree in the Young diagram Q-system.
e.g. to study characters and combinatorics of non-compact representations. In fact, we have already benefited from the Young diagram extensions: using that such an extension encodes equivalently a representation of a compact $su(N)$ algebra, we generated the explicit multiplet content of SYM using solely $su(N)$ characters.

The explicit computation of the spectrum has previously been limited by the inefficiency of solving nested Bethe equations. By a more careful treatment of the underlying Q-system, we have managed to circumvent the direct usage of these equations and, along with significantly improved computation speed, we also cured some of the diseases of the Bethe equations related to under- or over-counting. The proposed method straightforwardly produces the number of solutions predicted by combinatorics. The solutions that can be found within fifteen minutes on a standard laptop are marked in appendix A.3. We refer the reader to our supplemental Mathematica notebook for the explicit results.

The findings of this paper will serve as the seed for our upcoming work about the planar AdS$_5$/CFT$_4$ spectrum. This will contain an implemented algorithm to calculate perturbative corrections for any state to, in principle, any order $[62]$. We also expect that our classification and perturbative results can serve as the starting point for a concrete algorithm to determine the numerical spectrum of any operator at arbitrary coupling, by a generalisation of $[17]$ or $[20]$.
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Appendix A. Representation theory details

A.1. Quantum numbers in the literature

In this appendix we provide a dictionary between the oscillator numbers $n$ and often encountered parametrisations of the quantum numbers in the literature.

A.1.1. $S^5$ and AdS$_5$ spins: $J$, $S$ and $\Delta_0$. A typical notation for the quantum numbers is the $SO(6) \times SO(2, 4)$ Cartan charges $\{J_1, J_2, J_3, \Delta_0, S_1, S_2\}$. These are related to the oscillator numbers through

\[
\begin{align*}
J_1 &= \frac{n_{f_1} + n_{f_2} - n_{f_3} - n_{f_4}}{2} \\
J_2 &= \frac{n_{f_1} - n_{f_2} + n_{f_3} - n_{f_4}}{2} \\
J_3 &= \frac{-n_{f_1} + n_{f_2} + n_{f_3} - n_{f_4}}{2} \\
\Delta_0 &= L + \frac{n_{a_1} + n_{a_2}}{2} = \frac{n_f}{2} + n_a \\
S_1 &= \frac{-n_{b_1} + n_{b_2} + n_{a_1} - n_{a_2}}{2} \\
S_2 &= \frac{-n_{b_1} + n_{b_2} - n_{a_1} + n_{a_2}}{2}.
\end{align*}
\]  

(A.1)
We find complete agreement with the results in [48]. Our algorithm finds the $\mathbb{Q}$-system for all these multiplets in a matter of minutes.

A.1.2. Dynkin labels. Another convention encountered in the literature, e.g. [48], is to use the so(4) Dynkin labels $[s_1, s_2]$ and so(6) labels $[q_1, p, q_2]$, which are related to the oscillator numbers by

$$s_1 = n_{t_4} - n_{t_6}, \quad s_2 = n_{t_4} - n_{t_6}, \quad q_1 = n_{t_4} - n_{t_6}, \quad p = n_{t_4} - n_{t_6}, \quad q_2 = n_{t_4} - n_{t_6}.$$  \hspace{1cm} (A.2)

Additionally $\Delta_0, L$, and the hypercharge

<table>
<thead>
<tr>
<th>$\Delta_{2222}$</th>
<th>Multiplets</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>1 · [0,0,1,1,1,0,0]</td>
</tr>
<tr>
<td>3</td>
<td>1 · [0,0,0,0,2,2,1,0,0]</td>
</tr>
<tr>
<td>4</td>
<td>1 · [0,0,0,0,3,2,2,1,0,0] 1 · [0,0,0,0,2,2,1,0,0] 1 · [0,0,2,2,2,2,0,0]</td>
</tr>
<tr>
<td>5</td>
<td>1 · [0,0,0,3,3,3,1,0,0] 2 · [0,0,0,4,2,2,2,0,0] 2 · [0,0,0,4,2,2,2,1,0,0]</td>
</tr>
<tr>
<td>6</td>
<td>1 · [0,0,1,1,1,1,0,0] 1 · [0,0,1,1,1,1,0,0] 1 · [0,0,1,1,1,1,0,0] 1 · [0,2,4,4,3,1,0,0]</td>
</tr>
<tr>
<td>1</td>
<td>[0,0,1,1,1,1,0,0] 1 · [0,0,1,1,1,1,0,0] 1 · [0,0,1,1,1,1,0,0] 1 · [0,2,4,4,3,1,0,0]</td>
</tr>
<tr>
<td>2</td>
<td>[0,0,0,2,2,2,2,1,0,0]</td>
</tr>
<tr>
<td>3</td>
<td>[0,0,0,2,2,2,2,1,0,0]</td>
</tr>
<tr>
<td>4</td>
<td>[0,0,0,4,4,3,1,0,0]</td>
</tr>
<tr>
<td>5</td>
<td>[0,0,0,5,4,2,1,0,0]</td>
</tr>
<tr>
<td>6</td>
<td>[0,0,1,2,2,1,1,0,0]</td>
</tr>
<tr>
<td>7</td>
<td>[0,0,2,2,2,2,1,0,0]</td>
</tr>
<tr>
<td>8</td>
<td>[0,0,3,3,3,2,2,1,0,0]</td>
</tr>
<tr>
<td>9</td>
<td>[0,0,4,4,4,4,0,0,0]</td>
</tr>
</tbody>
</table>

Table A1. Spectrum of unprotected multiplets $[n_{\theta i} | n_{\theta j}]_{2222}$ with $\Delta_{2222} \leq 2$. They alone are enough to specify the multiplet at finite coupling, but not at zero coupling, except in the case when both shortening conditions (23) are satisfied.
<table>
<thead>
<tr>
<th>$\Delta_{2222}$</th>
<th>Multiplets</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>2 · [0, 0, 2, 2, 1, 1[4, 0]</td>
</tr>
<tr>
<td></td>
<td>2 · [0, 2, 5, 4, 4, 1[0, 0]</td>
</tr>
<tr>
<td></td>
<td>2 · [0, 4, 4, 3, 3, 0, 0]</td>
</tr>
<tr>
<td></td>
<td>3 · [0, 0, 5, 3, 1, 1[2, 0]</td>
</tr>
<tr>
<td></td>
<td>3 · [1, 2, 2, 2, 2, 2, 1]</td>
</tr>
<tr>
<td></td>
<td>4 · [0, 3, 4, 4, 1, 1, 0]</td>
</tr>
<tr>
<td></td>
<td>6 · [0, 1, 5, 5, 1, 1, 1, 0]</td>
</tr>
<tr>
<td></td>
<td>6 · [0, 2, 2, 2, 2, 2, 3, 0]</td>
</tr>
<tr>
<td></td>
<td>7 · [0, 4, 3, 3, 2, 2, 0, 0]</td>
</tr>
<tr>
<td></td>
<td>8 · [0, 1, 3, 3, 3, 1, 1, 0]</td>
</tr>
<tr>
<td></td>
<td>10 · [0, 0, 3, 3, 2, 2, 1, 1]</td>
</tr>
<tr>
<td></td>
<td>10 · [0, 2, 5, 5, 2, 2, 0, 0]</td>
</tr>
<tr>
<td></td>
<td>12 · [0, 1, 2, 2, 2, 2, 3, 0]</td>
</tr>
<tr>
<td></td>
<td>14 · [0, 2, 3, 3, 3, 1, 0, 0]</td>
</tr>
<tr>
<td></td>
<td>16 · [0, 0, 4, 2, 2, 2, 2, 0]</td>
</tr>
<tr>
<td></td>
<td>18 · [0, 1, 3, 2, 2, 1, 3, 0]</td>
</tr>
<tr>
<td></td>
<td>18 · [0, 3, 4, 3, 3, 2, 0, 0]</td>
</tr>
<tr>
<td></td>
<td>22 · [0, 1, 5, 3, 2, 2, 1, 0]</td>
</tr>
<tr>
<td></td>
<td>24 · [0, 2, 4, 4, 3, 3, 0, 0]</td>
</tr>
<tr>
<td>74 · [0, 1, 4, 3, 3, 2, 1, 0]</td>
<td></td>
</tr>
</tbody>
</table>

Table A2. Spectrum of unprotected multiplets $|n_b|/|n_a|^{2222}$ with $\Delta_{2222} = 7$ and $\Delta_{2222} = 15$. 
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### Table A3. Spectrum of unprotected multiplets $|\eta_0|\eta_1|\eta_2\rangle$ with $\Delta_{0}^{\Delta_{222}} = 8$.

<table>
<thead>
<tr>
<th>$\Delta_{0}^{\Delta_{222}}$</th>
<th>Multiplets</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$[0, 0, 1, 1, 1, 6, 0]$, $[0, 0, 5, 1, 1, 4, 0]$, $[0, 0, 4, 1, 1, 1, 6, 0]$, $[0, 0, 5, 5, 1, 0, 0]$</td>
</tr>
<tr>
<td>1</td>
<td>$[0, 6, 1, 1, 1, 6, 0]$, $[0, 6, 2, 2, 2, 2, 2]$, $[0, 0, 6, 2, 2, 2, 3, 1]$, $[0, 6, 2, 2, 2, 4, 0]$</td>
</tr>
<tr>
<td>1</td>
<td>$[0, 6, 3, 3, 3, 1, 1]$, $[0, 6, 4, 4, 4, 0, 0]$</td>
</tr>
<tr>
<td>1</td>
<td>$[0, 2, 2, 1, 1, 1, 6, 0]$, $[0, 2, 3, 3, 3, 0, 0]$, $[0, 0, 3, 3, 3, 1, 1]$, $[0, 1, 3, 1, 1, 1, 6, 0]$</td>
</tr>
<tr>
<td>2</td>
<td>$[0, 5, 3, 3, 3, 1, 0]$, $[0, 6, 3, 3, 3, 2, 0]$</td>
</tr>
<tr>
<td>3</td>
<td>$[0, 0, 6, 2, 2, 2, 1, 1]$, $[0, 6, 2, 2, 2, 2, 0]$</td>
</tr>
<tr>
<td>3</td>
<td>$[0, 2, 2, 2, 2, 2, 2]$, $[0, 0, 7, 4, 4, 1, 0, 0]$</td>
</tr>
<tr>
<td>4</td>
<td>$[0, 5, 4, 4, 4, 2, 0]$, $[0, 0, 2, 2, 2, 2, 2]$, $[0, 0, 2, 2, 2, 3, 1]$, $[0, 0, 6, 4, 1, 1, 2]^0$</td>
</tr>
<tr>
<td>5</td>
<td>$[0, 2, 6, 6, 3, 1, 0, 0]$, $[0, 2, 4, 2, 2, 2, 2]$, $[0, 1, 2, 2, 2, 2, 2]$</td>
</tr>
<tr>
<td>5</td>
<td>$[0, 2, 2, 2, 2, 2, 4, 0]$</td>
</tr>
<tr>
<td>6</td>
<td>$[0, 0, 7, 3, 3, 3, 0, 0]$, $[0, 5, 3, 3, 2, 2, 1, 1]$</td>
</tr>
<tr>
<td>7</td>
<td>$[0, 0, 4, 2, 1, 1, 4, 0]$, $[0, 7, 6, 2, 1, 0, 0]$</td>
</tr>
<tr>
<td>8</td>
<td>$[0, 0, 6, 3, 2, 1, 2, 0]$, $[0, 1, 2, 2, 1, 1, 5, 0]$</td>
</tr>
<tr>
<td>8</td>
<td>$[0, 2, 6, 5, 4, 1, 0, 0]$, $[0, 4, 3, 3, 1, 1, 4, 0]$</td>
</tr>
<tr>
<td>9</td>
<td>$[0, 4, 3, 2, 1, 1, 4, 0]$</td>
</tr>
<tr>
<td>10</td>
<td>$[0, 0, 5, 3, 3, 1, 1, 0]$, $[0, 4, 2, 2, 2, 2, 3, 1]$</td>
</tr>
<tr>
<td>10</td>
<td>$[0, 5, 3, 2, 2, 3, 0, 0]$</td>
</tr>
<tr>
<td>11</td>
<td>$[0, 5, 3, 2, 2, 3, 0, 0]$</td>
</tr>
<tr>
<td>12</td>
<td>$[0, 5, 2, 2, 2, 1, 0, 0]$, $[0, 1, 6, 5, 2, 1, 0]$</td>
</tr>
<tr>
<td>13</td>
<td>$[0, 3, 3, 3, 3, 1, 1]$, $[0, 4, 3, 3, 3, 1, 1]$</td>
</tr>
<tr>
<td>14</td>
<td>$[0, 3, 3, 3, 3, 0, 0]$, $[0, 2, 6, 6, 3, 0, 0]$</td>
</tr>
<tr>
<td>15</td>
<td>$[0, 2, 2, 2, 2, 1, 0, 0]$, $[0, 2, 4, 4, 4, 0, 0]$</td>
</tr>
<tr>
<td>16</td>
<td>$[0, 2, 2, 2, 2, 4, 0]$</td>
</tr>
<tr>
<td>17</td>
<td>$[0, 0, 6, 6, 2, 2, 0, 0]$</td>
</tr>
<tr>
<td>18</td>
<td>$[0, 0, 6, 3, 3, 3, 2, 0]$</td>
</tr>
<tr>
<td>19</td>
<td>$[0, 1, 3, 3, 3, 1, 1]$, $[0, 3, 3, 3, 3, 2]$</td>
</tr>
<tr>
<td>20</td>
<td>$[0, 3, 3, 3, 3, 0, 0]$</td>
</tr>
<tr>
<td>21</td>
<td>$[0, 3, 3, 2, 2, 2, 0]$</td>
</tr>
<tr>
<td>22</td>
<td>$[0, 3, 3, 2, 2, 0, 0]$</td>
</tr>
<tr>
<td>23</td>
<td>$[0, 3, 3, 2, 1, 1, 0]$</td>
</tr>
<tr>
<td>24</td>
<td>$[0, 2, 5, 4, 2, 1, 2, 0]$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$\Delta_{0}^{\Delta_{222}}$</th>
<th>Multiplets</th>
</tr>
</thead>
<tbody>
<tr>
<td>8</td>
<td>$[0, 0, 4, 3, 1, 2, 0, 0]$</td>
</tr>
<tr>
<td>9</td>
<td>$[0, 0, 4, 3, 1, 2, 0, 0]$</td>
</tr>
<tr>
<td>10</td>
<td>$[0, 1, 4, 2, 2, 2, 1, 1]$</td>
</tr>
<tr>
<td>11</td>
<td>$[0, 1, 5, 3, 3, 3, 0, 0]$</td>
</tr>
<tr>
<td>12</td>
<td>$[0, 2, 5, 4, 2, 1, 2, 0]$</td>
</tr>
<tr>
<td>13</td>
<td>$[0, 3, 3, 2, 2, 2, 0, 0]$</td>
</tr>
<tr>
<td>14</td>
<td>$[0, 3, 3, 2, 2, 0, 0]$</td>
</tr>
<tr>
<td>15</td>
<td>$[0, 3, 3, 2, 1, 1, 0]$</td>
</tr>
<tr>
<td>16</td>
<td>$[0, 3, 3, 2, 1, 0, 0]$</td>
</tr>
<tr>
<td>17</td>
<td>$[0, 3, 3, 2, 0, 0]$</td>
</tr>
<tr>
<td>18</td>
<td>$[0, 3, 3, 1, 1, 1, 1]$, $[0, 4, 3, 3, 3, 0, 0]$</td>
</tr>
<tr>
<td>19</td>
<td>$[0, 4, 3, 3, 1, 0]$</td>
</tr>
</tbody>
</table>
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are specified. Then the multiplet is described by the data\textsuperscript{17} \([\Delta_0; s_1, s_2; q_1, p, q_2]^B_L\).

A.2. Efficient computation of the sum of states

In this appendix we explain how the relevant terms in the sum of states

\[ \Delta_V Z = \sum_{\lambda} c_\lambda W_\lambda \]  

(A.4)

can be generated for high rank of the considered group.

\textbf{Step 1} List all possible dominant terms. These correspond to all strictly decreasing partitions of \(\Delta_{\text{max}} \cdot L + \Delta_{\text{max}}(2\Delta_{\text{max}} - 1)\) into \(2\Delta_{\text{max}}\) numbers, with the restriction that the first number does not exceed \(L + 2\Delta_{\text{max}} - 1\) (for \(\Delta_{\text{max}} > 2\) the last \(\Delta_{\text{max}} - 2\) numbers satisfy a stronger upper bound).

Example: For \(\Delta_{\text{max}} = 2\) and \(L = 2\), the possible dominant terms (all allowed length-4 partitions of 10) are \(x_1^4 x_2^4 x_3, x_1^3 x_2^2 x_3, x_1^2 x_2^3 x_3, x_1^2 x_2^2 x_3^2\).

\textbf{Step 2} For each dominant term, list all possible contributions from \(\Delta_V\) and the corresponding contribution from \(Z\). No row in the contribution from \(Z\) can exceed \(L\).

Example: The term \(x_1^4 x_2^2 x_3^2\) can arise from \(x_1^4 x_2^3 x_3 \cdot x_1 x_2 x_3\) and from \(x_1^3 x_2^2 x_3^2 \cdot x_1^2 x_2^2\).

\textbf{Step 3} The terms from \(\Delta_V\) come with a factor of \(\pm 1\). Each term in \(Z\) comes with a coefficient that can be found by counting the number of ways that the term can be constructed from building blocks of the kind \(x_1^a x_2^b \cdots x_{\Delta_{\text{max}}}^c\).

Example: \(x_1^3 x_2 x_3\) must stem from \(\chi_1(x^1)^3\) and can come from \(x_1 x_2 \cdot x_1 x_3\) and \(x_1 x_3 \cdot x_1 x_2\). Thus its coefficient in \(Z\) is 2. \(x_1^2 x_2^2\) can stem from \(\chi_1(x^1)^2\), and can only arise as \(x_1 x_2 \cdot x_1 x_2\), but it can also stem from \(\chi_1(x^2)^1\), again with coefficient 1. So its coefficient in \(Z\) is also 2.

\textbf{Step 4} For each dominant term add up all contributions to \(\Delta_V Z\).

Example: The term \(x_1^2 x_2^2 x_3^2\) comes with a coefficient \(2 \cdot (-1) + 2 \cdot 1 = 0\) in \(\Delta_V Z\).

An implementation of this algorithm can be found in the ancillary Mathematica notebook.

A.3. Multiplets with \(\Delta_0^{2222} \leq 8\)

Tables A1, A2 and A3 list all multiplets with \(\Delta_0^{2222} \leq 8\). Multiplets for which the corresponding \(Q\)-system is not found by our Mathematica-implementation of the solution algorithm described in section 3.3 within 15 min on a standard laptop are marked in grey.

Appendix B. Difference equations

B.1. Cancellations of apparent poles at Bethe roots

Consider the standard QQ-relation

\textsuperscript{17} Sometimes, a parity label is also given to a state related to its eigenvalue under the parity transformation \(\Pi|\Phi_1 \Phi_2 \cdots \Phi_N\rangle = (-1)^N|\Phi_N \Phi_{N-1} \cdots \Phi_1\rangle\). This does not influence the weights, but it is related to parity properties of the Q-system related to the multiplet.
\[ Q_{ab} Q_0 = Q^+_a Q^-_b - Q^-_a Q^+_b \quad \Rightarrow \quad Q_b = Q_a \Psi \left( \frac{Q_{ab} Q_0}{Q_a Q_0^{(2)}} \right) \quad (B.1) \]

and use that all Q-functions are allowed to have poles only at \( i\mathbb{Z} \) (or \( i(\frac{1}{2} + \mathbb{Z}) \) for an even number of indices). Then it should be that apparent poles coming from non-trivial zeros of \( Q_a \) in the argument of \( \Psi \) cancel out. We are going to derive an expression which explicitly accounts for this cancellation.

We consider only the case when all Q-functions on the right-hand side of (B.1) are rational. If \( Q_{ab} \) involves \( \Psi \)-functions, an equivalent nested argument can be generated. Rewrite the Q-functions as

\[ Q_A = \frac{q_A P_A}{r_A}, \quad (B.2) \]

where \( p_A \) and \( r_A \) are fused factors of \( u \) of the type \( \prod (u + in)^k \) (or \( \prod (u + in + \frac{1}{2})^k \) for \( |A| \) even), where \( n \in \mathbb{Z} \), and \( q_A \) contains no such factors. Then it is possible to uniquely split the argument of the \( \Psi \)-summation in (B.1) as

\[ \frac{Q_{ab} Q_0}{Q_a Q_0^{(2)}} = \frac{q_{ab} q_0^+}{q_a q_0^+} \frac{p_{ab} q_a^+ R_{ab}^+}{p_a q_a^+ R_a^+} = \frac{A}{q_a} + \frac{B}{q_a^+} + \frac{C R + D}{q_a} \quad (B.3) \]

where \( R \) and \( P \) are polynomials, and where \( A \) and \( B \) are polynomials of lower degree than \( q_a \); \( C \) is a polynomial of lower degree than \( R \), and \( D \) is a polynomial of at most the total asymptotic degree of the left-hand side. The polynomials \( A, B, C \) and \( D \) can be fixed by simply matching coefficients of individual powers in

\[ q_{ab} q_0^+ P = A q_a^{++} R + B q_a R + C q_a q_a^{++} + D q_a q_a^{++} R. \quad (B.4) \]

Now,

\[ Q_b = Q_a \Psi \left( \frac{Q_{ab} Q_0}{Q_a Q_0^{(2)}} \right) = Q_a \left( \frac{A}{q_a} + \Psi \left( \frac{A^{++} + B}{q_a^{++}} \right) + \Psi \left( \frac{C}{R} + D \right) \right) \]

\[ = \frac{p_a A}{r_a} + Q_a \Psi \left( \frac{A^{++} + B}{q_a^{++}} \right) + Q_a \Psi \left( \frac{C}{R} + D \right). \quad (B.5) \]

In this expression, the only potential poles away from \( i\mathbb{Z} \) arise from the second term. Then it should be that \( A^{++} + B = 0 \), since \( A^{++} + B \) is of lower degree than \( q_a \) and thus unable to cancel the poles otherwise. Conclusion:

\[ Q_b = \frac{p_a A}{r_a} + Q_a \Psi \left( \frac{C}{R} + D \right). \quad (B.6) \]
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