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Abstract

It is shown how exactly solved edge interaction models on the square lattice, may be extended onto more general planar graphs, with edges connecting a subset of next nearest neighbour vertices of $\mathbb{Z}^3$. This is done by using local deformations of the square lattice, that arise through the use of the star–triangle relation. Similar to Baxter’s $Z$-invariance property, these local deformations leave the partition function invariant up to some simple factors coming from the star–triangle relation. The deformations used here extend the usual formulation of $Z$-invariance, by requiring the introduction of oriented rapidity lines which form directed closed paths in the rapidity graph of the model. The quasi-classical limit is also considered, in which case the deformations imply a classical $Z$-invariance property, as well as a related local closure relation, for the action functional of a system of classical discrete Laplace equations.
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1. Introduction

The star–triangle relation is a special form of the Yang–Baxter equation, for two-dimensional edge interaction models of statistical mechanics, where spins are located at vertices of a lattice, and interactions take place between neighbouring spins connected by lattice edges. Well known examples of such edge interaction models, include the chiral Potts model [1, 2], Kashiwara–Miwa model [3, 4], Fateev–Zamolodchikov $Z_N$-model [5], and the Ising model [6, 7]. Each of these models involve interacting spins which take a discrete set of integer values.

There are also edge interaction models involving spins which take a continuous set of real values, including the Zamolodchikov ‘fishing-net’ model [8], that describes certain planar Feynman diagrams in quantum field theory, and the Faddeev–Volkov model [9–11], connected with the quantization of discrete conformal transformations, and a few others [12–15]. The
most general known models in this class were recently obtained [16–19], which include all of the above mentioned discrete/continuous spin edge interaction models as limiting cases.

For edge interaction models, the star–triangle relation is a condition of integrability, implying that the row-to-row transfer matrices of the model commute, which, through the method of Baxter [20], allows for an exact calculation of the partition function in the thermodynamic limit. The same star–triangle relation implies a related property for integrable models known as $Z$-invariance [21, 22], whereby the partition function is invariant up to simple factors, under continuous deformations of the rapidity graph associated to the model. Using this property, an integrable lattice model can be defined on general ‘Baxter’ graphs [21–23], and the properties of the latter model can be related to the usual square lattice model. Due to its association with integrability, the use of the $Z$-invariance property is quite extensive, for example it has played key roles in various studies of the Ising model [24–30], the derivation of the order parameter of the chiral Potts model [23, 31–33], relating integrable lattice models with isoradial embeddings of graphs and circle patterns [10, 27], and relating continuous spin lattice models with supersymmetric quiver gauge theories [34].

This paper introduces a new extension of the concept of $Z$-invariance for edge interaction models. This is done by first reformulating the edge interaction model on the square lattice, as a type of face interaction model, where spins are connected on a diagonal of two types of oriented elementary squares, shown below. These squares are used as building blocks of a two-dimensional surface, which contains an edge interaction model defined on a general planar graph, with edges connecting a subset of next nearest neighbour vertices of $\mathbb{Z}^2$. The partition function of the latter model is invariant, up to some simple factors, under local deformations of the faces, which take the form of ‘cubic flips’. Particularly, by using the deformations, this edge interaction model may be related to the usual model defined on the square lattice.

All of the required local deformations of the surface associated to the lattice model, are depicted in appendix, and are used to show $Z$-invariance in section 3.3. This formulation of $Z$-invariance allows for somewhat surprising changes to be made to the square lattice model. For instance, any interior edge of the lattice, can be taken an arbitrary distance out of the plane of the square lattice, at the cost of only introducing some simple factors to the partition function. Graphically this corresponds to repeated applications of the deformations appearing in figure A1. Note also that the deformations in the latter figure, involve rapidity lines which form directed closed paths around the faces and the vertices (see also figure 10). This is something that distinguishes the deformations considered here, from the usual case of $Z$-invariance, where such configurations of rapidity lines are not permitted.

There is however still a limitation on the types of allowed deformations, since the Yang–Baxter equation is not satisfied when rapidity lines form directed closed paths around vertices. A consequence of this, is that the deformations of the surface must follow a particular ordering (although this is already required to an extent, since sequences of deformations are
generally non-commuting), and there is also a specific condition on the allowed configuration of elementary squares on the surface. This is explained in more detail in section 3.2.

The second part of this paper considers the quasi-classical (low temperature) limit of the above models of statistical mechanics, which has been shown [10, 16, 35] to lead to classical discrete integrable equations that satisfy the integrability condition known as ‘3D-consistency’ [36–38]. In this limit, the fluctuating spins of the lattice model approach a fixed ground state configuration, which is determined as the solution of a classical discrete integrable equation.

For example, the leading order quasi-classical expansion of the star–triangle relation, is described by a classical star–triangle relation, that is satisfied on solutions of a discrete integrable equation in the so called three-leg form. The latter three-leg equations have been identified [35] as classical equations in the classification given by Adler, Bobenko, and Suris (ABS) [38]. Similarly, the quasi-classical asymptotics of the partition function of the model, are determined by maximising an action functional for the system of classical ‘discrete Laplace equations’ [39, 40]. Consequently, the lattice model is interpreted as a quantum counterpart of the discrete Laplace system associated to an ABS equation, while the star–triangle relation itself may be interpreted as a quantum counterpart of a single ABS quad equation.

In section 4, it is shown that in the quasi-classical limit, the resulting action functional for the classical discrete Laplace equations also satisfies a classical Z-invariance property, quite analogous to that described for the corresponding statistical mechanical model. Similarly to the statistical mechanics case, the classical Z-invariance property is shown to be a consequence of a classical star–triangle relation. The classical Z-invariance is in fact closely connected to a so-called ‘closure relation’ for the action functional, that was introduced by Lobb and Nijhoff [41] for particular ABS systems involving three-point Lagrangians. It is shown here how the classical star–triangle relation, may be equivalently interpreted as the corresponding closure relation for the discrete Laplace system, defined in terms of two-point Lagrangians.

2. The star–triangle relation for exactly solved models

In this section, the star–triangle relation for edge interaction models is introduced, which plays the central role in the formulation of Z-invariance of this paper. The definition of the edge interaction model will be general in order to allow the Z-invariance property to be applicable to as wide a range of models as possible.

2.1. Square lattice model

Denote the square lattice by \( L \), with sets of edges, and vertices, \( E(L) \), and \( V(L) \), respectively. Vertices \( i \in V(L) \), are represented by solid (black) circles in figure 1, and two nearest neighbour vertices \( i, j \in V(L) \) are connected by an edge \( (ij) \in E(L) \).

A directed rapidity graph, denoted by \( \mathcal{L} \), is depicted in figure 1 as directed dotted lines crossing each edge of \( L \) at 45 degree angles. The horizontally and vertically directed rapidity lines, are respectively labelled by rapidity variables \( p \), and \( q \). There are two different types of edges of the lattice, shown in figure 2, which are distinguished by the crossing of the two rapidity lines. The set of edges of the first type in \( L \), will be denoted by \( E_1(L) \), and the set of edges of the second type will be denoted by \( E_2(L) \), as indicated in figure 2.

A spin variable \( x_i \) is assigned to each vertex \( i \in V(L) \). These spin variables take values in some subset of the integers, or the real numbers. Interactions take place between two spins \( x_i, x_j \), at nearest neighbour vertices \( i, j \). This interaction is characterised by the two types of Boltzmann weights \( W_{pq}(x_i, x_j) \), \( \overline{W}_{pq}(x_i, x_j) \), that are associated respectively with edges
$\mathbf{ij} \in E^{(1)}(L)$ and $\mathbf{ij} \in E^{(2)}(L)$, as indicated in figure 2. The Boltzmann weights are functions of the two spin variables $x_i, x_j$, and the rapidity variables $p$, and $q$, associated to an edge $\mathbf{ij}$.

The lattice model also depends on the vertex Boltzmann weight $S(x_i)$, that is a function of a single spin variable $x_i$, and is independent of any rapidity variables. Depending on the model, this weight may be unity, or otherwise has a non-trivial dependence on the spin variable $x_i$. The spins located on the boundary of the lattice $L$ are assigned some fixed values.

The partition function of the lattice model, is defined as

$$Z_0 = \sum_x \prod_{\mathbf{ij} \in E^{(1)}(L)} W_{pq}(x_i, x_j) \prod_{\mathbf{ij} \in E^{(2)}(L)} \overline{W}_{pq}(x_i, x_j) \prod_{i \in V_{\text{int}}(L)} S(x_i),$$

where the first and second products, are products of all Boltzmann weights associated to edges $\mathbf{ij} \in E^{(1)}(L)$, and $\mathbf{ij} \in E^{(2)}(L)$ respectively, and the third product, is a product of Boltzmann weights $S(x_i)$, associated to spins at interior vertices $i \in V_{\text{int}}(L)$. The sum $\sum_x$,
represents a sum over all values of interior spins $\sum_{x_1} \sum_{x_2} \cdots \sum_{x_n}$, where $x_1, x_2, \ldots, x_n$, are spins assigned to vertices $i_1, i_2, \ldots, i_n \in \mathcal{V}_{\text{int}}(L)$. For example, in the case of an $N$-state spin model, the $x_i$ are summed over values $x_i \in \mathbb{Z} \mod N$. The expression for the partition function (1), is for integer valued spin models, in the case of real valued continuous spin models, the sum should be replaced by an integration over all interior spin configurations.

2.2. Star–triangle relation

An integrability condition for the lattice model, is that the Boltzmann weights $W_{pq}(x_i, x_j)$, satisfy the Yang–Baxter equation. In this case, the Yang–Baxter equation takes the form of the following star–triangle relation

$$\sum_{x_0} S(x_0) W_{qp}(x_1, x_0) W_{p}(x_2, x_0) W_{pq}(x_0, x_3) = R_{pq} W_{qr}(x_2, x_3) W_{pr}(x_1, x_3) W_{pq}(x_2, x_1),$$

$$\sum_{x_0} S(x_0) W_{qp}(x_0, x_1) W_{p}(x_0, x_2) W_{pq}(x_3, x_0) = R_{pq} W_{qr}(x_3, x_2) W_{pr}(x_3, x_1) W_{pq}(x_1, x_2).$$

(2)

The second expression for the star–triangle relation (2), is depicted graphically in figure 3. The first expression is equivalent to reversing the orientation of the three rapidity lines, that appear on both sides of figure 3. For non-chiral models, where $W_{pq}(x_i, x_j) = W_{qp}(x_j, x_i)$, and $W_{pq}(x_i, x_j) = W_{pq}(x_j, x_i)$, the two expressions in (2) are equivalent.

For an $N$-state spin model, the sum in (2) is taken over all values of the interior spin $x_0 \in \mathbb{Z} \mod N$, for fixed values of the boundary spins $x_1, x_2, x_3$. The factor $R_{pq}$, is a spin independent factor that depends only on the value of the rapidity variables $p, q, r$. This can be factorised in the form $R_{pq} = f_{pq} f_{qr} / f_{pr}$, where the $f_{pq}$ depend only on the rapidity variables $p, q$ [42, 43]. The star–triangle relation (2), is a local condition on the Boltzmann weights, such that the row-to-row transfer matrices of the model commute, from which an exact expression for the partition function (1) may be determined in the thermodynamic limit [20].

Along with the star–triangle relation (2), the Boltzmann weights satisfy the following inversion relations

$$W_{pq}(x_i, x_j) W_{qp}(x_i, x_j) = 1,$$

$$\sum_{x_0} W_{pq}(x_i, x_0) S(x_0) W_{qp}(x_0, x_i) = f_{pq} f_{qp} S(x_i)^{-1} \delta_{x_i, x_j},$$

(3)

for all values of the spins $x_i, x_j$. The inversion relations (3) have the graphical interpretation given in figure 4. The star–triangle relation and inversion relations in figures 3 and 4 respectively, are also known to correspond to Reidemeister moves in knot theory [44].

For the purposes of this paper, the second inversion relation in (3) is actually only required for the case $x_i = x_j$ i.e. it is only required that the Boltzmann weights satisfy

$$\sum_{x_0} W_{pq}(x_i, x_0) S(x_0) W_{qp}(x_0, x_i) = f_{pq} f_{qp} S(x_i)^{-1} \delta_{x_i, x_j},$$

(4)

rather than the full relation given in (3). For discrete spin models the delta function on the right hand side is a constant $\delta_{x_i, x_j} = 1$, but for continuous spin models, this should formally be replaced with a Dirac delta function $\delta(0)$. Using (4) thus adds a divergent quantity to the partition function, which may be problematic, therefore the case where (4) is not required is also discussed towards the end of the next section.

As was mentioned in the introduction, a non-trivial consequence of the star–triangle relation (2) and inversion relations (3), is the property of $\mathbb{Z}$-invariance [21, 22], whereupon the
The partition function (1) remains invariant (up to simple factors) under continuous deformations of the rapidity graph $\mathcal{L}$, as long as the lines remain fixed at their boundary, and no directed closed paths are formed. The latter restriction arises, since the star–triangle and inversion relations are not satisfied, in cases where the rapidity lines form such directed closed paths. On the other hand, it will be seen that the introduction of certain rapidity lines, which result in directed closed paths in the rapidity graph, is essential to the formulation of $Z$-invariance of this paper. These types of rapidity lines and corresponding deformations are shown in figures 10 and A1, and may be derived from the star–triangle relation (2), and inversion relations (3).
3. Edge interaction model with vertices in $\mathbb{Z}^3$

In this section it will be shown how to generalise the model on the square lattice, to an edge interaction model on a planar graph $\mathcal{G}$, which has edges connecting a subset of next nearest neighbour vertices of $\mathbb{Z}^3$. This is done by reformulating the edge interaction model, as a type of face interaction model, and describing $\mathbb{Z}$-invariance in terms of ‘cubic’ deformations of the face model, given in appendix. As is usually the case with $\mathbb{Z}$-invariance, the partition function of the edge interaction model on the graph $\mathcal{G}$, will be shown to be equivalent to the partition function of the model on the square lattice $L$, up to some simple factors that come from the star–triangle relation (2), and inversion relations (3).

3.1. Two-dimensional surface associated to the square lattice model

To begin with, the lattice model of the previous section will be redefined, and associated to a two-dimensional surface, denoted by $\sigma_0$, as shown in figure 5. The main reason for associating the square lattice model with such a surface, is that the deformations of edge interaction models to be considered in this section, are more easily described in terms of ‘cubic’ deformations of the faces of this surface, rather than in terms of deformations of the actual edges of the model.

The surface $\sigma_0$ consists of elementary squares lying in a plane, with edges connecting nearest neighbour vertices of $\mathbb{Z}^2$. Let $V(\sigma_0)$, $E(\sigma_0)$, and $F(\sigma_0)$, denote respectively the sets of vertices, edges, and elementary squares (faces), of $\sigma_0$. Vertices $i \in V(\sigma_0)$, are depicted as both the black and white vertices in figure 5. Black vertices are connected by edges on diagonals of elementary squares, these diagonal edges do not belong to $E(\sigma_0)$, but together form a separate square lattice, $L$, equivalent to that in figure 1.

The directed rapidity graph, $\mathcal{L}$, is shown in figure 5, as the continuous directed dotted lines that cross edges $(ij) \in E(\sigma_0)$ perpendicularly, and cross edges $(ij) \in E(L)$ at 45 degree angles. Two unit vectors $e_i$ and $e_j$, are associated to two orthogonal lattice directions of $\sigma_0$, indicated in figure 5. Rapidity lines that are oriented in the $+e_i$ direction, are labelled by the variable $p$, and rapidity lines that are oriented in the $+e_j$ direction, are labelled by the variable $q$.

Spin variables $x_i$ are assigned only to black vertices $i \in V(L)$, while white vertices do not play any role for the definition of the lattice model. Spins on the boundary of $\sigma_0$ are prescribed some fixed values. The crossing of the directed rapidity lines on $\sigma_0$, distinguishes the two types of elementary squares shown in figure 6. These elementary squares have respectively the edges $(ij) \in E^{(1)}(L)$, and $(ij) \in E^{(2)}(L)$, on their diagonals, with associated Boltzmann weights $W_{pq}(x_i, x_j)$, $\overline{W}_{pq}(x_i, x_j)$, according to figure 2. The partition function of the edge interaction model on $L$, is given by (1), and the Boltzmann weights are required to satisfy the star–triangle relation (2), and inversion relations (3). This defines the integrable square lattice model of the previous section, on the surface $\sigma_0$.

3.2. General surface for an edge interaction model with vertices in $\mathbb{Z}^3$

In order to consider more general surfaces in three-dimensional space, that are not restricted to lie in a plane, it is useful to introduce some additional notations.

Let $n = (n_i, n_j, n_k)$, denote the coordinate of a vertex $i(n)$, in the orthonormal basis $\{e_i, e_j, e_k\}$. Oriented elementary squares, will be denoted by $\sigma_{ij}(n)$, with the subscripts referring to the lattice basis vectors. Specifically, in terms of vertex coordinates, an oriented elementary square is specified by the quadruple $\sigma_{ij}(n) = (n, n + e_i, n + e_j, n + e_k)$. For
brevity, the coordinate $n$ is not given if this does not cause ambiguity, and the elementary square will then be written simply as $\sigma_{ij}$. The four other types of oriented elementary squares used here, are denoted by $\sigma_{ik}, \sigma_{jk}, \sigma_{ki}, \sigma_{kj}$, and are always distinguished from each other by the unit vectors indicated in the subscripts. A sixth possible type of oriented elementary square, $\sigma_{ji}$, will not be used.

Directed rapidity lines labelled $p$, $q$, and $r$, are assigned to the different elementary squares, according to figures 6 and 7. A new type of rapidity line labelled $r$ has been introduced, with its orientation chosen such that it is continuously directed along neighbouring elementary squares of the type $\sigma_{ik}, \sigma_{jk}, \sigma_{ki}, \sigma_{kj}$, and it forms a directed closed path with itself. Consequently, the rapidity lines $r$ always lie in a plane orthogonal to $e_k$. The rapidity lines $r$, can be either positively or negatively oriented, depending on the arrangement of different elementary squares $\sigma_{ik}, \sigma_{jk}, \sigma_{ki}, \sigma_{kj}$, that they are associated with. For a fixed coordinate $n_k$, the union of different elementary squares $\sigma_{ik}(n_k), \sigma_{jk}(n_k), \sigma_{ki}(n_k), \sigma_{kj}(n_k)$ on a surface, will not generally be connected, and there may be several instances of rapidity lines labelled $r$, for the single coordinate $n_k$. The rapidity lines $r$, only intersect the $p$ and $q$ rapidity lines, and different instances of rapidity lines $r$, never intersect each other.

Figure 5. A surface $\sigma_0$, made up of faces and edges edges that connect the black and white nearest neighbour vertices of $Z^2$. The square lattice model of figure 1, is defined on next nearest neighbour black vertices, connected by edges on the diagonals of the faces of $\sigma_0$.

Figure 6. Elementary squares, with a single edge $(ij) \in E^{(1)}(L)$, connecting the top left and bottom right vertices (left), and a single edge $(ij) \in E^{(2)}(L)$, connecting the bottom left and top right vertices (right). These squares are the building blocks of the surface $\sigma_0$, in figure 5.
The elementary squares $\sigma_{ij}, \sigma_{ik}, \sigma_{ki}, \sigma_{jk}, \sigma_{kj}$, are used as building blocks of a surface $\sigma$, as follows. First let $F(\sigma_0) = \{\sigma_{ij}(n_i, n_j, 0), \sigma_{ij}(n_i, n_j, 0), \ldots\}$, be the elementary squares of some flat surface $\sigma_0$, as defined in the previous subsection. Then for an admissible set of integers $n_{k1}, n_{k2}, \ldots$, $\sigma$ is the unique surface consisting of elementary squares $F(\sigma) = \{\sigma_{ij}(n_i, n_j, n_{k1}), \sigma_{ij}(n_i, n_j, n_{k2}), \ldots, \sigma_{ij}(n_i, n_j, n_{k})\} \cup F_k$, (5)

where $F_k$ contains elementary squares of the type $\sigma_{ik}, \sigma_{jk}, \sigma_{ki}, \sigma_{kj}$, which are chosen such that $\sigma$ has the same boundary as $\sigma_0$, $\sigma$ is simply connected, and oriented, and the following condition is satisfied:

For any $n$, $\sigma$ cannot contain pairs of elementary squares $\sigma_{ik}(n), \sigma_{jk}(n + e)$, that are associated to a positively oriented rapidity line $r$. Similarly, for any $n$, $\sigma$ cannot contain pairs of elementary squares $\sigma_{ki}(n + e), \sigma_{kj}(n)$, that are associated to a negatively oriented rapidity line $r$. (6)

The integers $n_{k1}, n_{k2}, \ldots$ should be chosen so that the above properties can be satisfied. The condition (6) is required, because the star–triangle relation is not satisfied where three rapidity lines form a directed closed path around the central vertex in figures 3 and (6) ensures that problematic ‘corners’ with this associated rapidity configuration are avoided.

The vertices and edges of $\sigma$ form a bipartite graph, in which case $V(\sigma)$ may be split into disjoint ‘black’ and ‘white’ subsets, $V^{(1)}(\sigma)$, and $V^{(2)}(\sigma)$ respectively, such that an edge $(ij) \in E(\sigma)$, always connects a black vertex $i \in V^{(1)}(\sigma)$, with a white vertex $j \in V^{(2)}(\sigma)$. Let $G$ be the graph formed by connecting black vertices $i, j \in V^{(1)}(\sigma)$, with edges $(ij) \in E(G)$ on a single diagonal of each elementary square of $\sigma$. The elementary squares of $\sigma$, then coincide exactly with the different elementary squares depicted in figures 6 and 7.

Figure 7. From left to right, rapidity lines and Boltzmann weights, that are associated to elementary squares $\sigma_{ik}, \sigma_{jk}, \sigma_{ki}, \sigma_{kj}$, each elementary square is pictured with vertices ordered counter-clockwise, and the Boltzmann weights are read according to figure 2. The rapidity lines are oriented to be consistently directed on neighbouring elementary squares of the surface $\sigma$. 
An example of such a surface \( \sigma \), associated to \( \sigma_0 \) in figure 5, is shown in figure 8. The condition that \( \sigma \) is oriented, requires that for each interior edge \((ij)\), shared by two elementary squares of \( \sigma \), the orientation of \((ij)\) with respect to one elementary square, is opposite with respect to the other elementary square. Since \( \sigma \) is also simply connected and has the same boundary as \( \sigma_0 \), elementary squares \( \sigma_{ik}, \sigma_{ij} \), will only appear on \( \sigma \) in pairs, such that for each instance of an elementary square \( \sigma_{ik}(n) \in F(\sigma) \), there exists also a unique elementary square \( \sigma_{ij}(n + a\vec{e}_0) \in F(\sigma) \), for some \( a \in \mathbb{Z} - \{0\} \). Similarly, the elementary squares \( \sigma_{ik} \), and \( \sigma_{ij} \), will only appear in pairs. The assignment of rapidity lines in figures 6 and 7, is chosen so that the \( p \) and \( q \) rapidity lines on \( \sigma \) are continuous, always beginning and ending at opposite boundaries of \( \sigma \) (rapidity lines always remain fixed at the boundaries under \( Z \)-invariance), and they are always consistently directed along the elementary squares of \( \sigma \).

As was the case for \( \sigma_0 \), spin variables \( x_i \) are assigned to black vertices \( i \in V(\mathcal{G}) (= V^{(1)}(\sigma)) \) only, and the white vertices play no role in the definition of the edge interaction model. Spins on the boundary of \( \sigma \) are assigned some fixed values. The graph \( \mathcal{G} \), defined on \( \sigma \), is for an edge interaction model with Boltzmann weights associated to edges connecting two spins \( x_i, x_j \), as shown in figures 6 and 7.

The partition function is given by (1), with products over \( E^{(1)}(L), E^{(2)}(L) \), and \( V_{\text{int}}(L) \), replaced with products over \( E^{(1)}(\mathcal{G}), E^{(2)}(\mathcal{G}) \), and \( V_{\text{int}}(\mathcal{G}) \) respectively, and the sum \( \sum_x \), now taken over the values of all spins \( x_i \), at vertices \( i \in V_{\text{int}}(\mathcal{G}) \). This may be expressed as

\[
Z = \sum_x \prod_{(ij) \in E^{(1)}(\mathcal{G})} W_{pp}(x_i, x_j) \prod_{(ij) \in E^{(2)}(\mathcal{G})} \overline{W}_{pp}(x_i, x_j) \prod_{i \in V_{\text{int}}(\mathcal{G})} S(x_i),
\]

(7)

where the \( p, p_j \in \{p, q, r\} \), are rapidity variables associated to an edge \((ij)\). The Boltzmann weights are also required to satisfy the star–triangle relation (2), and inversion relations (3), and this defines the integrable edge interaction model on \( \mathcal{G} \).

It should also be noted that although the model on \( \mathcal{G} \), may be obtained from deformations of a physical square lattice model on \( L \), it will typically contain some non-physical local edge interactions. The reason for this, is that the value associated to different pairs of rapidity lines, say \( rq \) and \( pr \), can be freely chosen such that Boltzmann weights \( W_{pq}, W_{pr}, W_{rq}, W_{rp} \), are positive valued, but then exchanging the order of rapidity lines, means that Boltzmann weights \( \overline{W}_{qr}, \overline{W}_{rp} \), are not guaranteed to be positive (they typically assume a mixture of positive and negative real values). This is an unfortunate side-effect of the \( Z \)-invariance property in general [21], as the second inversion relation in (3), involves two Boltzmann weights \( \overline{W}_{pq} \), and \( \overline{W}_{qp} \), which cannot both be chosen to be positively valued.

3.3. \( Z \)-invariance

The main result of this section, is showing that the partition function of the edge interaction model on \( \mathcal{G} \), is equivalent to the partition function of the edge interaction model on the square lattice \( L \), up to some simple factors. This is done by deforming the surface \( \sigma_0 \), until it coincides with \( \sigma \), using only the deformations described in the appendix. As is the usual case for \( Z \)-invariance, these deformations leave the partition function invariant up to the factors coming from the star–triangle relation (2), and inversion relations (3).

The deformations given in the appendix, exchange \( m \) elementary squares of \( \sigma \), with \( n \) different elementary squares, where \( m = 1, 2, 3, 4, 5 \), and \( n = 6 - m \), and the union of the \( m \) squares forms a cube. Consequently such deformations will sometimes be referred to as ‘cubic flips’. With the convention used in the appendix, a deformation of \( \sigma \), that involves the addition of a positively oriented rapidity line \( r \), always translates an elementary
square $\sigma_{ij}(n)$ to $\sigma_{ij}(n + e_k)$, while a deformation that involves the addition of a negatively oriented rapidity line, always translates an elementary square $\sigma_{ij}(n)$ to $\sigma_{ij}(n - e_k)$.

The deformations are generally non-commuting, and therefore there is a preferred order to perform sequences of deformations. Moreover, as was mentioned in the previous subsection, there are limitations on the type of deformations that can be derived from the star–triangle relation (2), and inversion relations (3). Consequently, another purpose of the ordering, is to avoid in some cases needing to add a vertex surrounded by a combination of $p, q, r$, rapidity lines, that together form a directed closed path, which cannot be done directly by using the star–triangle relation. Note however that these types of vertices may be added in special cases (in fact they are required), with subsequent applications of the star–triangle relation, and inversion relations. This is done in the deformations pictured in figure A1 (see also figure 10), that correspond to the equations (A.1)–(A.4).

Let us now show the aforementioned property of $Z$-invariance. Let $\sigma$ be a surface, containing the graph $G$ of the edge interaction model, as defined in the previous subsection, and recall that $\sigma$ has the same boundary as some flat surface $\sigma_0$. Now each of the elementary squares $\sigma_{ij}, \sigma_{jk}, \sigma_{ki}, \sigma_{kj} \in F(\sigma)$, carries an instance of a rapidity line $r$, and this rapidity line $r$ forms a directed closed path that is either positively or negatively oriented. In the following, two different orientations of $r$ will be distinguished by superscripts as $r^+$, and $r^-$, respectively. Further to this, the notation $r_i$ will label a rapidity line $r_i$, that lies on the interior of instances of rapidity lines labelled $r_{i-1}, r_{i-2}, \ldots, r_0$, with $r_0$ lying on the interior of the boundary only. For example, with this notation, the surface $\sigma$ in figure 8, contains three rapidity lines labelled $r_0^-, r_0^+, r_1^+$, and two rapidity lines labelled $r_0^-, r_0^+$, as depicted in figure 9. Different instances of the rapidity lines $r$ do not intersect each other, and the rapidity lines $r$ lie entirely within the boundary of $\sigma$. 

**Figure 8.** An example of a surface $\sigma$, made up of faces and edges connecting a subset of nearest neighbour vertices of $\mathbb{Z}^3$. An edge interaction model is defined on the next nearest neighbour black vertices, which are connected by edges on diagonals of elementary squares of $\sigma$. Boltzmann weights on elementary squares of $\sigma$, are given in figures 6 and 7. Here the rapidity lines $r$ are given some additional labelling (introduced in the next subsection), distinguishing positively ($+$) and negatively ($-$) oriented lines, and an index $i = 0, 1, \ldots$, to distinguish lines $r_i$ that are on the interior of lines $r_j$, where $i > j$. The latter index will be associated to the order of deformations of the square lattice.
Next, the deformations in the appendix are used, to add all rapidity lines \( r \) that appear on \( \sigma \). First, for rapidity lines \( r_0 \), a deformation in figure A1 is used, to add four elementary squares \( \sigma_{ik}, \sigma_{jk}, \sigma_{ki}, \sigma_{kj} \) to \( \sigma_0 \), and a corresponding rapidity line \( r \) on the latter squares. Because of the condition (6), there can only be one pair of elementary squares \( \sigma_{ij}(n), \sigma_{ij}(n + \mathbf{e}_j) \in F(\sigma) \), associated to a positively oriented line \( r^+ \), or one pair of elementary squares \( \sigma_{ij}(n + \mathbf{e}_i), \sigma_{ij}(n) \in F(\sigma) \), associated to a negatively oriented line \( r^- \). This in fact fixes the choice of the initial deformation on \( \sigma_0 \). For the positively oriented case, one of the top two deformations in figure A1 is applied to the square \( \sigma_{ij}(n) \in F(\sigma_0) \), while for the negatively oriented case, one of the bottom two deformations in figure A1 is applied to the square \( \sigma_{ij}(n) \in F(\sigma_0) \).

Once this is done, the remaining deformations in figures A2 and A3, are then used to add additional elementary squares to \( \sigma_0 \), that stretch either a positively oriented rapidity line \( r^+ \) in the \( +\mathbf{e}_i \) and \( -\mathbf{e}_j \) directions, or a negatively oriented rapidity line \( r^- \) in the \( -\mathbf{e}_i \) and \( +\mathbf{e}_j \) directions. This is done until the same configuration of elementary squares \( \sigma_{ik}, \sigma_{jk}, \sigma_{ki}, \sigma_{kj} \in F(\sigma) \), with associated rapidity line \( r_0 \), appears on \( \sigma_0 \).

The above process is then repeated for rapidity lines \( r_1, r_2, \ldots \), until all elementary squares \( \sigma_{ik}, \sigma_{jk}, \sigma_{ki}, \sigma_{kj} \in F(\sigma) \), with the associated rapidity lines \( r_i \), also appear on \( \sigma_0 \). This can always be done with the deformations in the appendix, and by following the above ordering of the deformations. In this process, for positively oriented rapidity lines \( r^+ \), the deformations always involve adding to the surface, (at least) the triplets of elementary squares \( \sigma_{ij}(n + \mathbf{e}_i), \sigma_{ik}(n), \sigma_{jk}(n + \mathbf{e}_j) \), while for negatively oriented rapidity lines \( r^- \), the deformations always involve adding to the surface, (at least) the triplets of elementary squares \( \sigma_{ij}(n), \sigma_{ik}(n + \mathbf{e}_j), \sigma_{jk}(n) \).

Note also that the deformations that appear in the appendix, can never alter the boundary of \( \sigma_0 \). After deforming the surface as described above, \( \sigma_0 \) will exactly coincide with \( \sigma \), and consequently the edge interaction model on \( L \), will coincide with the model defined on \( \mathcal{H} \). Since this has been done using only the deformations appearing in appendix, that are a consequence of the star–triangle relation (2), and inversion relations (3), the edge interaction models on \( \mathcal{H} \), and \( L \), respectively, have the same partition function up to simple factors coming from (2), and (3). This is what was to be shown.

Figure 9. Orientation of rapidity lines labelled \( r \), on the surface \( \sigma \) in figure 8.
3.4. Additional remarks

The deformations in the appendix, reduce to deformations included in the usual formulation of $Z$-invariance, except for the deformations in figure A1, which add a new rapidity line $r$, that forms directed closed paths (both with itself, and in combination with $p$ and $q$ rapidity lines) in the rapidity graph. When flattened onto the plane, the latter deformations have the form shown in figure 10. In this figure, an edge connecting two vertices, is replaced with a ‘square’ configuration of edges that connect four vertices, along with a new edge on a diagonal. The deformations are also valid when $r$ has the opposite orientation. This extension of $Z$-invariance, and corresponding reformulation in terms of ‘cubic’ deformations appearing in the appendix, are the main results of this paper.

The $Z$-invariance described in this section, is valid for general integrable edge interaction models on a square lattice, that are defined by Boltzmann weights satisfying the star–triangle relation (2), and inversion relations (3). This includes, for example, the N-state chiral Potts, Kashiwara–Miwa, and Fateev–Zamolodchikov models, and also continuous spin models such as the Bazahnov–Sergeev master solution, and the Zamolodchikov fishing-net model. In the latter continuous spin cases, all sums over discrete spin states in (1)–(3), should be replaced with integrals over continuous spin states.

There are however some additional considerations that are needed, in order to deal with infinities that appear for the continuous spin models, which do not arise for discrete spin models. For example, some of the continuous spin models, e.g. Zamolodchikov fishing-net model, and Faddeev–Volkov model, have spin variables taking values over the entire real line. This means that the factor $\sum_{x_0} S(x_0)$, in (A.1) and (A.3), becomes $\int_{\mathbb{R}} dx_0 S(x_0)$, which is generally
a divergent quantity. Also for all continuous spin models, the $\delta_{\sigma,s}$ factors in (4), become $\delta(0)$ factors, which is again a divergent quantity.

Thus the $Z$-invariance in the continuous spin cases, appears to require some regularisation in order to avoid the infinite terms. This may not pose too much of a problem depending on the desired application, as most quantities of interest are given in terms of derivatives of $\log(Z)$, and the divergent quantities have no dependence on any variables in $Z$. It is also possible to avoid the divergence associated with the factor $\delta(0)$, by not using the inversion relation (4). Then the deformations corresponding to equations (A.2) and (A.4), cannot be used, which would require an additional restriction on the configuration of elementary squares on $\sigma$, similar to (6). In any case, it is clear that additional care should be taken for the continuous spin case, compared to the discrete spin case. It should again be emphasised, that there are no infinities at all for discrete spin models, whose spin states are generally restricted to values $Z \mod N$, and for which the delta function in (4) is simply a constant $\delta_{\sigma,s} = 1$

Next recall that the condition (6) was required, as there is no star–triangle relation where rapidity lines form a directed closed path around the interior vertex in figure 3. One possible way to avoid this condition, is to take the lattice model out of the physical regime in the following way.

First note that in all known cases, there exists a mapping $F(p)$, of a rapidity variable, such that Boltzmann weights are related by $W_{pq}(x_i,x_j) = W_{qf(p)}(x_i,x_j)$, and $W_{pq}(x_i,x_j) = W_{qf(p)}(x_j,x_i)$ [23, 43]. Now consider the particular case when Boltzmann weights are reflection symmetric, such that $W_{pq}(x_i,x_j) = W_{pq}(x_j,x_i)$, $W_{pq}(x_i,x_j) = W_{pq}(x_j,x_i)$, and when the above mapping is given by $F(p) = p$. For example, for models that satisfy crossing symmetry, this case corresponds to a non-physical regime obtained by taking the limit of the crossing parameter $\tau \to 0^+$ (if this converges), while the rapidity variables $p, q$, are shifted off the real axis into the complex plane. The Boltzmann weights are then related by $W_{pq}(x_i,x_j) = W_{qp}(x_i,x_j)$, and the second expression in the star–triangle relation (2), may be written as

$$\sum_{x_0} S(x_0) W_{pq}(x_0,x_1) W_{pr}(x_0,x_2) W_{qr}(x_0,x_3) = R_{pq} W_{pq}(x_2,x_3) W_{pr}(x_3,x_1) W_{qr}(x_1,x_2).$$

This expression amounts to reversing the orientation of the rapidity line $q$ in figure 3, in which case a directed closed path is formed around the central spin $x_0$. Thus in this non-physical example, the condition (6) would not be required.

Finally, there are also some straightforward generalisations that may be considered. One is to allow different instances of rapidity lines $p, q, r$ to take different values, for example, these values may be distinguished with the labelling $p_1, p_2, \ldots, q_1, q_2, \ldots, r_1, r_2, \ldots$. This modification can be implemented without much difficulty. Another generalisation is to consider a surface $\sigma$, which also includes oriented elementary squares of the type $\sigma_{ji}$. The latter would require introducing additional $p$ and $q$ rapidity lines to the definition of the model, that form directed closed paths with themselves. The additional deformations required for $Z$-invariance, would be identical to those already given in appendix, up to a relabelling of spin variables and rapidity lines. Consequently, this level of generality was not considered here in any detail, as it is not conceptually too different from the formulation of $Z$-invariance that was already described in this section.

### 4. Quasi-classical limit and classical discrete Laplace equations

This section considers the quasi-classical expansion of the edge interaction model, which is known to lead to classical discrete integrable equations [10, 16, 35]. The quasi-classical limit
is a low-temperature limit, in which the lattice model approaches a ground state configuration, that is determined by maximising a real valued action functional under fixed boundary conditions. The equation of motion that comes from the quasi-classical expansion of the partition function (1), corresponds to what is known as a classical discrete Laplace system of equations [39, 40]. For a square lattice model these are five-point equations centered at each interior vertex of the lattice (see e.g. figure 12).

For models with Boltzmann weights that satisfy the star–triangle relation (2), the quasi-classical limit leads to a classical star–triangle relation for two-point Lagrangians. The latter Lagrangians arise in the leading order quasi-classical expansion of Boltzmann weights. The classical star–triangle relation is satisfied on solutions of an equation of motion, that in the majority of known cases [35] is equivalent to a three-leg equation, that is associated to a discrete integrable equation in the Adler, Bobenko, Suris (ABS) classification [38].

Table 1 provides an overview of most of the important properties of integrable models of statistical mechanics, and the related properties of classical discrete integrable equations, that arise through the quasi-classical limit. The majority of items in this table, have appeared before in the study of various solutions of the star–triangle relation [10, 16, 35].

The main result of this section corresponds to the last line in table 1. First, it will be shown how the classical star–triangle relation, implies the classical $Z$-invariance property for a system of classical discrete Laplace equations. Here the property of classical $Z$-invariance, is that an action functional for the classical discrete Laplace equations, is invariant under the deformations of a surface given in the appendix. The classical $Z$-invariance is directly connected to a closure relation, that was first introduced by Lobb and Nijhoff [41], for particular classical discrete ABS systems involving three-point Lagrangians on elementary squares. It is shown here how the classical star–triangle relation, may be interpreted as the corresponding closure relation for classical discrete Laplace systems, which involve two-point Lagrangians on diagonals of elementary squares. This section uses the notations that were introduced in sections 3.1 and 3.2.

4.1. Quasi-classical expansion of the star–triangle relation

The majority of this subsection is based on the results previously obtained in [35].

Recall the Boltzmann weights which are denoted by $W_{pq}(x_i, x_j)$, $\tilde{W}_{pq}(x_i, x_j)$. These Boltzmann weights are assumed to implicitly depend on an additional parameter, which will be denoted as $\hbar$. This is a temperature-like parameter for the spin model (or Planck constant in the language of quantum field theory), where taking $\hbar \to 0$ corresponds to the system approaching a classical ground state configuration. The latter ground state configuration, will be seen to be determined by the solution of a classical discrete integrable equation.

Let $f_\hbar(x)$ denote a scaling and translation of a variable $x$, that has a dependency on the parameter $\hbar$. It is assumed that as $\hbar \to 0$, the quasi-classical expansion of Boltzmann weights $W_{pq}(x_i, x_j)$, $\tilde{W}_{pq}(x_i, x_j)$, can be written as

$$\log W_{f_\hbar(p)\tilde{f}_\hbar(q)}(f_\hbar(x_i), f_\hbar(x_j)) = -\hbar^{-1} \mathcal{L}_{pq}(x_i, x_j) + O(\hbar^0),$$

$$\log \tilde{W}_{f_\hbar(p)\tilde{f}_\hbar(q)}(f_\hbar(x_i), f_\hbar(x_j)) = -\hbar^{-1} \tilde{\mathcal{L}}_{pq}(x_i, x_j) - \frac{1}{2} \log \hbar + O(\hbar^0).$$

This is the case for the majority of edge interaction models, under a suitable transformation $f_\hbar$, that is model dependent [35]. Note that the asymptotics of $S(x)$ is included in the second equation of (9), which is always possible through a redefinition of $\tilde{W}_{pq}(x_i, x_j)$. Equation (9) is valid for models where the spin $x$ takes either continuous or discrete values, while in the
The quasi-classical limit, all spins \( x_i \) become continuously valued. Since for now we assume the edge interaction model to have real valued Boltzmann weights, the resulting Lagrangians

\[ \Lambda_{pq}(x_i, x_j), \quad \Lambda_{pq}(x_i, x_j), \]

are real valued functions of the spins \( x_i, x_j \in \mathbb{R} \).

The inversion relations (3) satisfied by the Boltzmann weights, imply that the following anti-symmetry relations are satisfied by the Lagrangian functions

\[ L_{pq}(x_i, x_j) + L_{qp}(x_j, x_i) = 0, \]

\[ L_{pq}(x_i, x_j) + L_{qp}(x_j, x_i) = 0, \] (10)

for all \( x_i, x_j \).

Using (9), the quasi-classical expansion of the star-star relation (2), results in the following classical star–triangle relation at leading order

\[ \mathcal{L}_{qr}(x_1, x_0) + \mathcal{L}_{pr}(x_2, x_0) + \mathcal{L}_{pq}(x_0, x_3) = \mathcal{L}_{qr}(x_2, x_3) + \mathcal{L}_{pr}(x_1, x_3) + \mathcal{L}_{pq}(x_2, x_1), \]

\[ \mathcal{L}_{qr}(x_0, x_1) + \mathcal{L}_{pr}(x_0, x_2) + \mathcal{L}_{pq}(x_3, x_0) = \mathcal{L}_{qr}(x_3, x_2) + \mathcal{L}_{pr}(x_3, x_1) + \mathcal{L}_{pq}(x_1, x_2), \] (11)

where the respective expressions in (11), are satisfied on solutions of the three leg equations

\[ \frac{\partial}{\partial x_0} \left( \mathcal{L}_{qr}(x_1, x_0) + \mathcal{L}_{pr}(x_2, x_0) + \mathcal{L}_{pq}(x_0, x_3) \right) = 0, \]

\[ \frac{\partial}{\partial x_0} \left( \mathcal{L}_{qr}(x_0, x_1) + \mathcal{L}_{pr}(x_0, x_2) + \mathcal{L}_{pq}(x_3, x_0) \right) = 0, \] (12)

for fixed values of \( x_1, x_2, x_3, p, q, r \). In (11), the asymptotics of the factor \( R_{\alpha\beta} \) are absorbed into the definitions of \( \mathcal{L}_{pq}(x_i, x_j) \), and \( \mathcal{L}_{pq}(x_i, x_j) \), which is always possible due to the factorisation of \( R_{\alpha\beta} \) mentioned in section 2. It has previously been shown [35] that the three-leg forms (12), satisfy ‘3D-consistency’ [36–38], as a consequence of the classical star–triangle relation (11), and anti-symmetry relations (10), and are explicitly identified as equations in the ABS classification [38].

Note that it is usually the case that the Boltzmann weights will satisfy additional relations that can be used to simplify the above equations, however to be as general as possible, no additional relations or symmetries on the Boltzmann weights will be assumed for the remainder of this section.
4.2. Classical discrete Laplace equations

Consider now the square lattice model on $\sigma_0$, defined in section 3.1, with Boltzmann weights $W_{pq}(x_i, x_j)$ and $\overline{W}_{pq}(x_i, x_j)$. In the quasi-classical limit (9), the Boltzmann weights on elementary squares, are replaced with Lagrangians $L_{pq}(x_i, x_j), \overline{L}_{pq}(x_i, x_j)$, on elementary squares, as depicted in the top half of figure 11.

Using the quasi-classical expansion (9), the expression for the partition function (1) may be evaluated with a saddle point method, leading to

$$\log Z_0 = -\hbar^{-1} A_0(x_0^{(cl)}) + O(\hbar^0),$$

where the classical action functional $A_0(x)$ is given by

$$A_0(x) = \sum_{(ij)\in E(1)(L)} L_{pq}(x_i, x_j) + \sum_{(ij)\in E(2)(L)} \overline{L}_{pq}(x_i, x_j).$$

The $x_0^{(cl)}$ solves the following classical equation of motion

$$\frac{\partial}{\partial x_i} (L_{pq}(x_j, x_i) + \overline{L}_{pq}(x_i, x_j) + L_{pq}(x_i, x_j) + \overline{L}_{pq}(x_j, x_i)) = 0, \quad i \in V_{\text{int}}(L),$$

where the $j_1, j_2, j_3, j_4$ are the four neighbouring vertices of $i$, such that $(j_1), (j_2) \in E(1)(L)$, and $(j_3), (j_4) \in E(2)(L)$, as depicted in figure 12. Equation (15), comprise a set of constraints on each interior vertex $i \in V_{\text{int}}(L)$, under fixed boundary conditions, that may be interpreted as a general form of the classical discrete Laplace equations [39, 40].

Next consider the edge interaction model on $G$, defined in section 3.2. The quasi-classical expansion of the partition function (7) of this model, is given by

$$\log Z = -\hbar^{-1} A(x^{(cl)}) + O(\hbar^0),$$

where the classical action functional $A(x)$ is

$$A(x) = \sum_{(ij)\in E(1)(G)} L_{pq}(x_i, x_j) + \sum_{\{pq\}\in E(2)(G)} \overline{L}_{pq}(x_i, x_j),$$

and the $p, q, r \in \{p, q, r\}$ are rapidity variables associated to an edge $(ij)$, as depicted in figures 6 and 7.

The $x^{(cl)}$ is the saddle point of the partition function, given by the solution of the following equation of motion

$$\frac{\partial}{\partial x_i} A(x) = 0, \quad i \in V_{\text{int}}(G).$$

Equation (18) provides a constraint on each interior spin of $G$, which should be interpreted as a generalisation of the classical discrete Laplace equation (15) on $L$, to the graph $G$. Equation (18) will generally involve four/five/six/seven-point equations, centered at the different vertices $i \in V_{\text{int}}(G)$.

As seen in figure 11, the directed rapidity graph that was used for the statistical mechanical model in the previous section, is now naturally associated to the classical discrete Laplace equations, defined by (14), (15), or (17), (18). As usual, the directed rapidity lines distinguish two types of edges of a graph, to which two different Lagrangians $L_{pq}(x_i, x_j)$ and $\overline{L}_{pq}(x_i, x_j)$, are respectively associated. This distinguishes the two types of elementary squares shown in the top half of figure 11. All elementary squares for the classical discrete Laplace system on
σ, are obtained by relabelling/rotating either of these two elementary squares, as is seen for the lattice model in figure 7.

The rapidity line configuration, may be equivalently replaced with oriented elementary squares having labelled edges, of the type shown on the bottom half of figure 11. The labelling of edges is signed, such that an edge that is common to two different elementary squares, is labelled \( p^+ \) with respect to one square, and \( p^- \) with respect to the other square. This is required to uniquely determine the Lagrangian as a function of an elementary square, because there are two types of Lagrangians that need to be distinguished, and also the ordering of spins needs to be taken into account (i.e. the symmetry \( \mathcal{L}_{pq}(x_i, x_j) = \mathcal{L}_{pq}(x_j, x_i) \), was not assumed here).

Figure 11. Configurations of directed rapidity lines on elementary squares (above), compared to a signed labelling of edges of elementary squares (below).

Figure 12. Edge configuration associated to the classical discrete Laplace equation (15).
If an oriented elementary square, say $\sigma_{ij}$, has an associated Lagrangian $L_{pq}$ (or $-L_{pq}$), the oppositely oriented elementary square $\sigma_{ji}$, has an associated Lagrangian $-L_{pq}$ (or $-L_{pq}$). This is due to the anti-symmetry relations (10), and is the usual case for such classical Lagrangian systems on elementary squares [41]. This is more simpler than the statistical mechanics situation, where the inversion relations (3) are multiplicative rather than additive, which means that a similar correspondence between Boltzmann weights does not hold once the orientation of a square is reversed.

Finally, observe that the classical discrete Laplace systems defined by equations (14), (15) and (17), (18), involve the two different Lagrangian functions $L_{pq}$ and $\overline{L}_{pq}$. Usually the classical discrete Laplace equations for ABS systems [39, 40], are defined in terms of only a single Lagrangian $L_{pq}$ which is equivalent to the case here when $\overline{L}_{pq} = L_{pq}$. A reason for this is that the building blocks of the lattice model are the two Boltzmann weights $W_{pq}$ and $\overline{W}_{pq}$ and the quasi-classical limit directly results in Laplace equations given in terms of $L_{pq}$ and $\overline{L}_{pq}$. On the other hand, in the classical case the Lagrangians $L_{pq}$ and $\overline{L}_{pq}$ are not used as building blocks of an ABS system on a quad graph, but rather their combination in a three-leg form is used. Then a subsequent restriction of the latter system to a black coloured subgraph, results in classical discrete Laplace equations associated to a single ‘long-leg’ Lagrangian function, $L_{pq}$. This is usually also the case for most of the $Q$ equations (except for $Q_2$, and $Q_1 \delta = 1$) that arise from the quasi-classical limit [35], where the Lagrangians $L_{pq}$ and $\overline{L}_{pq}$ are related to each other by the ‘crossing symmetry’ property, in which case there is also just one independent Lagrangian function.

Classical discrete Laplace equations corresponding to $H$ equations, which involve two different Lagrangian functions, may also be obtained through a quasi-classical limit, similarly to the example of $H3 \delta = 0$ that was derived in the appendix of [46]. These $H$ cases are slightly more complicated, due to a different form of the star–triangle relation (2), and also because the Boltzmann weights will generally have a non-zero imaginary part, which leads to a complex valued saddle point method in the quasi-classical limit. These cases are currently under investigation.

### 4.3. Classical Z-invariance and closure relation

The statement of classical Z-invariance, is that the action functionals $A_0$, and $\overline{A}$, defined on graphs on $\sigma_0$, and $\sigma$ respectively, are equivalent, as a consequence of the classical star–triangle relation (11), and inversion relations (10). In this case the equivalence is exact, due to the forms of the relations (11), and (10).

The classical Z-invariance may be shown identically to the statistical mechanics case of the previous section, by the following simple consideration. Recall that the classical star–triangle relation (11), holds on solutions of the three-leg equations of motion (12). By Equation (18), these equations of motion are always satisfied at a vertex that is common to three elementary squares, around which a combination of $p, q, r$ rapidity lines do not form a directed closed path. This means that all of the deformations in appendix also hold classically, as a consequence of (11), and (10). This is enough to show Z-invariance for the system of classical discrete Laplace equations, analogously to that described in section 3.3, for the edge interaction model of statistical mechanics.

Next it will be shown how the classical Z-invariance, as a consequence of the classical star–triangle relation (11), may be equivalently interpreted as a closure property [41] of the action functionals (15) and (18). This ends up being rather straightforward. Consider first the configuration of elementary squares shown in figure 13 (related to the deformation in figure A3).
This is a graphical representation of the first expression for the classical star–triangle relation in (11), which is easily seen after the following change of variables (in (11))

\[ x_0 \rightarrow x, \quad x_1 \rightarrow x_{13}, \quad x_2 \rightarrow x_{23}, \quad x_3 \rightarrow x_{12}, \quad p \rightarrow r, \quad r \rightarrow p. \quad (19) \]

Then note that the first expression for the classical star–triangle relation in equation (11), may be written in the equivalent form

\[ \Delta_i \mathcal{L}_{pr}(x, x_2, x_{23}, x_3) + \Delta_j \mathcal{L}_{qr}(x, x_3, x_{13}, x_1) + \Delta_k \mathcal{L}_{pq}(x, x_1, x_{12}, x_2) = 0, \quad (20) \]

where

\[ \Delta_i \mathcal{L}_{pr}(x, x_2, x_{23}, x_3) := \mathcal{L}_{pr}(x_{13}, x_{12}) - \mathcal{L}_{pr}(x_{23}, x), \]
\[ \Delta_j \mathcal{L}_{qr}(x, x_3, x_{13}, x_1) := \mathcal{L}_{qr}(x_{23}, x_{12}) - \mathcal{L}_{qr}(x_{13}, x), \]
\[ \Delta_k \mathcal{L}_{pq}(x, x_1, x_{12}, x_2) := \mathcal{L}_{pq}(x_{23}, x_{13}) - \mathcal{L}_{pq}(x, x_{12}), \quad (21) \]

and where \( x \) is required to satisfy the saddle point equation (12).

In the form (20), the classical star–triangle relation (11), as pictured in figure 13, clearly represents a local closure relation, for the classical discrete Laplace system with two-point Lagrangians on diagonals of elementary squares. Thus the classical Z-invariance for the action functionals (14), (17), may be equivalently interpreted in terms of either of the relations (11), or (20). Note also that the classical star–triangle relation, was previously used \cite{45} in deriving a closure relation, for particular ABS systems that involve three-point Lagrangians on elementary squares. In comparison, for the classical discrete Laplace systems considered here involving two-point Lagrangians on elementary squares, it is the classical star–triangle relation (11) itself that is naturally identified as the corresponding closure relation (20).

4.4. An example: \( Q1\delta = 0 \)

The results of this section will be illustrated with the example of the cross-ratio equation. This is known in the ABS classification as \( Q1\delta = 0 \), and is one of the simplest examples of a discrete integrable equation that is obtained in the quasi-classical limit. The \( Q1\delta = 0 \) equation is known to arise through the quasi-classical limit of the \( D = 1 \) Zamolodchikov fishing-net model, the latter coming from the study of fishing-net diagrams of quantum field theories \cite{8}. The fishing-net model has also been shown to arise in a certain limit of the chiral Potts

\footnote{Compare the closure relation (20) \cite{this paper} for two-point Lagrangians, with the closure relation equation (3.1) \cite{41} for three-point Lagrangians.}
model [47]. The quasi-classical limit of the fishing-net models for general $D \geq 1$ was previously considered in [35].

In this case the Boltzmann weights depend only on the difference of the two rapidities $p$, and $q$, and so are written in terms of the spectral variable $\alpha = p - q$, as

$$W_\alpha(x_i, x_j) := W_{pq}(x_i, x_j) \quad \overline{W}_\alpha(x_i, x_j) := \overline{W}_{pq}(x_i, x_j).$$

(22)

The two Boltzmann weights $W_\alpha(x_i, x_j)$, and $\overline{W}_\alpha(x_i, x_j)$, are also related by the crossing symmetry

$$\overline{W}_\alpha(x_i, x_j) = W_{\eta-\alpha}(x_i, x_j),$$

(23)

where $\eta = \pi$ is the crossing parameter. Thus the lattice model may be described in terms of the single Boltzmann weight $W_\alpha(x_i, x_j)$. The explicit Boltzmann weights are given by

$$S(x) = 1, \quad W_\alpha(x_i, x_j) = |x_i - x_j|^{-\alpha/\pi},$$

(24)

and satisfy the star–triangle relation

$$\int_{\mathbb{R}} dx_0 \, W_{\eta-\alpha}(x_1, x_0) W_{\alpha+\beta}(x_2, x_0) W_{\eta-\beta}(x_3, x_0) = R_{\alpha\beta} W_\alpha(x_2, x_3) W_{\eta-\beta}(x_1, x_3) W_{\beta}(x_1, x_2),$$

(25)

for all $x_1, x_2, x_3 \in \mathbb{R}$, and $0 < \text{Re}(\alpha), \text{Re}(\beta) < \eta$. The factor $R_{\alpha\beta}$ in (25) is given by

$$R_{\alpha\beta} = \sqrt{\frac{\Gamma\left(\frac{\alpha}{\pi}\right) \Gamma\left(\frac{\beta}{\pi}\right) \Gamma\left(\frac{\alpha+\beta}{\pi}\right) \Gamma\left(\frac{-\alpha}{\pi}\right) \Gamma\left(\frac{-\beta}{\pi}\right) \Gamma\left(\frac{-\alpha-\beta}{\pi}\right)}{\Gamma\left(\frac{\pi-\alpha}{\pi}\right) \Gamma\left(\frac{\pi+\alpha}{\pi}\right) \Gamma\left(\frac{\pi-\beta}{\pi}\right) \Gamma\left(\frac{\pi+\beta}{\pi}\right)}}.$$

(26)

The quasi-classical limit involves rescaling the imaginary part of the spectral variables as $\text{Im}(\alpha) \to \hbar^{-1} \text{Im}(\alpha)$, $\text{Im}(\beta) \to \hbar^{-1} \text{Im}(\beta)$, and then considering (25) as $\hbar \to 0$. This results in the following Lagrangian at leading order

$$\mathcal{L}_{\alpha}(x, y) = \alpha \log |x - y| - \frac{\alpha}{2} \log |\alpha|,$$

(27)

according to (9). Note that the asymptotics of the factor $R_{\alpha\beta}$, are included in the definition of $\mathcal{L}_{\alpha}(x, y)$. Since in the quasi-classical limit only the imaginary part of $\alpha$ and $\beta$ is scaled by $\hbar^{-1}$, the classical parameter $\alpha$ in (27) should be a real number.

The Lagrangian function (27) satisfies the following classical star–triangle relation

$$\mathcal{L}_{\alpha}(x_1, x_0^{(c)}) - \mathcal{L}_{\alpha+\beta}(x_2, x_0^{(c)}) + \mathcal{L}_{\beta}(x_3, x_0^{(c)}) = -\mathcal{L}_{\alpha}(x_2, x_3) - \mathcal{L}_{\alpha+\beta}(x_1, x_3) - \mathcal{L}_{\beta}(x_1, x_2),$$

(28)

where $x_0^{(c)}$ is the solution of the classical equation of motion (3-leg equation centered at $x_0$)

$$\left. \frac{\partial}{\partial x_0} \left( \mathcal{L}_{\alpha}(x_1, x_0) - \mathcal{L}_{\alpha+\beta}(x_2, x_0) + \mathcal{L}_{\beta}(x_3, x_0) \right) \right|_{x_0 = x_0^{(c)}} = \frac{\alpha}{x_1 - x_0^{(c)}} - \frac{\alpha + \beta}{x_2 - x_0^{(c)}} + \frac{\beta}{x_3 - x_0^{(c)}} = 0,$$

(29)

for fixed values of $x_1, x_2, x_3$, and $\alpha, \beta$. In this case, after taking the quasi-classical limit, the crossing parameter $\eta \to 0$.

The quasi-classical asymptotics of the partition function (1), are given by (13), where

$$\mathcal{A}_0(x) = \sum_{(i) \in \mathcal{E}^I(L)} \mathcal{L}_{\alpha}(x_i, x_j) + \sum_{(i) \in \mathcal{E}^I(L)} \mathcal{L}_{\beta}(x_i, x_j).$$

(30)
and $x_0^{(d)}$ solves the system of classical discrete Laplace equations, explicitly given by

$$\frac{\partial A_0(x)}{\partial x_i} = \frac{\alpha}{x_i - x_j} - \frac{\alpha}{x_i - x_j} + \frac{\alpha}{x_i - x_j} - \frac{\alpha}{x_i - x_j} = 0, \quad \forall i \in V_{\text{int}}(L),$$

(31)

with the configuration of edges for (31) as shown in figure 12, with $p - q = \alpha$.

Equations (28)–(31), are the main equations for the system of classical discrete Laplace equations corresponding to $Q\delta = 0$. Following the results of this section, the classical star–triangle relation (28) implies a closure relation of the form (20), along with classical $Z$-invariance of the action (30) on the square lattice, under the deformations given in appendix. Some other examples of lattice models which lead to Lagrangian functions for $Q$ equations in the quasi-classical limit, were previously considered in [35].

5. Conclusion

In this paper a new formulation of the $Z$-invariance property [21, 22] is given, for exactly solved two-dimensional lattice models of statistical mechanics that satisfy the star–triangle relation. Specifically, in section 3, it was shown how the integrable square lattice model can be extended onto general planar graphs, with edges connecting a subset of next nearest neighbour vertices of $\mathbb{Z}^2$, whereupon the partition function remains invariant up to simple factors that come from the star–triangle relation (2), and the inversion relations (3). This also extends Baxter’s original formulation of $Z$-invariance [21–23], by allowing for instances of oriented rapidity lines which form directed closed paths in the rapidity graph, as is depicted in figures 10, and in figure A1.

The quasi-classical limit was also considered, where an analogous $Z$-invariance property was shown to be satisfied by the resulting system of classical discrete Laplace equations. Specifically, it was shown in section 4, how the quasi-classical expansion of the partition function results in an action functional for the classical discrete Laplace system. This action functional was shown to be invariant under cubic deformations of the underlying surface of elementary squares, identically to the case of the lattice model of statistical mechanics under $Z$-invariance.

In section 4, it was also shown that a classical star–triangle relation for the Laplace system implies a local closure relation [41] for the action. For ABS systems, the closure relation has only previously been studied for particular systems of three-point Lagrangians [41, 45], which are quite different from the classical discrete Laplace equations considered in this paper, that involve two-point Lagrangian functions. It would be interesting if such three-point Lagrangian systems, also arise as the quasi-classical limit of a lattice model satisfying the Yang–Baxter equation, perhaps on a triangular lattice.

Finally, note that that the focus of this paper has been exclusively on models that satisfy the star–triangle relation form of the Yang–Baxter equation. It is expected that the formulation of $Z$-invariance given here, is also applicable to exactly solved models that satisfy other forms of the Yang–Baxter equation, such as those for the vertex and interaction-round-a-face (IRF) models [7, 48]. This may also lead to new forms of classical discrete Laplace systems, with associated classical Yang–Baxter equation, $Z$-invariance, closure relation etc, arising in the quasi-classical limit. The appearance of $Z$-invariance for the case of other forms of the Yang–Baxter equation is currently under investigation.
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Appendix. Deformations of a square lattice model

This appendix uses the notations that were introduced in section 3. The deformations given in this appendix, are derived with the use of only the star–triangle relation (2), and the inversion relations (3) (or (4)). Note that the deformations in figure A1 (also figure 10) were not previously associated with $Z$-invariance, and involve the addition of instances of oriented rapidity lines that form closed directed paths. The deformations in this appendix are used in section 3.3, to show $Z$-invariance of the partition function for edge interaction models on a general planar graph, with edges connecting a subset of next nearest neighbour vertices of $Z^3$.

The deformations here, may be considered to exchange $m$ elementary squares, with $n$ different elementary squares, where $m = 1, 2, 3, 4, 5$, $n = 6 - m$, and the union of the $n$ and $m$ squares forms a cube. Consequently, such deformations will sometimes be referred to as ‘cubic flips’. Note that a deformation that adds (or ‘stretches’) a positively oriented rapidity line $r$, always involves translating an elementary square $\sigma_i(n)$ to $\sigma_i(n + e_k)$, while a deformation that adds (or stretches) a negatively oriented rapidity line $r$, always involves translating an elementary square $\sigma_i(n)$ to $\sigma_i(n - e_k)$. The orientation of the rapidity line $r$ is chosen here as convention, and the deformations are also valid for the case when all $r$ lines have the opposite orientation.

A.1. $m = 1$ square $\leftrightarrow n = 5$ squares

Four different ways to replace one elementary square, with five elementary squares, are shown in figure A1. When flattened onto the plane, these deformations have the form given in figure 10. These deformations introduce a closed directed rapidity line labelled $r$, on the right hand side of each diagram in figure A1. For the top two deformations in figure A1, this line positively oriented, while for the bottom two deformations in figure A1, this line is negatively oriented.

For the first deformation in figure A1, the contribution to the partition function coming from the right hand side is

\[
\sum_{x_0=0}^{N-1} \sum_{x_2=0}^{N-1} S(x_0) S(x_2) W_{qr}(x_2, x_3) W_{rp}(x_2, x_1) W_{rq}(x_1, x_0) W_{pq}(x_2, x_0) W_{pr}(x_0, x_3)
\]

\[
= W_{pq}(x_1, x_3) R_{pq} \sum_{x_2=0}^{N-1} S(x_2) W_{qr}(x_2, x_3) W_{rp}(x_2, x_1) W_{rq}(x_2, x_3) W_{pr}(x_2, x_1)
\]

\[
= W_{pq}(x_1, x_3) \left( R_{pq} \sum_{x_2=0}^{N-1} S(x_2) \right).
\]
\[ \times R_{pq} \sum_{x_2=0}^{N-1} S(x_2) = \]

\[ \times R_{pq} f_{qr} f_{rq} (S(x_3))^{-1} \delta_{x_3,x_3} = \]

\[ \times R_{pq} \sum_{x_2=0}^{N-1} S(x_2) = \]

\[ \times R_{pq} f_{qr} f_{rq} (S(x_3))^{-1} \delta_{x_3,x_3} = \]

Figure A1. Exchanging one elementary square, with five elementary squares, corresponding respectively to equations (A.1)–(A.4), from top to bottom.
Figure A2. Two types of deformations, that exchange two elementary squares with four elementary squares.

Figure A3. Exchanging three elementary squares, with three elementary squares, using the star–triangle relation (2).
The first star–triangle relation in (2), and first inversion relation in (3), have been used in (A.1), to show that the contribution to the partition function of the left and right hand sides of the first deformation in figure A1, are equal up to a factor $R_{prq} \sum_{x_0=0}^{N-1} S(x_0)$.

For the second deformation in figure A1, the contribution to the partition function coming from the right hand side is

$$\sum_{x_0=0}^{N-1} \sum_{x_1=0}^{N-1} S(x_0) S(x_1) W_{qr}(x_1,x_3) W_{pr}(x_1,x_2) W_{pq}(x_0,x_1) W_{rp}(x_0,x_2) W_{rp}(x_3,x_0)$$

$$= W_{pq}(x_3,x_2) R_{prq} \sum_{x_1=0}^{N-1} S(x_1) W_{qr}(x_1,x_3) W_{pr}(x_1,x_2) W_{pq}(x_0,x_1) W_{rp}(x_1,x_2)$$

$$= W_{pq}(x_3,x_2) \left( R_{pqfqr} f_{qr} S(x_3) \right)^{-1} \delta_{x_3,x_5}. \quad (A.2)$$

The second star–triangle relation in (2), and both inversion relations in (3), have been used in (A.2), to show that the contribution to the partition function of the left and right hand sides of the second deformation in figure A1, are equal up to a factor $R_{prq} f_{qr} f_{rp} (S(x_3))^{-1} \delta_{x_3,x_5}$.

For the third deformation in figure A1, the contribution to the partition function coming from the right hand side is

$$\sum_{x_0=0}^{N-1} \sum_{x_1=0}^{N-1} S(x_0) S(x_2) W_{qr}(x_3,x_2) W_{pr}(x_1,x_2) W_{pq}(x_0,x_1) W_{rp}(x_0,x_2) W_{pr}(x_3,x_0)$$

$$= W_{pq}(x_3,x_1) R_{prq} \sum_{x_1=0}^{N-1} S(x_1) W_{qr}(x_3,x_2) W_{pr}(x_1,x_2) W_{pq}(x_3,x_2) W_{rp}(x_1,x_2)$$

$$= W_{pq}(x_3,x_1) \left( R_{pq} \sum_{x_2=0}^{N-1} S(x_2) \right). \quad (A.3)$$
The second star–triangle relation in (2), and first inversion relation in (3), have been used in (A.3), to show that the contribution to the partition function of the left and right hand sides of the third deformation in figure A1, are equal up to a factor \( R_{pq} \sum_{x_0} S(x_2) \). Note that (A.3), is equivalent to (A.1), after exchanging the spins appearing in each Boltzmann weight.

For the fourth deformation in figure A1, the contribution to the partition function coming from the right hand side is

\[
\sum_{x_0=0}^{N-1} S(x_0) S(x_1) \prod_{x_2=0}^{N-1} W_{pq}(x_3, x_1) W_{pr}(x_2, x_1) W_{pq}(x_1, x_0) W_{qp}(x_2, x_0)
\]

\[
= W_{pq}(x_2, x_3) R_{pq} \sum_{x_1=0}^{N-1} S(x_1) \prod_{x_2=0}^{N-1} W_{qr}(x_3, x_1) W_{pr}(x_2, x_1) W_{qr}(x_1, x_3) W_{rp}(x_2, x_1)
\]

\[
= W_{pq}(x_2, x_3) \left( R_{pq} f_{qr} f_{rq} (S(x_1))^{-1} \delta_{x_1 x_3} \right). \tag{A.4}
\]

The first star–triangle relation in (2), and both inversion relations in (3), have been used in (A.4), to show that the contribution to the partition function of the left and right hand sides of the fourth deformation in figure A1, are equal up to a factor \( R_{pq} f_{qr} f_{rq} (S(x_1))^{-1} \delta_{x_1 x_3} \). Note that (A.4), is equivalent to (A.2), after exchanging the spins appearing in each Boltzmann weight.

Recall that the \( Z \)-invariance property, is usually only valid for lattices in which the rapidity graph contains no closed directed paths. Notice that for the example of the first and third deformations of figure A1, there exists directed closed paths around vertices with the spin \( x_2 \), that is formed by the three rapidity lines \( p, q, r \). This means that a deformation involving the vertex with the spin \( x_2 \) cannot be made directly, since a corresponding star–triangle relation is not satisfied. Fortunately in these cases the vertex may be added, since it is accompanied by the addition of a vertex with the spin \( x_2 \), to which the star–triangle relation can be applied. A consequence of this is the appearance of the constant \( \sum_{x_0} S(x_2) \).

### A2. \( m = 2 \text{ squares} \leftrightarrow n = 4 \text{ squares} \)

The deformations in figure A1, add rapidity lines \( r \) to the surface. The remaining deformations given in this and the following sub-appendix stretch rapidity lines \( r \), and are obtained with simpler calculations of the form appearing in (A.1)–(A.4), and hence wont be written explicitly. When \( r \) is positively oriented, the following deformations involve adding (removing) three elementary squares \( \sigma_i(n + e_i), \sigma_{ik}(n) \), \( \sigma_{ik}(n + e_i) \) to \( \sigma \), and when \( r \) is negatively oriented, the following deformations involve adding (removing) three elementary squares \( \sigma_i(n) \), \( \sigma_{ik}(n + e_i), \sigma_{ik}(n) \) to (from) \( \sigma \). This has the effect of stretching (contracting) a rapidity line \( r \), that appears on the associated elementary squares.

From the right hand sides of the deformations in figure A1, there are eight different ways to deform the surface in the manner depicted in figure A2, through the use of the star–triangle relation (2), and inversion relations (3).

The deformations in figure A2, are for positively oriented rapidity lines \( r \). In addition to figure A2, two more deformations for positively oriented rapidity lines \( r \), may be obtained by reversing the orientation of the rapidity line \( p \), and then exchanging \( p \leftrightarrow q \).

The corresponding four deformations for when \( r \) is negatively oriented, are obtained from the four deformations that involve a positively oriented rapidity line \( r \), by exchanging the spins appearing in each Boltzmann weight. This gives the eight ‘2 ↔ 4’ deformations that are used in this paper.
A.3. \( m = 3 \) squares \( \leftrightarrow n = 3 \) squares

Figure A3 depicts two types of deformations, that exchange 3 elementary squares with 3 other elementary squares. These deformations involve a direct application of the star–triangle relation (2), and can be applied when \( \tau \) is either positively or negatively oriented. This gives the four ‘\( 3 \leftrightarrow 3 \)’ deformations that are used in this paper.

A.4. A star–triangle type relation arising from deformations

By equating different configurations of Boltzmann weights that arise from the deformations, it is possible to obtain summation formulas. Sometimes the resulting formulas are not obvious, particularly when equating two similar configurations that cannot be deformed into each other in a simple way, due to the non-commutativity of the deformations.

As an example, consider two different sequences of deformations on three elementary squares \( \sigma_{ij}(n), \sigma_{ij}(n + e_1), \sigma_{ij}(n + e_1 + e_4) \), shown in figure A4.

The first sequence involves the first deformation in figure A1, applied to both of the elementary squares \( \sigma_{ij}(n), \sigma_{ij}(n + e_1 + e_4) \). The second sequence involves first applying the second deformation of figure A1, to \( \sigma_{ij}(n + e_1) \), followed by applying the second deformation in figure A2, to both \( \sigma_{ij}(n) \), and \( \sigma_{ij}(n + e_1 + e_4) \).

Comparing the above two sequences of deformations, leads to the following ‘star–triangle type’ relation, centered at \( x_2 \)

\[
\sum_{x,x',x'',x'''} f(x,x',x'',x_1,x_2,x_4) W_{pq}(x,x') W_{rp}(x_3,x) W_{qr}(x',x_3) = C \sum_{x,x',x'',x'''} f(x,x',x'',x_1,x_2,x_4) W_{rp}(x',x_2) W_{qr}(x,x_2) W_{pq}(x_3,x_2), \tag{A.5}
\]

where \( C = R_{pq} f_{qr} f_{rq} (S(x_3))^{-1} \delta_{x_1,x_3} (\sum_{x_2} S(x_2))^{-1} \), and

\[
f(x,x',x'',x''',x_1,x_2,x_4) = S(x) S(x') S(x'') S(x''') \times W_{rp}(x,x_1) W_{rq}(x_1,x'') W_{pq}(x,x'') W_{pr}(x'',x_2) \times W_{qr}(x',x_4) W_{rq}(x_2,x''') W_{pq}(x',x''') W_{pr}(x''',x_4). \tag{A.6}
\]

Equation (A.5) is valid for any edge interaction model with Boltzmann weights satisfying the star–triangle relation (2), and inversion relations (3). Graphically (A.5) resembles the star–triangle relation in figure 3 (with some additional edges and vertices), although it is not straightforwardly derived from the corresponding equation (2), or inversion relations (3).

ORCID iDs

Andrew P Kels ORCID iD https://orcid.org/0000-0003-2328-1821

Note that this deformation does not lead to a valid surface \( \sigma \) as defined in section 3.2, since one edge is now common to four different elementary squares.
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