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Abstract. We study, via the replica method of disordered systems, the packing problem of hard-spheres with a square-well attractive potential when the space dimensionality, \(d\), becomes infinitely large. The phase diagram of the system exhibits reentrancy of the liquid-glass transition line, two distinct glass states and a glass-to-glass transition, much similar to what has been previously obtained by Mode-Coupling Theory, numerical simulations and experiments. The presence of the phase reentrance implies that for a suitable choice of the intensity and attraction range, high-density sphere packings more compact than the one corresponding to pure hard-spheres can be constructed in polynomial time in the number of particles (at fixed, large \(d\)) for packing fractions \(\varphi \leq 6.5 \, d^{-d}\). Although our derivation is not a formal mathematical proof, we believe it meets the standards of rigor of theoretical physics, and at this level of rigor it provides a small improvement of the lower bound on the sphere packing problem.

1. Introduction
Packing problems [1] are ubiquitous in science and engineering and arise in a variety of contexts ranging from biology (e.g. in the crowded cellular environment where physiological processes conspire significantly with excluded-volume effects [2]) to communication technology (e.g. in connection with the design of error correcting codes for signal transmission over noisy channels [3]). From a mathematic [4, 5] and algorithmic [1, 6, 7, 8] point of view the problem of packing sphere efficiently is most challenging when the dimension of the physical space \(d\) becomes increasingly large. This is mainly due to several unusual features which are at the origin of the so-called “curse of dimensionality”. It is well known, for example, that hypersphere packings cannot be very dense because the volume of the empty spaces left unoccupied by the spheres tends to become dominant in high-dimensional spaces thus giving a vanishingly small sphere packing density. Lattice packings with simple unit cells and simple symmetries are particularly inefficient in filling space when \(d\) is large [4], hence it is reasonable to guess that dense packing with complex unit cells might be the densest ones in large \(d\). However, such packings have complex symmetries and they are hard to construct explicitly in generic dimensions [4]. At the same time, numerical simulations require a minimal number of particles that grow exponentially with \(d\) [6, 7, 8, 9] and become extremely hard for large \(d\). In this situation it is by no means...
obvious whether the dense packings should have a periodic or rather an irregular structure and how to devise an algorithmic procedure to construct explicitly them [7].

In statistical physics, hard-sphere systems have been used for a long time to describe the gas-liquid transition (e.g. by van der Waals [10]) and the geometric structure of dense liquids (starting from Bernal [11]). More recently, they have been much studied as models of colloids (with steric and electrostatic stabilization). The interest has been especially motivated by the possibility of introducing a (depletion-induced) attraction between colloidal particles by adding a suitable amount of non-adsorbing polymers to the colloidal solution. The intensity and the range of the attraction can be tuned by changing the polymer concentration and the polymer coil radius, respectively. By doing so, one can thus explore a wide range of static and dynamic behaviours which are not directly accessible in a simple liquid system. Some of the fascinating properties that have been identified in these systems include the reversible melting-by-cooling of the colloidal glass state and structurally distinct types of dynamically arrested states [12].

The above colloid-polymer solutions can be modeled by an assembly of particles interacting through a potential made by a repulsive hard-core plus a very short-range attractive part. In the following, we shall be focused on the phase behaviour of such systems when the space dimensionality becomes infinitely large. This is interesting for several reasons. First, in this limit the approach we use is arguably exact [13] and this allows for a comparison with the results obtained by alternative methods. Moreover, our study provides evidence for the possibility of improving slightly the lower bound on the sphere packing problem in large dimensions.

A short account of our work was presented in [14]. In the present contribution we report extensively on the method we have used and discuss thoroughly the results of our calculations. In the remaining part of this introduction we explain further the motivations behind our work, including their possible algorithmic relevance. In section 2, we briefly outline the Franz-Parisi effective potential method [15] (the related replica calculation are reported in Appendix A). In section 3 we present the derivation of the phase diagram in an exemplary case and in the sticky limit as well. We then conclude by a qualitative description of the dynamical behaviour implied by our results, and by discussing further perspectives of our work.

1.1. Short-range attractive colloids: a re-entrant liquid-glass transition and two glasses

Colloidal systems with short-range attraction display a very rich phase diagram. When the range of the attraction is not too short, the phase diagram is characterized by a re-entrant liquid-glass transition line. This means that for a suitable intensity of the attraction (or, equivalently, temperature), the liquid-glass transition occurs at density higher than for the pure hard-sphere system without attraction. Moreover, when the range of the attraction is short enough, a glass-glass transition appears at high packing density. This transition separates a “repulsive glass” phase dominated by the hard core repulsion from an “attractive glass” phase dominated by the short range attraction [12]. The attractive glass is particularly interesting because it forms also at quite small densities where the slowing down is induced by a “gelation mechanism”: filamentary chains of bonded particles form and percolate the system.

This interesting phase diagram has been first obtained by MCT [16, 17], and later confirmed by numerical simulations [18, 19, 20], experiments [21, 22], and within the heterogeneous facilitation picture [23, 24]. MCT is often thought to be part of a more general Random First Order Transition (RFOT) scenario for the glass transition. This idea is based on the analogy between the glass problem and a class of spin glass models [25, 26, 27]; indeed, several studies found glass-glass transitions in these spin glass (or lattice glass) models [28, 29, 30, 31, 32] and gave further insight on the relaxation dynamics around this transition [28]. According to the general RFOT scenario [27], the same phase diagram should be obtained using the replica method [33, 27]. The advantage of using the replica method is that one can also access the glass phase (e.g. compute the equation of state of the glass). Moreover, critical properties are easier
to compute in the replica formalism [34].

So far only one attempt to use the replica method for this problem has been reported [35]. It is based on the replicated Hypernetted Chain (HNC) formalism, which is known to give a correct qualitative phase diagram, even if its quantitative accuracy is rather poor. Within this formalism the re-entrant glass transition was found, however the glass-glass transition and in particular the attractive glass phase were not found. This is probably due to the fact that the replicated HNC scheme is known to fail badly when the “cage size” is very small [36], which is the case in the attractive glass [12]. It is therefore important to carry out this computation by using the “small cage expansion” scheme [33, 36], which is more appropriate for this situation and normally gives much better results from the quantitative point of view. In this paper we report such a computation and we show that its results are consistent with the one obtained from MCT, which is nicely consistent with the general RFOT picture.

1.2. Large space dimension: algorithmic implications for the sphere packing problem

In the following, we will stick to the $d \to \infty$ limit, for two reasons. First of all, computations are simplified, the theory can be shown to be exact at the level of rigor of theoretical physics [13], and one is able to access all the transitions that characterize the RFOT scenario (the dynamical transition, the Kauzmann transition, and the jamming/glass close packing point) [36]. A second and more important motivation is that the presence of a re-entrant glass transition has an algorithmic interest in $d \to \infty$, which we now explain.

Rigorous results on high dimensional sphere packings– The problem of packing spheres is very hard when the space dimensionality becomes larger than $d \sim 20$ [4, 5]. From an analytic point of view, the recursive strategy of constructing optimal packings by slicing $d$-dimensional packings in $d+1$ dimensions turns out to be very inefficient [4, 5] and the few good packings which are known for dimension smaller than $d \sim 200$ have been mostly “handcrafted”. Moreover, because in some dimensions there are special symmetries that lead to the existence of extremely dense packings, it is very hard to extrapolate the trend of the maximum packing density to larger dimensions. From the algorithmic point of view, one could try to solve the problem by adapting the “simulated annealing” procedure, which in this case consists in constructing good packings by slowly compressing low density configurations of spheres. This procedure is known as the Lubachevsky-Stillinger (LS) algorithm [37, 38]. Unfortunately, as soon as $d > 5$, crystallization becomes exceedingly rare [38, 39, 9]: the system remains stuck “forever” in an amorphous phase, which at high enough density is a glass. It seems that the time needed to crystallize increases at least exponentially with dimension. Other smart algorithms have been used to construct dense lattice packings [6, 7, 8] but unfortunately their running time increases fast with dimension and for the moment the use of these algorithms is limited to dimensions smaller than $d \sim 40$. It is also important to stress that, at least to investigate amorphous packings, the minimal number of particles that need to be studied increases exponentially with $d$ [9], which is an important limitation to study large spatial dimensions.

Because finding optimal packings is so difficult for large $d$, only non-constructive upper and lower bounds to the best packing fraction (the fraction of volume covered by the spheres) $\varphi$ are known. Roughly speaking (see [4, 5, 1] for more precise formulations), the known best lower bound is $\varphi \geq (6d/e)2^{-d}$ [40] (note that it took 20 years to gain a factor of $3/e$ with respect to the previous best lower bound $\varphi \geq 2d2^{-d}$ [41]), while the known best upper bound is $\varphi \leq 2^{-4.596d}$ [42]. Therefore, the upper and lower bounds are exponentially divergent with $d$, leaving a huge gap open where the densest packing might be located.

Non-rigorous results on disordered packings– It has been proposed, based on an analysis of consistency conditions for the pair correlation functions, that sphere packings could exist up to a
density $\varphi \sim 2^{-0.7786d}$, i.e. somewhere in between the lower and upper bounds but exponentially larger than the best lower bound [1]. The fact that the pair correlation function used in the analysis has no structure suggests that these packings, if they exist, could be lattice packings with a very complex fundamental cell or even disordered packings. Unfortunately, no way to construct such packings, or to transform the conjecture in a more rigorous bound, has been obtained.

The study of disordered packings in large space dimension is therefore extremely interesting to obtain further insight into the problem. The analytical study of a system of amorphous hard spheres in large dimensions within the RFOT scenario and using the replica method [43, 36] gives the following predictions.

- An ergodic liquid phase exists up to a density $\varphi_d$ that scales asymptotically as $\varphi_d = 4.8d 2^{-d}$. At $\varphi_d$, the liquid phase fragments into a large number of non-ergodic components. Under very general conditions, one can prove rigorously [44] that if such an ergodicity breaking transition exists, the equilibration time of any local dynamics is polynomial in the number of particles $N$ for $\varphi < \varphi_d$, while it is exponential in $N$ for $\varphi > \varphi_d$. Hence at $\varphi_d$, a dynamical arrest of the MCT type towards a glass phase happens. Note however that this statement is not rigorous for hard spheres because the very existence of $\varphi_d$ is not rigorously proven in that case.

- An exponential number of amorphous packings exist up to a density $\varphi_{GCP}$ scaling asymptotically as $\varphi_{GCP} = d \log(d) 2^{-d}$. Yet, based on the statement above, the time needed to explore these packings using standard local dynamics is exponentially large in the number of particles.

This approach can be shown to be exact at the level of rigor of theoretical physics [13], and these predictions are consistent with numerical simulations in dimensions $d$ ranging from 3 to 13 [9, 45]. We are therefore led to conclude that exponentially many disordered sphere packings exist up to $\varphi_{GCP} = d \log(d) 2^{-d}$, but sampling them using local hard sphere dynamics is exponentially hard in the number of particles $N$ when the density is larger than $\varphi_d = 4.8d 2^{-d}$. Note that this situation resembles closely the one that is encountered in many random optimization problems for which the RFOT scenario is exact, for example the coloring of random graphs in the limit of a large number of colours [46]. Note also that sampling the packings uniformly is exponentially hard in $N$ for $\varphi > \varphi_d$, but one can still construct packings in polynomial time in $N$ above $\varphi_d$ by adiabatic compression of the packings at $\varphi_d$ [9] (again, in close analogy with the coloring problem [47]). This allows to construct packings with density slightly larger than $\varphi_d$, but probably still proportional to $d 2^{-d}$ (the computation of the proportionality constant remains however an open problem, and should be done by extending the replica method following [48]).

An interesting conclusion of the above discussion is that at the level of rigor of theoretical physics, we can state that disordered sphere packings exist and can be sampled with simulated annealing in polynomial time in $N$ at fixed $d$ for density at least equal to $\varphi_d = 4.8d 2^{-d}$, which provides a non-rigorous (but constructive) small improvement of the lower bound of Vance $\varphi \geq (6d/e) 2^{-d}$ [40] mentioned above (the reader should however keep in mind that, unfortunately, the minimal number of particles $N$ must scale exponentially with $d$ [9], which in practice renders the numerical simulations prohibitive for current computers above $d \sim 13$). In this paper we will show that when a short range attraction is added to the hard sphere potential, the glass transition line $\varphi_d$ moves to even higher densities. The presence of this re-entrance of the line $\varphi_d$ implies that one is able to equilibrate the system in polynomial time in $N$ up to a higher threshold. We will show that unfortunately the improvement is only in the prefactor, which is brought to at most $\varphi_{d,max} \sim 6.5 d 2^{-d}$ for a suitable choice of the range and intensity of the attraction.
2. The Franz-Parisi potential and the replica method

We assume that the potential has a soft repulsive core of diameter \( D = 1 \). The most general potential we want to consider in this paper has the form

\[
v(r) = \epsilon (1 - r)^2 \theta(r < 1) - U_0 \theta(1 < r < 1 + \sigma)
\]

However, in the following we restrict for simplicity to the case \( \epsilon \to \infty \) which corresponds to hard spheres with a square-well attraction. We scale the attraction width in such a way that \( \sigma = \sigma_d \) is finite. Moreover, the natural scale of packing fraction is the scaled \( \tilde{\varphi} = 2^d \varphi / d \) where \( \varphi \) is the packing fraction of the repulsive core.

The basic idea of the replica approach to the glass transition is that the kinetic slowing down on approaching the glass phase is due to the sudden appearance of a bunch of long-lived metastable states [49, 50, 51]. Under this assumption, the glass transition can be detected by looking at the free energy of a system constrained to be at a fixed distance from a reference equilibrium configuration. This is known as the Franz-Parisi potential [52, 53, 54], see also [51, 55] for an alternative but very related approach. In the present context, the best way of making this construction explicit is the following. One considers an equilibrium configuration \( X = \{x_i\}_{i=1\ldots N} \) of the liquid at a given state point, and a second configuration \( Y \) that is constrained to be close to the first one, in such a way that the mean square displacement

\[
\frac{d}{N} \langle (x_i - y_i)^2 \rangle \leq 2 \hat{A},
\]

where \( \hat{A} \) is a fixed constant. One then computes the free energy of the system \( Y \) for fixed \( X \), and then averages it over the equilibrium distribution of \( X \). The result is the average free energy \( V_{\text{FP}}(\hat{A}) \) of a system constrained to be at distance \( \hat{A} \) from a typical liquid configuration. In the liquid phase, it is always possible for particles to diffuse away from any reference configuration, and correspondingly \( V_{\text{FP}}(\hat{A}) \) has a unique minimum at \( \hat{A} = \infty \). On the contrary, in the glass phase, there is a metastable phase – corresponding to a local minimum of \( V_{\text{FP}}(\hat{A}) \) at finite \( \hat{A} \) – in which the second system remains spontaneously close to the first one, signaling the presence of a caging effect. The secondary minimum appears discontinuously at a finite \( \hat{A} \) below the dynamical transition line \( T_d(\varphi) \). At the mean-field level, this secondary minimum has an infinite life time. Very remarkably, such a construction can be done explicitly for realistic models of glass formers, both analytically (using standard liquid theory approximations) or numerically [15, 54, 56, 57].

From an analytic point of view, the computation of the Franz-Parisi potential requires the use of the replica method. This procedure has been developed in [58, 54, 59, 36]. For the specific case of the potential in (1), the best known approximation has been discussed (for \( U_0 = 0 \)) in [60]. Moreover, it has been shown (at a theoretical physics level, i.e. not rigorously) in [13] that this approximation becomes exact in the limit \( d \to \infty \) where space dimensionality becomes very large. The extension of these results to \( U_0 \neq 0 \) is straightforward and it is discussed in Appendix A.

In summary, we show in Appendix A that

\[
V_{\text{FP}}(\hat{A}) = \text{const.} + \frac{d}{2} V_{\text{FP}}(\hat{A}),
\]

and \( V_{\text{FP}} \) can be computed by means of (A.13). Moreover,

\[
V'_{\text{FP}}(\hat{A}) = -\frac{1}{\hat{A}} \left[ 1 - \tilde{\varphi} F_1(\hat{A}) \right].
\]

Therefore the stationary points (maxima and minima) of the Franz-Parisi potential are located at values of \( \hat{A} \) which are the solutions of

\[
\frac{1}{\tilde{\varphi}} = F_1(\hat{A}),
\]
3. The static phase diagram of the square-well potential

Let us now discuss the static phase diagram, which is derived by studying the behaviour of the functions $V_{FP}$ and $F_1$. The connection with dynamics will be briefly discussed in the conclusions.

3.1. Medium-range attraction: a single glass phase

When the attraction width is large enough (above $\tilde{\sigma} \approx 0.19$), the function $F_1$ has a single maximum for all densities and temperatures, and the resulting phase structure is easily determined: for each temperature, a single glass phase exists for densities larger than $\tilde{\varphi}_d$ defined by (6). In figure 1 we show the phase diagram in rescaled variables: reduced temperature, $\tilde{T} = k_B T / U_0$, and reduced packing fraction, $\tilde{\varphi}$. Interestingly, there is a range of $\tilde{\varphi}$ above $\approx 5$ in which the glass melts upon cooling and the resulting fluid freezes when temperature is further lowered. This reentrance effect is driven by the width of the square-well potential. The smaller the attraction width the deeper the fluid phase enters into the glass region. This effect was already found in [35] by using the replica method in a different approximation scheme.

3.2. Short-range attraction: two glass phases

When the attraction width is below $\tilde{\sigma} \approx 0.19$, the function $F_1$ can have two maxima in some range of temperatures and densities, and the determination of the phase diagram requires some care in this case because of the appearance of multiple glass phases. To discuss in detail the several interesting features we find for the square-well potential we focus on a representative case with $\tilde{\sigma} = 0.06$. 

![Figure 1. Phase diagram in the rescaled variables, temperature $\tilde{T} = k_B T / U_0$ vs packing fraction $\tilde{\varphi}$, for moderately large square-well attraction width $\tilde{\sigma} \geq 0.3$. The vertical line is the packing fraction at the dynamic glass transition for the purely hard-sphere potential. In this case there is only one glass phase but the fluid-glass transition line is reentrant: in a range of the control parameters the amorphous solid melts upon cooling (and the liquid freezes upon heating).]
A crucial observation is that $F$ has two local maxima separated by a local minimum. Let us give the following definitions, illustrated in figure 2:

\[ F_1 = \begin{cases} 
1/\hat{\varphi}_d^a & \text{at the maximum at smaller } \hat{A}, \\
1/\hat{\varphi}_d^r & \text{at the maximum at larger } \hat{A}, \\
1/\hat{\varphi}_{sp} & \text{at the minimum};
\end{cases} \tag{7} \]

we also consider the analytic continuations of these densities when they exist. Therefore in some range of densities (5) has four solutions: two of them (the first and the third, upon increasing $\hat{A}$) correspond to local minima and the two others correspond to local maxima of the Franz-Parisi potential. This is illustrated in figure 3, and remember that while $F_1$ does not depend on density, $V_{FP}$ does. The two local minima correspond to two different metastable glass states, and we call them the attractive glass (the one with smaller $\hat{A}$) and repulsive glass (with larger $\hat{A}$). Therefore, in this region of density we have coexistence between the two glasses.

To obtain the phase diagram we must analyze the behaviour of $F_1(\hat{A})$ systematically as a function of temperature. From figure 2 we deduce the existence of several different temperature ranges:

- For $\hat{T} < \hat{T}_{A_1}$, $F_1$ has a unique maximum at small $\hat{A}$, corresponding to $\hat{\varphi}_d^a$. The other two densities in (7) do not exist, only the attractive glass exists for these temperatures, in the region $\hat{\varphi} \in [\hat{\varphi}_d^a, \infty)$.
- For $\hat{T} = \hat{T}_{A_1}$, a pair of stationary points of $F_1$ (a local minimum and a local maximum at large $\hat{A}$) appear (figure 4): this leads to $\hat{\varphi}_{sp} = \hat{\varphi}_d^r$. At this temperature, the repulsive glass solution exists only marginally: it corresponds to a very flat maximum of the Franz-Parisi potential, see figure 5(top).
- For $\hat{T}_{A_1} < \hat{T} < \hat{T}_{C}$, there are two local maxima separated by a local minimum, and the maximum at small $\hat{A}$ is higher. In other words, $\hat{\varphi}_d^a < \hat{\varphi}_d^r$. In this region the attractive glass

**Figure 2.** (Left) Shape of the function $F_1$ for $\hat{\sigma} = 0.06$ at some reduced temperatures $\hat{T} = k_B T/U_0$. (Right) The definitions of (7) are illustrated at temperatures $\hat{T} = 0.5$ and $\hat{T} = 0.47$. In the appropriate range of density max $\{\hat{\varphi}_d^a, \hat{\varphi}_d^r\} < \hat{\varphi} < \hat{\varphi}_{sp}$, (5) has four solutions, two of them corresponding to the glasses and the two others to local maxima of $V_{FP}$. 

The function $F_1(\hat{A})$ is reported in figure 2 for $\hat{\sigma} = 0.06$ and two selected values of temperature.
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Figure 3. The Franz-Parisi potential $V_{FP}(\hat{A})$ for two temperatures, $\hat{T} = 0.5$ (left) and $\hat{T} = 0.47$ (right), at several values of the density. The corresponding functions $\mathcal{F}_1$ are reported in figure 2.

Figure 4. Shape of the function $\mathcal{F}_1$ for $\hat{\varphi} = 0.06$ for the special temperatures $\hat{T}_{A_3}, \hat{T}_C, \hat{T}_{A_3}$ defined in the text.

exists for $\hat{\varphi} \in [\hat{\varphi}_d^a, \infty)$, while the repulsive glass exists for $\hat{\varphi} \in [\hat{\varphi}_d^r, \hat{\varphi}_{sp}]$. The Franz-Parisi potential is reported in figure 3(right).

- At $\hat{T}_C$ the two maxima of $\mathcal{F}_1$ have the same height (figure 4), hence the two lines cross $\hat{\varphi}_d^a = \hat{\varphi}_d^r$. The Franz-Parisi potential is in figure 5(middle).

- For $\hat{T}_C < \hat{T} < \hat{T}_{A_3}$ the situation is reversed, $\hat{\varphi}_d^a > \hat{\varphi}_d^r$, but for the rest nothing changes. The Franz-Parisi potential is in figure 3(left).

- When $\hat{T} = \hat{T}_{A_3}$, the local minimum and the small-$\hat{A}$ maximum of $\mathcal{F}_1$ coalesce (figure 4). Here $\hat{\varphi}_{sp} = \hat{\varphi}_d^a$ and the attractive glass becomes a marginally stable point. The Franz-Parisi potential is in figure 5(bottom).

- Finally, for $\hat{T} > \hat{T}_{A_3}$ there is a unique maximum at large $\hat{A}$ corresponding to the attractive glass, which is the only state in this region and exists for $\hat{\varphi} \in [\hat{\varphi}_d^a, \infty)$.

In figure 6 we show the transition lines in the phase diagram that delimit the regions defined above. The two lines $\hat{\varphi}_d^a(\hat{T})$ and $\hat{\varphi}_d^r(\hat{T})$ cross each other at point C. Below $\hat{T}_C$, the liquid-glass transition is given by $\hat{\varphi}_d^a(\hat{T})$ and the liquid transforms into the attractive glass, while above $\hat{T}_C$, the
the liquid-glass transition is given by \( \hat{\varphi}_d(\hat{T}) \) and the liquid transforms into the repulsive glass. Hence
\[
\hat{\varphi}_d(\hat{T}) = \min\{\hat{\varphi}_d(\hat{T}), \hat{\varphi}_s(\hat{T})\}.
\]
and the liquid is ergodic for \( \varphi < \hat{\varphi}_d(\hat{T}) \).

For \( \varphi > \hat{\varphi}_d(\hat{T}) \), the system is arrested but the two different glass phases can exist. The line \( \hat{\varphi}_d(\hat{T}) \) can be continued from point C to point \( \hat{A}_d^3 \) where it merges with the line \( \hat{\varphi}_s(\hat{T}) \). The point \( \hat{A}_d^3 \) is a critical endpoint representing a cusp singularity that corresponds to a very singular point of the Franz-Parisi potential. Similarly, the line \( \hat{\varphi}_d(\hat{T}) \) can be continued from point C to
Figure 6. Phase diagram for the representative case $\hat{\sigma} = 0.06$. There are two distinct types of glass phases and fluid-glass transitions plus a glass-glass transition line. The two fluid-glass transition lines meet at a crossing point $C$ along with the glass-glass transition line. The line $C-A_3^a$ corresponds to a spinodal for the attractive glass, above which this phase does not exist anymore. Similarly, the lines $C-A_3^r$ and $A_3^r-A_3^a$ are spinodals of the repulsive glass. The glass-glass coexistence region is delimited by these three lines. The two special points $A_3^a$ and $A_3^r$ are cusp singularities; they correspond to points where the two glasses coalesce giving rise to a higher order singularity in the Franz-Parisi potential.

3.3. The sticky limit

It is interesting to consider a sticky sphere limit where $\hat{\sigma} \to 0$, $U_0 \to \infty$ while $\mu = -\beta U_0 - \log \hat{\sigma}$ is kept constant. In this limit the control parameters are therefore $\hat{\varphi}$ and $\mu$. One can show (Appendix A) that in this limit the small-$\hat{A}$ maximum of $F_1(\hat{A})$, corresponding to the attractive glass, moves to $\hat{A} = 0$. Because of the sticky attraction, particles do not move at all in the attractive glass phase. The height of this maximum can be computed explicitly and gives $\tilde{\varphi}^a_{\infty} = 2e^{\mu}$, see (A.18). Hence in this case the spinodal point of the attractive glass can be computed analytically and reaches arbitrarily large densities, therefore the point $A_3^a$ moves to infinite density. Still, the other two lines $\varphi_{\infty}^a$ and $\varphi_{\infty}^p$—corresponding respectively to the large-$\hat{A}$ local maximum and the local minimum— have to be computed numerically. The resulting phase diagram is reported in figure 7.

3.4. The evolution of the phase diagram with $\hat{\sigma}$: $A_3$ and $A_4$ singularities

We now summarize the evolution of the phase diagram when the range of the attraction $\hat{\sigma}$ is changed. At large $\hat{\sigma}$, the phase diagram displays a single re-entrant liquid-glass transition line, see figure 1. At very small $\hat{\sigma}$, a phase coexistence region between two glasses is observed, and is delimited by the triangle $A_3^a-C-A_3^r$ in figure 6. This triangle is quite large at very small $\hat{\sigma}$ (its size diverges in the sticky limit, see figure 7). Its size decreases with increasing $\hat{\sigma}$, until it disappears at $\hat{\sigma} \approx 0.19$ where the three points $A_3^a-C-A_3^r$ merge into a further higher-order singularity of type $A_4$, also known as swallowtail bifurcation.
The higher-order singularities, $A_3$ and $A_4$, are special singular points of the Franz-Parisi potential. From (4) it is easy to show that if (5) is satisfied (i.e. on stationary points of the potential), the vanishing of the $n$-th derivative of $F_1(\hat{A})$ leads to the vanishing of the $(n+1)$-th derivative of $V_{FP}(\hat{A})$. On the points $A_3$, the first two derivatives of $F_1$ vanish (see figure 4) and therefore the first three derivatives of the Franz-Parisi potential vanish (see figure 5). On the point $A_4$, the first three derivatives of $F_1$ vanish and therefore the first four derivatives of the Franz-Parisi potential vanish (not shown). This higher-order singularities lead to peculiar properties of the relaxation dynamics, that have been explored in great detail in the Mode-Coupling theory framework [61, 17, 20, 28, 62] and numerically [63, 64]. However, note that point $A_3$ is a maximum of the Franz-Parisi potential and therefore it is unstable, see figure 5(top). This instability has also been discussed within Mode-Coupling Theory [62].

3.5. The Kauzmann transition
Finally, it is important to stress that the complexity contains a term proportional to $\log(d)$, which makes it positive for all finite values of $\hat{\varphi}$. Hence the Kauzmann transition happens at $\hat{\varphi} \to \infty$ and $\hat{A} \to 0$ [36] and it is therefore out of the range of the phase diagrams discussed above. In particular, this implies that the Kauzmann transition always happens in a region of the phase diagram where there is no coexistence between different glasses. The complexity associated to both glasses is therefore positive and for this reason we did not discuss the Kauzmann transition.

4. Conclusion
The main result of this paper is that a static replica picture based on the Franz-Parisi potential allows to re-derive many of the results that have been previously obtained using Mode-Coupling theory for attractive colloids [20, 12, 62], namely the re-entrance of the glass transition line and the coexistence of two glass phases for very short range attractions. Here we limited ourselves to the $d \to \infty$ limit where computations are easier and the replica theory is exact [13], but the computations can in principle be generalized to any finite dimension [36]. Moreover, we found that for suitable attraction range $\hat{\varphi} \approx 0.06$ and temperature $\hat{T} \approx 0.48$, the fluid phase extends to density $\hat{\varphi} \approx 6.5$. This shows that sphere packings exist up to packing fraction $\varphi \approx 6.5d2^{-d}$ and can be produced by slow compression of the fluid phase of attractive systems with the above parameters.
Let us conclude by some speculations on the connection between the static replica picture presented in this paper and the dynamic MCT picture of [20, 12, 62], and by presenting some perspective for future work.

4.1. Dynamics
It is very important to discuss the consequences that the static phase diagram obtained above has for dynamics. This is crucial to compare theory with numerical simulations and experiments, that in the glass phase are necessarily out of equilibrium. In simple spin glass models this connection is perfectly understood (both at equilibrium and out of equilibrium) within the general RFOT framework [49, 50, 51, 65, 66, 27]. Unfortunately, when one tries to translate this to approximate theories of particle systems based on MCT and replicas, the situation is much more complicated and controversial results have been obtained in the past [49, 67, 68, 69, 36, 9]. This is due to the fact that, although the general RFOT picture is perfectly consistent at least for large enough dimensions [70], its practical implementation using liquid theory approximate closure can lead to inconsistencies (a fact which is well known in the theory of simple liquids [71]).

Moreover, the discussion of out of equilibrium dynamics is not obvious because in general this dynamics depends a lot on the preparation history and the protocol that is used to explore the glass phase. This is particularly true in the present situation where two distinct glass phases can coexist. In principle, if one considers a slow annealing in the glass phase, one can obtain precise information through the so-called state-following method [48]. However, such a computation goes beyond the scope of this work.

Given these important remarks, we can discuss qualitatively the evolution of the cage radius in the glass phase based on our results for the Franz-Parisi potential. When $\varphi < \varphi_d(T)$, the system is in a liquid phase and it is ergodic. Particles can diffuse and the long time limit of connected density correlations is zero. As usual, when $\varphi \to \varphi_d(T)$ from below, dynamics slows down until at $\varphi_d(T)$ diffusion is arrested and the long time limit of the mean square displacement becomes equal to a constant according to (2). For densities very close to $\varphi_d(T)$, the mean square displacement plotted as a function of time exhibits a long plateau before crossing over to the diffusive regime, and the value of this plateau corresponds roughly to the long time mean square displacement in the glass phase.

We therefore have two different behaviour depending on temperature. When $T < T_C$, the liquid arrests into the attractive glass and the value of mean square displacement corresponds to the small $A$ solution. Instead, when $T > T_C$ the liquid arrests into the repulsive glass with larger $A$.

Suppose that we now continue to compress the system slowly and isothermally, out of equilibrium into the glass phase. We have several possibilities:

- At low $T < T_C$, the system jumps in the attractive glass at $\varphi_d$. Then it remains in this phase upon compression. This is because, even if the repulsive glass solution can appear in some range of density, dynamics is arrested in the attractive glass, which does not have a spinodal that could make it unstable. Therefore the blue and green lines in figure 6 cannot be observed under isothermal compression below $T_C$.

- At intermediate temperature $T_C < T < T_A$, the system is stuck in the repulsive glass at $\varphi_d$. However upon further increasing density, the repulsive glass solution disappears at large enough density (corresponding to $\varphi = \varphi_{sp}(T)$, the green line in figure 6). Around this point, the system undergoes a transition to the attractive glass, which then remains stable upon further compression. Note however that strong history dependent out of equilibrium effects are surely present, therefore the transition can happen everywhere between the red and green lines in figure 6.
At $T > T_{A^d}$, there is no attractive glass. The system jumps into the repulsive glass at $\tilde{\varphi}_d$ and remains there at any other density because this is the only solution.

In general, it is reasonable to expect that the repulsive glass phase will be very hard to observe below $T_C$. Although this phase exists in a strictly mean-field picture as a metastable minimum, one can easily see from figure 3(bottom) that the barriers separating this phase from the liquid and the attractive glass are very small. It is therefore most probable that in finite dimensions these barriers are easily crossed in this region, leading to a very short lifetime of the repulsive glass. The most relevant line in the triangle in figure 6 seems therefore the line $A^d_3$-$C$, consistently with MCT results [20, 62].

In particular, the $A^3_d$ singularity corresponds to the point where the repulsive glass disappears leading to a local quartic maximum of the Franz-Parisi potential, as shown by the curve for $\tilde{\varphi} = 6.44$ in figure 5(top): it is therefore dynamically unobservable as the repulsive glass will always be unstable around this singularity. This is consistent with results from MCT [62]. On the contrary, the $A^3_A$ singularity corresponds to a local quartic minimum of the Franz-Parisi potential, see the curve for $\tilde{\varphi} = 8.56$ in figure 5(bottom). This leads to a unique glass phase with peculiar dynamical properties and a very slow logarithmic relaxation, as it has been shown within MCT [62].

4.2. Perspectives

The discussion of dynamics reported above is very qualitative and preliminary. Exploring further the connection between static and dynamical pictures will surely lead to a better understanding of the rich out of equilibrium dynamics in the glass-glass coexistence phase, where one could naturally expect hysteresis effects. We believe that such a study is a very interesting subject for future work. Performing numerical simulations in high dimensions, following [9], could be very useful to remove undesired metastability effects that complicate the picture. Of course, the hope is to put back these effects in a controlled way once the mean field picture is fully understood.

Our work opens the way to several other studies. First of all one should understand better the nature of the glass phase close to the glass-glass transition. It is to be expected that the complexity function will have two distinct branches, corresponding to the two different sets of glassy states in coexistence. The solution that maximizes the complexity should then correspond to the “typical” phase, in which equilibrium configurations will be found with probability 1 in the thermodynamic limit. This corresponds as usual to choosing the solution that minimizes the Franz-Parisi potential and would provide an “equilibrium” definition of the glass-glass transition line in the coexistence region. How activated barrier processes change the picture within RFOT theory remains an open problem that would be very interesting to investigate. Another question that would be important to address is the role of the Kauzmann transition in finite dimension, which we did not discuss here because in the limit $d \to \infty$ this transition moves at infinite $\tilde{\varphi}$, and is therefore outside the range of relevant densities for the glass-glass coexistence region. Furthermore, one could compute the equation of state of the two glasses, the jump of specific heat at the glass transition, and so on.

For soft matter applications, one would like of course to repeat this calculation in $d = 3$. We expect that the qualitative phase diagram will remain the same in low dimensions. Unfortunately, for the moment the small cage expansion scheme does not give good quantitative results for the dynamical transition in low dimensions, but there is hope to improve it.

For algorithmic applications, it would be very important to perform a “state following” calculation [48], to study how much the states at $\varphi_d$ can be compressed adiabatically: this would give the true threshold beyond which packings cannot be constructed in polynomial time by simulated annealing.
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Appendix A. Gaussian replica equations for a generic potential

We collect here all the equations that are needed to obtain the results presented in this work. Because these are based on extensions of previous work [36, 60], we do not provide the general derivation but rather highlight the extensions that are needed with respect to the previous works.

We assume that the potential has a soft repulsive core of diameter \(D = 1\). The most general potential we consider has the form

\[
v(r) = \epsilon(1 - r)^2\theta(r < 1) - U_0\theta(1 < r < 1 + \sigma)
\]

Here \(T\) is temperature and \(\beta = 1/(k_B T)\). We define \(\hat{\sigma} = \sigma d\) and \(\hat{\epsilon} = \beta\epsilon/d^2\) and \(\hat{\varphi} = 2\varphi/d\) where \(\varphi\) is the packing fraction of the repulsive core. We also define \(\beta U_0 = \hat{U}_0 = 1/\hat{T}\).

Appendix A.1. Finite dimensions

The approximation scheme used here holds for \(\beta\epsilon\) large enough and is based on [60, (22) and (23)], which give the replicated free entropy separated between the harmonic and the liquid contributions

\[
S(m, A) = S_h(m, A) + S_{\text{liq}}(T/m, \varphi) + 2^{d-1}\varphi y_{\text{liq}}^{\text{HS}}(\varphi)G_m(A) ,
\]

\[
G_m(A) = d \int_0^\infty dr r^{d-1} [q(A; r)^m - e^{-\beta m v(r)}] ,
\]

\[
S_h(m, A) = \frac{d}{2} (m - 1) \log(2\pi A) - \frac{d}{2} (1 - m - \log m) ,
\]

for \(m\) replicas at temperature \(T\), in a Gaussian cage of variance \(2A\). The function \(q(A; r) = \int d^d r'\gamma_{2A}(\vec{r}') e^{-\beta v(|r-r'|)}\) is defined in [60, just after (16)] where \(\gamma_{2A}\) is a normalized and centered Gaussian of variance \(2A\), and \(y_{\text{liq}}^{\text{HS}}\) is the contact value of the hard-spheres cavity function. Introducing bipolar coordinates, as in [36, Appendix C.2.a], we obtain the generalization of [36, (C16)] to a generic potential \(v(r)\)

\[
q(A; r) = \int_0^\infty du e^{-\beta v(u)} \left[ \frac{u}{r} \right]^{d-1} e^{-\frac{(u-r)^2}{4}} \frac{1}{\sqrt{4\pi A}} \left[ e^{-\frac{r^2}{2A}} \sqrt{\frac{r}{4A^2}} I_{d-2} \left( \frac{ru}{2A} \right) \right] .
\]

From the replicated entropy we can obtain the Franz-Parisi potential

\[
\beta V_{\text{FP}}(A) = - \frac{d(S/m)}{dm} \bigg|_{m=1} = S_{\text{liq}}(T) - d - \frac{d}{2} \log(2\pi A) - 2^{d-1}\varphi y_{\text{liq}}^{\text{HS}}(\varphi)H_1(A) ,
\]

\[
H_m(A) = m \frac{\partial G_m(A)}{\partial m} .
\]

Note that the Franz-Parisi potential corresponds to the complexity at \(m = 1\) as a function of \(A\).

The local minima of \(V_{\text{FP}}(A)\) correspond to stable glass phases. Because \(S(m, A)\) is independent of \(A\) at \(m = 1\), one can show that the stationary points in \(A\) of \(V_{\text{FP}}(A)\) are the same as those of \(S(m, A)\) for \(m \to 1\). In general, the stationary points of \(S(m, A)\) are given by the condition

\[
\frac{d}{2d^2\varphi y_{\text{liq}}^{\text{HS}}(\varphi)} = \frac{A}{1 - m} \frac{\partial G_m(A)}{\partial A} \equiv F_m(A) .
\]
Appendix A.2. Infinite dimension

We follow [36]: in the limit of infinite dimension, we are interested in the scaling $A = \hat{A}/d^2$. One can show that

$$
\lim_{d \to \infty} e^{-d^2} \sqrt{2\pi d^2} z I_{\frac{d}{2}}(d^2 z) = e^{-\frac{1}{2z}}.
$$

(A.6)

Using this result in (A.3), we have

$$
q(A; r) = \int_0^\infty du e^{-\beta u} \left( \frac{u}{r} \right)^{d-1} \frac{e^{-\frac{(r-u)^2}{4A}}}{\sqrt{4\pi A}} e^{-\frac{\beta u}{4A}}
$$

(A.7)

Changing variables again to $t = \frac{r-u}{\sqrt{4A}}$ and $s = \frac{u}{\sqrt{4A}}$ and using

$$
\left( \frac{u}{r} \right)^{d-1} = \left( \frac{1 + \frac{s}{\sqrt{4A}}}{1 + \frac{t}{\sqrt{4A}}} \right)^{\frac{d-1}{2}} \sim e^{(s-t)\sqrt{A}},
$$

we get

$$
q(\hat{A}; t) \sim e^{-\frac{t}{4A}} \frac{1}{\sqrt{\pi}} \int_{-\infty}^{\infty} ds e^{-\beta \nu \left( 1 + \frac{s}{\sqrt{4A}} \right) d} e^{(s-t)\sqrt{A}-(t-s)^2}
$$

$$
= e^{-\frac{t}{4A}} \frac{1}{\sqrt{\pi}} \int_{-\infty}^{0} ds e^{-\frac{4A}{d} s^2 + (s-t)\sqrt{A}-(t-s)^2} + e^{-\frac{t}{4A}} \frac{1}{\sqrt{\pi}} \int_0^{\frac{\sqrt{\pi}}{d}} ds e^{\frac{4A}{d} s^2 + (s-t)\sqrt{A}-(t-s)^2}
$$

$$
+ e^{-\frac{t}{4A}} \frac{1}{\sqrt{\pi}} \int_{\frac{\sqrt{\pi}}{d}}^{\infty} ds e^{(s-t)\sqrt{A}-(t-s)^2}.
$$

(A.8)

We can use this result to compute $G_m(\hat{A}) = \lim_{d \to \infty} G_m(A d^2)$:

$$
\begin{align*}
G_m(\hat{A}) &= \lim_{d \to \infty} \sqrt{4A} \int_{-d/\sqrt{4A}}^{d/\sqrt{4A}} dt \left( 1 + t \sqrt{\frac{4A}{d}} \right)^{d-1} \left[ q(\hat{A}; t)^m - e^{-\mu \nu \left( 1 + t \sqrt{4A} / d \right) d} \right] \\
&= \int_{-\infty}^{\infty} dy e^y \left[ q(\hat{A}; y)^m - e^{-\mu \nu (1 + y / d)} \right] \\
&= \int_{-\infty}^0 dy e^y \left[ q(\hat{A}; y)^m - e^{-\mu \nu y^2} \right] + \int_0^{\frac{\sqrt{\pi}}{d}} dy e^y \left[ q(\hat{A}; y)^m - e^\mu \nu_0 \right] \\
&+ \int_{\frac{\sqrt{\pi}}{d}}^{\infty} dy e^y \left[ q(\hat{A}; y)^m - 1 \right]
\end{align*}
$$

(A.9)

where $q(\hat{A}; y) = q(\hat{A}; t / \sqrt{4A})$.

The equation for $\hat{A}$ is

$$
\frac{1}{\hat{A}} = \frac{m \hat{A} \left( \frac{dG_m(\hat{A})}{d\hat{A}} \right)}{1 - m} = \mathcal{F}_m(\hat{A}) = \frac{m \hat{A}}{1 - m} \int_{-\infty}^{\infty} dy e^y q(\hat{A}; y)^{m-1} \frac{\partial q(\hat{A}; y)}{\partial \hat{A}}
$$

(A.10)

At $m = 1$ the equation is

$$
\frac{1}{\hat{A}} = \mathcal{F}_1(\hat{A}) = -\hat{A} \int_{-\infty}^{\infty} dy e^y \log[q(\hat{A}; y)] \frac{\partial q(\hat{A}; y)}{\partial \hat{A}}
$$

(A.11)
hence the dynamical transition is reached when $1/\tilde{\varphi}_d = \max \hat{\mathcal{F}}_1 (\hat{A})$, as stated in (6). The non-trivial part of the Franz-Parisi potential, for $d \to \infty$, is proportional to

$$
\mathcal{V}_{FP} (\hat{A}) = - \log (\hat{A}) - \hat{\varphi}_1 (\hat{A}) ,
$$

$$
\mathcal{H}_1 (\hat{A}) = \left[ \frac{\partial \mathcal{G}_m (\hat{A})}{\partial m} \right]_{m=1} = \int_{-\infty}^{0} dy e^{y} \left[ q (\hat{A}; y) \log q (\hat{A}; y) + \tilde{\varphi}_2 y e^{-y} \right] + \int_{0}^{\tilde{\sigma}} dy e^{y} \left[ q (\hat{A}; y) \log q (\hat{A}; y) - \tilde{U}_0 e^{\tilde{U}_0} \right] + \int_{\tilde{\sigma}}^{\infty} dy e^{y} \left[ q (\hat{A}; y) \log q (\hat{A}; y) \right]
$$

**(Appendix A.3. Square-well potential)**

We consider here the case $\tilde{\varphi} = \infty$ corresponding to a square well potential. In this case we can write, with

$$
q (\hat{A}; y) = (1 - e^{\tilde{U}_0}) \Theta \left( \frac{y + \hat{A} - \hat{\sigma}}{2 \sqrt{\hat{A}}} \right) + e^{\tilde{U}_0} \Theta \left( \frac{y + \hat{A}}{2 \sqrt{\hat{A}}} \right) ,
$$

$$
\frac{\partial q (\hat{A}; y)}{\partial \hat{A}} = (1 - e^{\tilde{U}_0}) \frac{\hat{A} - y + \hat{\sigma}}{4 \hat{A}^{3/2} \sqrt{\pi}} e^{-\frac{(\hat{A} + y - y)^2}{4 \hat{A}}} + e^{\tilde{U}_0} \frac{\hat{A} - y - (\hat{A} + y)^2}{4 \hat{A}^{3/2} \sqrt{\pi}} ,
$$

which allow one to compute easily $\mathcal{F}_1 (\hat{A})$ and solve the equation for $\hat{A}$.

**(Appendix A.4. Sticky spheres)**

A special case is the limit $\hat{\sigma} \to 0$ and $\tilde{U}_0 \to \infty$ with $e^{\tilde{U}_0} = e^{-\mu}$ or $\mu = -\tilde{U}_0 - \log \hat{\sigma}$. In this case

$$
q (\hat{A}; y) = \Theta \left( \frac{y + \hat{A}}{2 \sqrt{A}} \right) + e^{-\mu} \frac{e^{-\frac{(\hat{A} + y)^2}{4 A}}}{\sqrt{4 \pi A}} ,
$$

$$
\frac{\partial q (\hat{A}; y)}{\partial \hat{A}} = \frac{\hat{A} - y}{4 \hat{A}^{3/2} \sqrt{\pi}} e^{-\frac{(\hat{A} + y)^2}{4 A}} - e^{-\mu} \frac{2 \hat{A} + \hat{A}^2 - y^2}{8 \hat{A}^{5/2} \sqrt{\pi}} e^{-\frac{(\hat{A} + y)^2}{4 A}} ,
$$

In this limit the attractive glass has $\hat{A} = 0$, hence it is useful to compute the limit $\hat{A} \to 0$. We have

$$
\hat{A} \frac{\partial q (\hat{A}; y)}{\partial \hat{A}} = e^{-\mu} \frac{y^2 - 2 \hat{A} e^{-y/2} e^{-\frac{y^2}{4 A}}}{4 A \sqrt{4 \pi A}} ,
$$

$$
q (\hat{A}; y) = e^{-\mu} \frac{e^{-\frac{y^2}{4 A}}}{\sqrt{4 \pi A}} ,
$$

hence we can write, with $y = \sqrt{A} z$:

$$
\mathcal{F}_1 (\hat{A} \to 0) = - \int_{-\infty}^{\infty} dz \log [q (\hat{A}; z \sqrt{A})] e^{-\mu} \frac{z^2 - 2 e^{-\frac{z^2}{4}}} {4 \sqrt{4 \pi}}
$$

$$
= e^{-\mu} \int_{-\infty}^{\infty} dz \frac{z^2 - 2 e^{-\frac{z^2}{4}}}{4 \sqrt{4 \pi}} = \frac{1}{2} e^{-\mu} .
$$

The branch of the dynamical transition that corresponds to the attractive glass therefore reads

$$
\frac{1}{\varphi_d} = \frac{1}{2} e^{-\mu} .
$$
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