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Abstract. Electricity demand prediction plays an essential role in short-term load allocation
and long-term planning for new generation and transmission infrastructures. An accurate
prediction also allows to take better decisions in terms of cost and energy efficiency. In this
aspect, this paper proposes a model for predicting the electricity consumption of residential
area in Seoul using neural network. This work has analyzed several particular characteristics of
the aforementioned city to extract variables that could have direct influence in the electricity
consumption pattern. Using the extracted variables, this paper could forecast the residential
electricity consumption with an average error rate of 2.0375% and it could demonstrate how
the elderly population is the parameter that influences with major weight at the moment of
forecasting residential electricity consumption. Additionally, the presented work illustrates
how executing the supervised learning process using a data set organized by months of the year
can reduce considerably the error rate. Furthermore, the analysis or results delivers interesting
findings related to the energy consumption in Seoul.

1. Introduction

Electricity demand prediction plays an essential role in short-term load allocation and long-term
planning for new generation and transmission infrastructures. An accurate prediction also allows to
take better decisions in terms of cost and energy efficiency. In this aspect, responding to the
significance of forecasting electricity demand, several works have dedicated their content to this field
[1-7]. Some of those works have predicted the energy consumption based on weather variables (e.g.
temperature and relative humidity, or season of the year) [3, 4] and others forecasted based on socio-
economic and demographic variables [6, 7].

Even though it is important to predict the electricity consumption based on general variables, we
believe that it is possible to have a better result if we understand the particular characteristics of the
population and zone where the electricity is consumed. To confirm this assumption, this paper
proposes the prediction of residential electricity consumption of a specific city i.e. Seoul, the capital
city of South Korea, based on real data and unique characteristics of the aforementioned place.

Seoul (officially the Seoul Special City) is the capital and largest city of Republic of Korea. Seoul is
considered one of the largest cities in the world with approximately 10 million people living in the city,
12.7 million people living in the urban area, and 25.5 million people living in the metropolitan area.
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Additionally, Seoul is considered as a leading and growing global city, resulting from an economic
and financial explosion called the Miracle on the Han River which converted it into the fourth biggest
metropolitan economy of the world with a GDP of US$845.9 billion in 2014 just behind Tokyo, New
York City and Los Angeles.

Even though Seoul has many similarities with most of megacities in the world, it has several particular
characteristics (see section 2 for more details). The authors of this work believes that those particular
characteristics have a direct effect in the residential electricity consumption in Seoul. They also
believe that such particularities can explain the trend change of residential electricity consumption
occurred in the last few years (consumption decrease after decades of constant growing) (see Figure 1).
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With this antecedent, this work proposes the prediction of the residential electricity consumption using
variables extracted from aforementioned characteristics. This paper contributes in the field of
electricity consumption forecasting in several ways. (1) First, this paper delivers a neural network
prediction model for Seoul based on real data. (2) It also analyses the performance of the model when
using different data sets (training data grouped by months of the year or single block). (3) Finally, this
work makes an analysis of different variables that affect the prediction and determines which of them
have the highest level of influence.

The rest of the paper is organized as follows. Section 2 and 3 deliver the hypothesis to be proved in
this work and the way how they are going to be proved (methods and metrics). Then, Section 4
analyses the results obtained after executing the modelling process. Finally, Section 5 concludes this
paper.

2. Research Scheme and Hypothesis

The research scheme to be used is presented in figure 2. As mentioned before, this work analyses the
particular characteristics of Seoul and uses them as variables to predict its residential electricity
consumption. Again, those particular characteristics are as follows.

(1) First, Koreans (including people living in Seoul) are working 1.2 times longer on average than
their peers in other developed countries. According to the Organization for Economic Cooperation and
Development (OECD), Koreans worked on average 2113 hours in 2015; 347 hours more than the
OECD average, 323 hours longer than people from United States, and 742 hours longer than Germans

[8].

(2) According to the Ministry of Health, Welfare and Family Affairs of Korea, Korean young students
study an average of three hours more per day than teenagers in other OECD countries [9]. The Korean
adolescents also spent on private tutoring on average one hour and 59 minutes per week which is
leaded by a large margin the 22 minutes in Japan, 19 minutes in the United States, 16 minutes in the
United Kingdom, and three minutes in Finland [9].
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(3) Since several years ago, South Korea is experiencing extremely low fertility and a rapidly
increasing number of elderly people. The inequitable social and economic situation in Korean have en-
couraged people to delay marriage and childbearing [10]. Statistics also indicates that single-person
households are increasing rapidly [11].

(4) Seoul is a city with four distinct seasons, and therefore, its weather varies depending on the period
of the year. In summer, there is a hot and humid weather with temperatures elevated as high as 35 <C
because of the influence of the North Pacific high-pressure system. In winter, the temperature and
humidity (as low as -20 <C) drops influenced by Siberian high-pressure and west winds.

4 Variables ) Residential
Electricity Ve ~
. i ‘ Consumption Data Sets
Population | Elderly Population ! Hi Prediction
\""--.\ Data Set 1: 1 Group
i N 1 P
Number of households H2 > N fu’rak Training &
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Weather \_ J
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Figure 2. The Proposed Research Scheme

Based on the aforementioned data, it is possible to deduce that students (young population) spent most
of their time in schools and private tutoring, while the economically active adults spend most of their
time at work. Consequently, it is possible to reason that that elder people are the segment of the
population that spends more time at their home. Having this background, this paper hypothesizes the
following: H1: Elderly population has an important influence when predicting the electricity
consumptions in residential areas of Seoul. Additionally, since the single-person households are
increasing, it is possible to hypothesize the following: H2: Number of households influences when
predicting the electricity consumptions in residential areas in Seoul. Finally, since Seoul has four
different seasons with high variation of temperature and humidity, electricity consumption pattern will
depend on the period of the year. Therefore, this work also hypothesizes: H3: Temperature and
relative humidity influence when predicting the electricity consumptions in residential areas in Seoul,
H4: Electricity prediction based on months of the year will be more precise than the yearly based
prediction. In summary, the intention of this work is to confirm the influence of several factors i.e.
total population, elderly population, weather (temperature and humidity) and number of households in
predicting the electrical consumption in residential areas of Seoul, and to understand which of those
factors are the most influential. Additionally, this work pretends to show that prediction based on
months of the year is a better option than a prediction based on a yearly organized data set.

3. Research Method

3.1. Data

For forecasting the residential electricity consumption in Seoul, we have collected real data of
approximately 20 years i.e. from January 1996 to July 2016. Seouls demographic and residential
electricity consumption data were delivered by the Seoul Open Data Plaza [12], while the weather data
were provided by the Korea Meteorological Administration [13]. All the accumulated data was
normalized to use only the following attributes (to be used as variables): date, total population (called
as population in the rest of the paper), elderly population (defined by OECD as people aged 65 and
over [14]), average temperature (called as temperature in the rest of the paper), average relative
humidity (called as humidity in the rest of the paper), and number of households (called as households
in the rest of the paper). Once normalized the collected data, it was used to create two different data
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sets. (1) The first data set was created by dividing the filtered data into training data (data from
January 1996 to December 2012) and test data (data from January 2013 to July 2016) (see Figure 3).
(2) On the other hand, the second data set was created by dividing the normalized data per month of
the year (see Figure 4) and separating them into two groups: one for training purposes (data from
January 1996 to December 2012) and another for performance testing purposes (data from January
2013 to July 2016) (see figure 4).
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Figure 4. Data Set 2: Data separated per months of the year

3.2. Machine Learning Model and Variables

For this work, we have applied the neural network, since it was the best supervised machine learning
model in predicting the electrical energy consumption in Seoul. We executed the prediction process
using other models, such as linear regression, polynomial regression, and support vector machine, but
the obtained results were less exact than the results gotten using neural networks. Furthermore, the
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reasons behind selecting the neural network are its capability to predict future values of more than one
variable at the same time and to model the nonlinear relation in the data structure, and because their
widespread usage for predicting values [15-17].

Once selected the machine learning mechanism, we defined the variables to use. As mentioned before,
this work has selected five variables i.e. temperature, humidity, households, population, and elderly
population. To understand, which of those variables has more influence in forecasting the electricity
consumption, we have executed the prediction model using all possible combinations i.e. (1) using
only elderly population, (2) using only population, (3) using population and elderly population, (4)
using only households, (5) using households and elderly population, (6) using population and
households, ..., (31) using temperature, humidity, households, population and elderly population.

3.3. Performance Metrics

This work has used the average of three metrics i.e. coefficient of variance, mean bias error, and mean
absolute percentage of error to measure the performance of the prediction model. This work has
decided to use the average of the aforementioned metrics to reduce the limitations that each one of
those metrics could have. The details of such metrics are described below.

1) Coefficient of Variance (CV): It defines how much the prediction error varies with respect to the
target’s mean [18]. Lower value means lower error rate. It is calculated as follows:

1 N 1/2
(N_lziﬂ(yi - yi)zj
— x100
y
where §, is the predicted residential electricity consumption, vy, is the real residential electricity
consumption, and is the average residential electricity consumption.

CV = (1)

2) Mean Bias Error (MBE): It indicates how a particular model is to over-estimate or under-estimate
the actual electricity consumption. Lower value means lower error rate. MBE is calculated as follows:

72, 1(y| yl

MBE = N =1 x100 )
y

3) Mean Absolute Percentage of Error (MAPE): It indicates the percentage of error per prediction [3,
19]. MAPE is calculated as follows:

N |y, y,|

MAPE = NZ.l " 71 %100 @3)

4. Data Analysis and Results

4.1. Analysis of Data Set 1

Table 1 illustrates the prediction results of the neural network of all possible variable combinations
using data set 1. Such table shows the combinations of variables and the resulted performance metrics
(CV, MBE, MAPE, and average). It also indicates which variable combinations had the lowest rate of
error i.e. “order”. Since not all the variable combinations resulted with the best error rate, we have
selected the three best variable combinations (10% of the set) for analysis (see Table 2). This analysis
shows how the lowest average error rate (4.26%) is reached applying the variable combination
{temperature, population, elderly population}. The comparison of real consumption against the
prediction value is detailed in figure 5.
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4.2. Analysis of Data Set 2

Table 3 illustrates the neural network’s prediction results of all possible variable combinations using
data set 2. Such table shows the combinations of variables and the resulted performance metrics (CV,
MBE, MAPE, and average). It also indicates which variable combinations had the lowest rate of error
i.e. “order”. Since not all the combination resulted with the best error rate, we have highlighted the
three best variable combinations (10% of the set) of each month of the year for analysis (see Table 3).
The analysis of Table 3 allowed the construction of Table 4 with the variables combinations having
the three lowest average error rates for each month of the year. The comparison of real electricity
consumption value against the prediction value of the best variable combination of each month of the
year is detailed in figure 6.

4.3. Comparison of Prediction Executed using Data Set 1 and Data Set 2

Comparing Table 2 and Table 4, and comparing Figure 5 and Figure 6, it is possible to deduce which
data set is better for prediction. The results indicate that the error rates of Table 4 are much lower than
error rates of Table 2, which indicates that usage of data separated by months of the year has superior
performance. The superiority of prediction using Data Set 2 is also visualized in Figure 6, which
shows how the prediction line is much more close to the real values than in Figure 5. This analysis
corroborates the hypothesis H4 which indicates “Electricity prediction based on months of the year
will be more precise than the yearly based prediction”.

4.4. Analysis of Variable Combinations

After verifying the superiority of prediction using data set 2 (per months of the year), we have
analyzed which variables were the most influential in forecasting the electricity consumption in
residential areas. For this, we have selected the 20% of combinations (6 combinations) that delivered
the lowest average error rate and verified which variables were more frequently used in electricity
consumption predictions. As shown in Table 5, this analysis indicates that the most influential
variables for January are elderly population and population (5 repetitions each), for February are
population (5 repetitions) and elderly population/temperature/households (3 repetitions each), for
March are humidity/temperature (4 repetitions each) and elderly population (3 repetitions), for April
are humidity/temperature (4 repetitions each) and elderly population/humidity (3 repetitions each), for
May are elderly population and temperature (4 repetitions each), for June are elderly population (4
repetitions) and humidity (3 repetitions), for July are temperature (6 repetitions) and elderly
population/households (4 repetitions each), for August are temperature and elderly population (3
repetitions  each), for  September are elderly population (5 repetitions) and
populations/humidity/temperature (4 repetitions each), for October are number of households (5
repetitions) and elderly population/population (3 repetitions each), for November are population (5
repetitions) and elderly population (4 repetitions), and for December are temperature (4 repetitions),
humidity (3 repetitions) and elderly populations (2 repetitions).

This data indicates that depending on the month of the year all the variables have a direct influence in
predicting the energy consumption in residential areas of Seoul. This situation corroborates the
hypothesis H2: Number of households has influence predicting the electricity consumptions in
residential areas in Seoul and H3: Temperature and relative humidity has influence predicting the
electricity consumptions in residential areas in Seoul.

Table 5 also shows how the most influential variables for the whole year are the elderly population (43
repetitions), temperature (40 repetitions), and population (30 repetitions). This show how the elderly
population is the variable that has the biggest influence in electricity consumption in residential areas
of Seoul. Therefore, it is important to take account this parameter for the electricity consumption
planning in the metropolitan area of Seoul. This corroborates the correctness of hypothesis H1 which
says “Elderly population has important influence in predicting the electricity consumptions in
residential areas of Seoul”.
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Figure 7 corroborates the hypothesis H1. The total population decrease does not affect directly to the
residential electricity consumption since population decrease is neutralized by the elderly population
increase.
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5. Conclusions

This paper has proposed a model for predicting the electricity consumption of residential area in Seoul.
This work has analysed several variables that could have direct influence in electricity consumption
based on the particularities of the mentioned city. The presented work has demonstrate how the elderly
population is the variable that has the biggest influence at the moment of forecasting residential
electricity consumption. Additionally, it has shown how the analysis of data separated by months of
the year can reduce considerably the error rate. Furthermore, this work has delivered interesting
findings related to the energy consumption forecast in Seoul.
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Table 1. Combinations of Variables and Corresponding Metrics Results using Data Sample 1
(NE=Not Executed)

Variables combinations

Variables
2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Humidity no no no no no no no no no no no no no no no no
Temperature  no no no no no no no no yes yes yes yes yes yes yes  yes
# of households  no no no no yes yes yes  yes no no no no yes yes yes yes

Population no  no yes yes no no yes yes Nno N0 yes yes No  No  yes  Yes
Elderly pop. no  ves no yes Nno__yes N0 yes nO _yes NO__yes N0 yes no__ Yyes

Cv NE 1795 1016 774 975 869 780 1306 695 782 781 6.8 785 818 879 1423
Metric MBE NE 1561 669 064 583 278 033 868 421 034 050 046 015 271 107 1168
(In %) MAPE NE 1651 899 628 859 735 624 1141 594 6.14 6.28 546 619 6.72 734 1259
Average NE 16.69 862 488 8.06 627 479 1105 570 477 486 426 473 587 574 1283

Order NE 27 21 13 20 19 8 24 16 7 11 1 5 18 17 25

Variables combinations

Variables
17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32

Humidity yes yes yes yes yes yes yes yes yes yes yes yes yes yes  yes  yes
Temperature  no n no  no no no no no yes yes yes yes yes yes  yes  Yes
# of households no no no no yes yes yes yes no  no no no yes yes yes  yes
Population  no no yes yes no no yes yes no ho yes yes no no yes  yes
Elderlypop. no yes no yes no  yes no yeS N0 yes N0 yes no  yes no  yes
CV 1200 778 782 814 800 1218 1556 2580 7.70 6.31 731 2617 771 2014 1977 7.87
Metric MBE 851 050 049 119 165 651 1003 2326 003 187 205 2201 086 1860 1791 0.12
(In %) MAPE 1045 626 628 625 668 1027 1312 2358 604 485 518 2217 549 1895 1829 6.23
Average 1032 485 487 519 544 965 1290 2421 459 434 485 2345 469 1923 1866  4.74

Order 23 10 12 14 15 22 26 31 3 2 9 30 4 29 28 6

Table 2. Three Combinations of Variables with Lowest Error Rates and Corresponding Metrics
Results using Data Sample 1

Variables combinations
12 26 25
Humidity no yes yes

Variables

Temperature  yes yes yes
# of households no no no
Population  yes no no

Elderly pop.  vyes yes no
CV 6.85 6.31 7.70
Metric MBE  0.46 1.87 0.03
(In%) MAPE 5.6 4.85 6.04
Average 4.26 4.34 4.59

Order 1 2 3
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Table 3. Combinations of Variables and Corresponding Metrics Results using Data Sample 2

doi:10.1088/1742-6596/1072/1/012005

Variables combinations

Variables
1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Humidity | no no no no no no no no no no no no no no no no
Temperature | no  no no no no no no no yes yes  yes yes yes yes yes yes
# of households | no  no no no  yes yes yes yes no no no no yes yes yes yes
Population | no no yes yes no no yes yes no no yes yes no no yes yes
Elderly pop. | no  yes no yes  no yes no yes no  yes no yes no yes no yes
cv NE 610 417 253 625 7.58 2.08 640 484 323 321 2.54 3.43 432 5.41 477
MBE NE 533 441 211 544 7.16 0.37 747 459 099 3.14 1.24 1.67 3.08 5.96 5.11
Jan.  MAPE NE 485 328 172 496 5.78 1.32 559 3.69 2.62 2.33 2.01 2.89 3.67 4.47 3.80
Average | NE 543 395 212 555 6.84 1.26 649 437 228 2.90 1.93 2.67 3.69 5.28 456
Order NE 23 19 5 24 26 3 25 20 6 13 4 11 18 22 21
cv NE 631 349 953 793 1113 8.94 290 359 443 6.50 7.90 5.00 7.06 352  11.82
MBE NE 6.69 346 1048 854 1216 9.82 273 370 485 7.19 8.14 5.39 7.20 1.78  13.26
Feb. MAPE NE 504 261 788 643 9.15 7.39 203 279 365 5.41 6.14 4.06 5.43 2.62 9.97
Average | NE 602 319 929 764 1081 8.72 255 336 431 6.37 7.39 4.82 6.57 264  11.68
Order NE 14 5 28 21 29 26 2 6 8 15 19 1 16 3 31
cv NE 615 1208 1244 645 1071 1280 1006 810 542 9.91 7.48 9.31 8.24 6.59 1452
MBE NE 681 1366 1403 718 1196 1441 1133 900 6.03 1112 840 1042 9.27 734 1625
Mar.  maPE NE 513 1026 1054 540 898  10.82 851 677 454 8.35 6.31 7.83 6.97 552  12.20
Average | NE 603 1200 1234 634 1055 12.68 997 796 533 9.79 7.40 9.19 8.16 6.48 1432
Order NE 5 24 25 8 22 26 21 15 3 20 12 19 16 9 28
[&Y] NE 589 1045 1134 6.69 930 12,01 6.30 302 619 1282 751 7.96 6.96 9.02 1234
MBE NE 597 1131 1250 6.88 988  13.11 6.70 259 6.66 1385 8.21 8.60 7.55 9.64 1350
Apr.  MAPE NE 452 853 942 520 7.46 9.89 506 241 503 1045 6.19 6.48 5.70 7.28 1018
Average | NE 546 1010 1109 6.26 8.88  11.67 6.02 267 596 12.37 7.30 7.68 6.74 865 1201
Order NE 5 24 27 9 21 29 7 1 6 31 15 17 11 18 30
cv NE 717 990 566 809 5.03 6.47 487 739 434 5.65 450 5.63 5.05 4.63 8.11
MBE NE 771 1087 585 872 4.97 6.66 487 798 426 5.86 4.40 5.71 5.09 450 8.77
May MAPE NE 582 819 442 658 3.76 5.03 371 601 325 4.43 3.37 431 3.85 3.46 6.61
Average | NE 690 965 531 7.80 458 6.05 449 713 395 531 4.09 5.22 4.66 4.20 7.83
Order NE 23 30 14 26 7 19 5 24 2 15 3 11 8 4 27
cv NE 369 959 797 538 593  11.44 919 293 354 1182 3.56 5.54 3.63 5.02 3.72
MBE NE 338 1037 881 537 6.09 1256 1001 296 3.68  13.03 3.64 5.86 3.66 5.23 3.84
Jun.  MAPE NE 271 781 663 406 459 9.45 754 223 277 9.81 2.75 4.42 2.76 3.95 2.90
Average | NE 326 926 780 494 554 1115 892 271 333 1155 3.32 5.27 3.35 4.73 3.49
Order NE 5 27 24 16 21 29 26 3 7 30 6 18 8 14 9
cv NE 402 976 1238 6.01 6.01 1391 1245 751 346 8.32 5.68 4.08 1.97 3.08 2.46
MBE NE 377 1052 1361 6.14 6.14 1513 1378 7.72 285 8.72 5.99 357 0.06 2.50 1.38
Jul. MAPE NE 288  7.92 1024 464 464 1138 1037 582 278 6.57 452 3.23 1.44 2.29 1.89
Average | NE 356 940 1208 560 560 1347 1220 702 3.3 7.87 5.39 3.63 1.16 2.62 1.91
Order NE 10 27 29 18 19 31 30 22 6 26 17 12 1 5 3
cv NE 548 2284 3645 520 1168 3502 2673 592 816 2053 2160 1358  18.11 6.58  37.64
MBE NE 328 26.83 4395 246 1289 4189 3293 298 088 2509 2604 1497  22.00 781 44.05
Aug.  MAPE NE 351 1807 2951 338 875 2813 2215 377 584 1679 17.44 083 1474 517  29.62
Average | NE 409 2258 3664 368 1111 3501 2727 422 496 2080 2169 1279  18.28 6.52  37.10
Order NE 2 20 28 1 10 24 22 3 4 18 19 11 16 6 29
cv NE 745 697 666 747 7.88 736 1172 688 7.93 9.35 452 7.86 5.36 720 1963
MBE NE 680 622 604 682 7.61 719 1303 592 7.67 9.61 1.02 7.50 3.17 6.34 2258
Sep.  MAPE NE 538 506 467 541 5.48 492 885 512 551 6.55 3.54 5.52 4.27 532 1525
Average | NE 655 609 579 657 6.99 649 1120 597 7.04 8.51 3.03 6.96 427 6.29 19.15
Order NE 20 15 13 21 23 19 30 14 24 27 1 22 2 16 31
(Y] NE 541 628 325 546 2,51 2.45 119 388 212 2.95 3.91 2.77 5.05 2,91 5.53
MBE NE 627 742 362 631 2.31 2.61 0.80 436 199 3.14 450 2.84 5.87 3.12 6.43
Oct. MAPE NE 419 496 243 422 1.64 175 093 292 136 2.10 3.01 1.91 3.92 2.09 430
Average | NE 529 622 310 533 2.15 2.27 097 372 182 2.73 3.81 2.51 4.95 2.70 5.42
Order NE 22 28 10 23 4 5 2 13 3 8 14 6 21 7 24
cv NE 634 69 088 666 5.10 1.30 736 477 471 4.49 411 5.01 5.34 4.67 6.03
MBE NE 755 838 102 791 5.96 1.47 888 567 552 5.33 491 5.86 6.32 5.48 7.20
Nov. MAPE NE 504 559 068 528 3.98 0.98 593 379  3.69 3.56 3.28 3.92 422 3.66 481
Average | NE 631 698 086 6.62 5.02 1.25 739 474 464 4.46 4.10 493 5.29 461 6.01
Order NE 23 27 1 25 13 2 29 11 10 8 4 12 16 9 20
cVv NE 402 749 266 4.02 8.49 421 1504 209 3.05 3.29 6.49 2.58 3.66 4.48 4.44
MBE NE 456 880 315 455 1011 486 1822 056 3.10 2.56 7.79 2.85 2.50 4.04 5.22
Dec. MAPE NE 305 588 210 3.04 6.75 325 1216 144 205 2.39 5.19 1.90 1.98 2.68 3.48
Average | NE 387 739 264 387 8.45 410 1514 136 273 2.75 6.49 2.44 2.71 3.73 438
Order NE 14 24 5 13 25 16 30 2 8 9 20 4 7 11 17
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Variables combinations

Variables
17 18 19 20 21 22 23 24 25 26 27 28 29 30 31 32
Humidity | yes yes yes yes yes yes yes yes yes yes yes yes yes yes yes  yes
Temperature | no  no no no no no no no yes yes yes yes yes yes yes  yes
# of households | no no no no yes yes yes yes no no no no yes yes yes  Ves
Population | no no yes yes no no yes yes no no yes yes no no yes  yes
Elderlypop. | no yes no yes no yes no yes  no  yes no yes no yes no yes
[9Y 767 894 398 144 86l 758 325 162 362 364 895 293 33l 313 308 413
MBE 768 925 392 021 88 781 360 026 275 246 949 238 215 155 192 207
Jan.  MAPE 582 701 305 112 667 592 269 112 28 240 719 208 203 233 220 280
Average 706 840 365 092 803 710 318 100 307 283 854 246 250 234 240 3.0
Order 27 30 17 1 29 28 16 2 15 12 3L 9 10 7 8 14
cV 475 616 684 306 788 837 436 1160 462 612 905 85/ 77L 874 815 213
MBE 493 651 735 295 845 902 412 1290 508 655 975 958 820 964 911 211
Feb.  MAPE 372 491 553 223 636 679 312 970 38 493 735 720 617 724 685 159
Average 447 586 657 274 756 806 387 1140 450 58 872 845 736 854 804 194
Order 9 12 17 4 20 23 7 30 10 13 27 24 18 25 2 1
cv 569 632 1134 868 842 766 696 1553 389 718 626 1917 786 1568 1457  3.60
MBE 641 699 1274 969 939 851 763 1745 176 80l 691 2161 880 1754 1602 331
Mar.  MAPE 482 526 956 728 705 640 574 1309 303 602 519 1621 661 1317 1203 250
Average 564 619 1121 855 829 752 678 1536 289 707 612 1900 776 1546 1420 313
Order 4 7 23 18 17 13 10 29 1 11 6 31 14 30 27 2
cVv 413 761 1063 755 789 7.0 984 1114 456 542 900 917 640 771 1203 930
MBE 402 800 1134 812 818 731 1042 1207 474 58 967 975 68  7.87 1297 100l
Apr.  MAPE 309 605 85 613 618 553  7.87 910 358 440 729 736 518 595 978 755
Average 375 722 1017 727 741 665 938 1077 429 522 865 876 615 717 1159 896
Order 2 13 25 14 16 10 23 26 3 4 19 20 8 12 28 22
[ 687 407 58 569 533 559 655 980 490 515 1287  7.74 564 725 960 608
MBE 739 391 610 598 529 577 68 1068 499 524 1422 844 578 764 1040 631
May  MAPE 557 309 461 451 400 436 515 805 377 39 1071 636 436 577 784 476
Average 661 369 551 539 487 524 618 951 456 478 1260 751 526 689 928 572
Order 21 1 17 16 10 12 20 29 6 9 3L 25 13 22 28 18
cVv 217 336 1399 505 573 257 604 88 450  48L 1107 563 568 532 462 459
MBE 104 291 1553 539 578 176 626 945 495 521 1200 614 624 578 489 492
Jun.  MAPE 171 220 1168 406 436 192 472 712 373 392 904 462 470 435 369 371
Average 164 28 1373 483 529 209 568 848 439 465 1071 546 554 515 440 441
Order 1 4 31 15 19 2 23 25 10 13 28 20 22 17 11 12
cv 834 397 414 678 565 422 831 1013 409 318 48 765 282 672 457 497
MBE 730 258 339 705 495 234 841 1043 245 144 438 815 079 640 422 375
Jul.  MAPE 651 314 320 532 434 343 635 786 332 227 363 614 191 521 349 399
Average 738 323 358 638 498 333 769 947 329 230 428 731 18 611 410 424
Order 24 7 11 21 16 9 25 28 8 4 15 23 2 20 13 14
cVv 717 648 3729 3594 1446 2307 3544 3830 984 924 2913 2016 1694 1604 3755 14.36
MBE 750 543 4479 4317 1628 2710 4213 4580 567 1118 3356 2440 2059 1852 4297 1711
Aug.  MAPE 512 406 3004 2898 1103 1822 2824 3077 528 751 2249 1637 1379 1220 2854 1136
Average 660 532 3738 3603 1392 2280 3527 3829 693 931 2839 2031 1711 1558 3635 14.28
Order 7 5 30 26 12 21 25 31 8 9 23 17 15 14 27 13
cVv 1069 852 803 669 929 664 748 808 792 68 755 704 739 1018 1042  7.63
MBE 858 491 524 238 632 472 215 426 384 228 330 156 342 851 858 235
Sep.  MAPE 676 557 563 487 613 491 48 473 498 477 524 487 527 678 665 497
Average 868 633 630 465 725 542 48 569 558 465 536 449 536 849 855 498
Order 29 18 17 4 25 10 6 12 11 5 9 3 8 26 28 7
cVv 585 382 632 328 424 489 134 1042 490 505 640 962 48 495 646 363
MBE 666 414 737 324 473 558 012 1237 544 568 735 1130 547 547 742 403
oct.  MAPE 446 277 493 217 316 373 095 826 364 380 492 755 366 366 496 270
Average 566 358 621 289 404 474 080 1035 466 484 622 949 465 469 628 345
Order 25 12 26 9 15 19 1 31 17 20 27 30 16 18 29 11
cVv 1001 455 445 658 557 577 571 451 539 715 711 558 669 656 815 408
MBE 1040 528 471 707 609 669 635 530 619 799 834 629 744 724 958 422
Nov.  MAPE 696 352 315 473 407 447 424 354 414 534 557 420 497 484 640 282
Average 913 445 410 613 524 564 543 445 524 683 701 536 637 621 804 371
Order 31 6 5 21 15 19 18 7 14 26 28 17 24 22 30 3
&Y 405 733 189 1220 633 1029 1299 1554 234 375 941 670 399 389 551 657
MBE 462 870 038 1487 741 1241 1574 1864 173 235 1145 820 255 459 666  8.02
Dec.  MAPE 309 58 125 992 495 828 1050 1245 137 194 764 547 223 305 444 535
Average 392 728 117 1233 623 1033 1308 1554 181 268 950 679 292 384 553 664
Order 15 23 1 28 19 27 29 31 3 6 26 22 10 12 18 21
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Table 4. Best Combination of Variables and Corresponding Metric Results using Data Sample 2

Month of  Best Average Best Variable Combination
the Year Error Rate (number / combination)
0.92 20 / humidity, population, elderly population
January 1.00 24 [ humidity, households, population, elderly population
1.26 7 / households, total population
1.94 32 [ humidity, temperature, households, population, elderly population
February 2.55 8 / households, population, elderly population
2.64 15 / temperature, households, population, elderly population
2.89 25 [ humidity, temperature
March 3.13 32 [ humidity, temperature, households, population, elderly population
5.33 10 / temperature, elderly population
2.67 9 / temperature
April 3.75 17 / humidity
4.29 25 / humidity, temperature
3.69 18 / humidity, elderly population
May 3.95 10 / temperature, elderly population
4.09 12 / temperature, population, elderly population
1.64 17 / humidity
June 2.09 22 [ humidity, households, elderly population
2.71 9 / temperature
1.16 14 / temperature, households, elderly population
July 1.84 29 / humidity, temperature, households
1.91 16 / humidity
3.68 5 / households
August 4.09 2 [ elderly population
4.22 9 / temperature
3.03 12 / temperature, population, elderly population
September 4.27 14 / temperature, households, elderly population
4.49 28 / humidity, temperature, population, elderly population
0.80 23 [ humidity, households, population
October 0.97 8 / households, population, elderly population
1.82 10 / temperature, elderly population
0.86 4 [ population, elderly population
November 1.25 7 I households, total population
3.71 32 / humidity, temperature, households, population, elderly population
1.17 19 / humidity, population
December 1.36 9 / temperature
1.81 25 / humidity, temperature
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Table 5. Frequency of Variables in Combinations with Lowest Error Rate

Month of

First 6 Variable Combinations with Lowest Error Rate

Frequency of

the year Variable 1 2 3 4 5 6 variable
Humidity yes yes no no no no 2
Temperature no no no yes no yes 2
January # of households no yes yes no no no 2
Population yes yes yes yes yes no 5
Elderly population yes yes no yes yes yes 5
Humidity yes no no yes no no 2
Temperature yes no yes no no yes 3
February # of households yes yes yes no no no 3
Population yes yes yes yes yes no 5
Elderly population yes yes no yes no no 3
Humidity yes yes no yes no yes 4
Temperature yes yes yes no no yes 4
March # of households no yes no no no no 1
Population no yes no no no yes 2
Elderly population no yes yes no yes no 3
Humidity no yes yes yes no no 3
Temperature yes no yes yes no yes 4
April # of households no no no no no no 0
Population no no no no no no 0
Elderly population no no no yes yes yes 3
Humidity yes no no no no yes 2
Temperature no yes yes yes no yes 4
May # of households no no no yes yes no 2
Population no no yes yes yes no 3
Elderly population yes yes yes no yes no 4
Humidity yes yes no yes no no 3
Temperature no no yes no no yes 2
June # of households no yes no no no no 1
Population no no no no no yes 1
Elderly population no yes no yes yes yes 4
Humidity no yes no yes no no 2
Temperature yes yes yes yes yes yes 6
July # of households yes yes yes no yes no 4
Population no no yes no yes no 2
Elderly population yes no yes yes no yes 4
Humidity no no no no yes no 1
Temperature no no yes yes no yes 3
August # of households yes no no no no yes 2
Population no no no no no yes 1
Elderly population no yes no yes yes no 3
Humidity no no yes yes yes yes 4
Temperature yes yes yes no yes no 4
September # of households no yes no no no yes 2
Population yes no yes yes no yes 4
Elderly population yes yes yes yes yes no 5
Humidity yes no no no no no 1
Temperature no no yes no no yes 2
October # of households yes yes no yes yes yes 5
Population yes yes no no yes no 3
Elderly population no yes yes yes no no 3
Humidity no no yes no yes yes 3
Temperature no no yes yes no no 2
November # of households no yes yes no no no 2
Population yes yes yes yes yes no 5
Elderly population yes no yes yes no yes 4
Humidity yes no yes no no yes 3
Temperature no yes yes yes no yes 4
December # of households no no no yes no no 1
Population yes no no no yes no 2
Elderly population no no no no yes yes 2
Humidity yes no yes no no yes 30
Temperature no yes yes yes no yes 40
All months # of households no no no yes no no 25
Population yes no no no yes no 33
Elderly population no no no no yes yes 43
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