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Abstract. Historically, group testing theory related to the testing of blood samples to identify a 

disease. Based on the algorithm, there are two types of group testing,  Adaptive Group Testing 

(AGT) and Non-Adaptive Group Testing (NAGT).  NAGT algorithm can be represented by a 

binary matrix 𝑀 = 𝑚𝑖𝑗 , where columns are labeled by items and rows by tests (blocks).

Criteria of matrix is 𝑚𝑖𝑗 = 1 if test i contains item j  and the other 𝑚𝑖𝑗 = 0. On the other hand,

the test results of each block are represented by a column vector, called outcome vector. Based 

on these representations, the problem of group testing can be viewed as finding representation 

matrix M  which satisfies the equation 𝑀𝑥 = 𝑦, where y is an outcome vector and x are tested 

samples. If  there  are d positive  samples of n samples then we say d-Combinatorial Group 

Testing, abbreviated by d-CGT. This paper presents two constructions of disjunct matrix. The 

first construction based on generating of binary matrices and the second construction using 

modular equation. Furthermore, from the construction will be modified such that the new 

construction can be identified more than d positive samples. 

1. Introduction

In the beginning, group testing emerged because of the problem of detecting a disease for many 

samples with a minimum number of tests. The most popular problem came from R. Dorfman [1], the 

problem of detecting syphilitic antigen of the United States military during World War II. Along with 

the development of theory, group testing is now widely applied in many fields, such as DNA 

Sequences [2], Data Stream Algorithms [3], Digital Forensic [4], etc. 

Mathematically, given N population with each sample having two possible test results, i.e. positive 

(+) or negative (-) and grouping into some blocks, then we can define the test function as follows :  

𝑇 ∶  2𝑁 → {±}
where  𝑇 𝑋  is positive if 𝑋 contains at least 1 positive sample and 𝑇 𝑋  is negative if all elements of 

𝑋 are negative. In this case we will find the set of 𝐷 ⊆ 𝑁 which all its members are positive. If 
 𝐷 = 𝑑 then it says d-Combinatorial Group Testing, abbreviated by d-CGT  [5]. 

Based on the algorithm, there are two types of group testing: 

1. Adaptive Group Testing (AGT), the determination of the test is done by taking into the results

of previous tests.

2. Non-Adaptive Group Testing (NAGT), the determination of group (block) is done first and the

test is performed only once for each group so that in once test it can identify all positive

samples and negative samples.

mailto:siti.zahidah@fst.unair.ac.id
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Grouping by NAGT algorithm can be represented by a binary matrix. This paper will show the 

construction of binary matrix which is the solution for d-CGT. The Authors use MATLAB for this 

construction. 

2.  Problems Definition 

Chee [6] defined the set system for NAGT as follows: 

Definition 2.1 Let X  be a finite set. A set system 𝑆 is a pair (𝑋, 𝒜), where: 

  𝑋 is a set of samples 

 𝒜 ⊆ 2𝑋 is a set of subset of X,  called blocks 

 |𝑋| is the number of samples and | 𝒜 | is the number of blocks 

Definition 2.2 Let 𝐴1 , 𝐴2 , … , 𝐴𝑡 ∈ 𝒜 and | 𝒜 | = 𝑡, the dual of 𝑆  is a set system  𝑆∗ =  𝑌,ℬ  where: 

 𝑌 = {1,2, … , 𝑡} and ℬ = {𝐵𝑥 : 𝑥 ∈ 𝑋} 

 𝐵𝑥 = {𝐴 ∈ 𝒜 ∶ 𝑥 ∈ 𝐴} 

  𝑌 = |𝒜| and  ℬ = |𝑋| 

Definition 2.3 A set system (𝑋, 𝒜) is d-union free if  𝐴𝑖𝑘 ≠  𝐴𝑗𝑘

𝑑
𝑘=1

𝑑
𝑘=1  for all 𝐴𝑖𝑘 , 𝐴𝑗𝑘

⊆  𝒜. 

Hwang and S𝑜 s [7] give solution for d-CGT problems by the following theorem. 

Theorem 2.4 A set system 𝑆 = (𝑋, 𝒜) is the solution for d-CGT problem if and only if 𝑆∗ = (𝑌,ℬ) is 

d-union free. 

3.  Result and Discussion 

3.1. Transformation of Set into Binary Vector 

Let 𝐴 ⊆ [𝑛]. Binary vector of A is vec 𝐴 =  𝑎1 , 𝑎2 , … , 𝑎𝑛 , where 𝑎𝑖 =  
 0,     𝑖 ∉ 𝐴
 1,     𝑖 ∈ 𝐴

 . 

Definition 3.1.1 

i. Let  𝑎, 𝑏 ∈  0,1 . Boolean sum of 𝑎 and 𝑏, denoted 𝑎 ⊕ 𝑏 is defined by: 

𝑎 ⊕ 𝑏 =  
0 ,     𝑎 = 𝑏 = 0
1 ,      otherwise

  

ii. Let 𝑈, 𝑉 ⊆ {0,1}𝑛 . The union of 𝑈 and 𝑉 is defined by: 

𝑈 ⨄ 𝑉 = {𝑢1 ⊕ 𝑣1 , … , 𝑢𝑛 ⊕ 𝑣𝑛} 

iii. A vec(𝐴) is said to be contained in vec(𝐵), denoted vec(𝐴) ⊆ vec(𝐵), if set 𝐴 is a subset of set 

𝐵. 

iv. A set of vec(𝐴𝑖) is d-separable if  ⨄ 𝑑
𝑘=1

vec(𝐴𝑖𝑘 ) ≠  ⨄ 𝑑
𝑘=1

 vec (𝐴𝑗𝑘
). 

Lemma 3.1.2  Let  𝐴𝑘 ⊆  𝑛 .  vec  𝐴𝑘
𝑑
𝑘=1  = ⨄ 𝑑

𝑘=1
𝐯𝐞𝐜(𝐴𝑘). 

Proof. Let 𝒳 = 𝐯𝐞𝐜  𝐴𝑘
𝑑
𝑘=1  , write 𝒳 = (𝑥1 , 𝑥2 , … , 𝑥𝑛). Let 𝑌𝑘 = 𝐯𝐞𝐜(𝐴𝑘). If 𝑥𝑖 = 1 then 𝑖 ∈

 𝐴𝑘
𝑑
𝑘=1  so 𝑖 ∈ 𝐴𝑘  for some k. Consequently, the i-th component of 𝑌𝑘  is 1. If 𝑥𝑖 = 0 then 𝑖 ∉  𝐴𝑘

𝑑
𝑘=1  

so 𝑖 ∉ 𝐴𝑘  for all k. Consequently, the i-th component of  𝑌𝑘  is 0 for all k. It can be concluded 𝒳 =

⨄ 𝑑
𝑘=1

𝑌𝑘 . 

Theorem 3.1.3 A set system ([𝑛], 𝒜) is d-union free if and only if { 𝐯𝐞𝐜(𝐴)} is d-separable. 

Proof. Suppose a set system ([𝑛], 𝒜) d-union free, then any two collections which are contained d 

sets, satisfy  𝐴𝑖𝑘 ≠  𝐴𝑗𝑘

𝑑
𝑘=1

𝑑
𝑘=1 , where 𝐴𝑖𝑘 , 𝐴𝑗𝑘

∈  𝒜. From here we get vec( 𝐴𝑖𝑘 ) ≠𝑑
𝑘=1

𝐯𝐞𝐜( 𝐴𝑗𝑘
)𝑑

𝑘=1 , then from lemma we get ⨄ 𝑑
𝑘=1

𝐯𝐞𝐜(𝐴𝑖𝑘 ) ≠ ⨄ 𝑑
𝑘=1

𝐯𝐞𝐜(𝐴𝑗𝑘
). It means { 𝐯𝐞𝐜(𝐴)} d-

separable. Conversly, let { 𝐯𝐞𝐜(𝐴)} d-separable, then ⨄ 𝑑
𝑘=1

𝐯𝐞𝐜(𝐴𝑖𝑘 ) ≠ ⨄ 𝑑
𝑘=1

𝐯𝐞𝐜(𝐴𝑗𝑘
). From lemma 

we get vec( 𝐴𝑖𝑘 ) ≠ 𝐯𝐞𝐜( 𝐴𝑗𝑘
)𝑑

𝑘=1
𝑑
𝑘=1  and then  𝐴𝑖𝑘 ≠  𝐴𝑗𝑘

𝑑
𝑘=1

𝑑
𝑘=1 , for 𝐴𝑖𝑘 , 𝐴𝑗𝑘

∈  𝒜. Thus the 

set system ([𝑛], 𝒜) is d-union free. 

 

3.2. Representation Matrix for NAGT 

The NAGT algorithm can be represented by a binary matrix 𝑀 = 𝑚𝑖𝑗 , where columns are labeled by 

items and rows by tests (blocks). Criteria of matrix is 𝑚𝑖𝑗 = 1 if test i contains item j and the other 
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𝑚𝑖𝑗 = 0. On the other hand, the test results of each block is represented by a column vector, called 

outcome vector. Based on these representations, the problem of group testing can be viewed as finding 

representation matrix M which satisfies the equation 𝑀𝑥 = 𝑦 where y is an outcome vector and x are 

tested samples. Let 𝑀 be a 𝑡 × 𝑛 binary matrix, 𝑀𝑗  denotes the j-th column of  matrix 𝑀.  

Based on theorem 2.4 and theorem 3.1.3, the authors look for the representation matrix  𝑀 whose 

columns are d-separable. The following are given two matrices that satisfy the solution of d-CGT. 

Definition 3.2.1 A 𝑡 × 𝑛 binary matrix 𝑀 is d-separable if and only if for any  𝑆1 ≠ 𝑆2 ⊆ [𝑛]  where 

 𝑆1 ,  𝑆2 = 𝑑  such that ⨄𝑖∈𝑆1
𝑀𝑖 ≠ ⨄𝑗 ∈𝑆2

𝑀𝑗  . 

Definition 3.2.2 A 𝑡 × 𝑛 binary matrix 𝑀 is d-disjunct if for any  𝑆 ⊆ [𝑛] where  𝑆 = 𝑑  and for any  

𝑗 ∉ 𝑆  such that  𝑀𝑗 ⊈ ⨄𝑖∈𝑆𝑀𝑖. 

Properties 3.2.3 If 𝑀 is d-disjunct matrix then 𝑀 is d-separable matrix. 

 

3.3. The Construction of Disjunct Matrix 

The authors have an idea from Kautz and Singleton [8] for this construction by the following their 

results:  

Definition 3.3.1 Let 𝑀 be a binay matrix. 

i. The weight of the j-th column, denoted 𝑤𝑗 , is the number of 1-entry on the j-th colum. Also 

defined:  

𝑤 = min𝑗 𝑤𝑗   and  𝑤 = max𝑗 𝑤𝑗  

where j covering all the columns of 𝑀.  

ii. If each column of M has the same weight, then M is called a constant weight matrix.   

iii. The dot product of 𝑀𝑖  and 𝑀𝑗 , denoted λij , is the number of 1-entry on the same row in 𝑀𝑖  and 

𝑀𝑗 . We also defined: 

𝜆 = max
𝑖,𝑗

𝜆𝑖𝑗  

Lemma 3.3.2 Let M be a binary matrix. If M has minimum weight 𝑤 and M  has maximum dot product 

of any two columns  𝜆 then M  is  
𝑤−1

𝜆
 −disjunct matrix. 

Based on lemma above, the authors have an idea to construct disjunct matrix using MATLAB by 

generating all of the binary matrices then determine the weight and dot product for each binary matrix.  

Algorithm 1. The construction of d-disjunct matrix 

INPUT: 𝑛, 𝑡 ∈ ℕ and 𝑛 > 𝑡  

1. For each 𝑖 ∈ [2𝑡×𝑛 ] generate 𝑡 × 𝑛 binary matrix 𝑀𝑖  

2. Determine  𝑤𝑖 , 𝜆𝑖 , and 𝑑𝑖 =  
𝑤 𝑖−1

𝜆𝑖
   

3. If  𝑑𝑖   max 

4. Display 𝑀𝑖  and 𝑑𝑖  

OUTPUT: 𝑀 is d-disjunct matrix  

The purpose of this program is to know while there are n samples and will do t test, then the output 

can detect d positive samples. But, we need quite long time for running the program to generate all of 

𝑡 × 𝑛 binary matrices. So the authors try to find another construction. Yaniv Erlich et al. [9] have ideas 

on how to group the samples as a modular equation, as illustration can be seen in figure 1. It illustrates  

that representation matrix of  15 samples are grouped into 9 tests and then those tests grouped again 

into 2 large groups (the first group consists of 4 tests and the second group consists of 5 tests) with 

grouping rule is sample j contained in the i-th test if:  

𝑗 ≡ 𝑖 mod 4  (first group) 

𝑗 ≡ 𝑖 mod 5  (second group) 
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  Samples 

Test 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 1 0 0 0 1 0 0 0 1 0 0 0 1 0 0 

2 0 1 0 0 0 1 0 0 0 1 0 0 0 1 0 

3 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1 

4 0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 

5 1 0 0 0 0 1 0 0 0 0 1 0 0 0 0 

6 0 1 0 0 0 0 1 0 0 0 0 1 0 0 0 

7 0 0 1 0 0 0 0 1 0 0 0 0 1 0 0 

8 0 0 0 1 0 0 0 0 1 0 0 0 0 1 0 

9 0 0 0 0 1 0 0 0 0 1 0 0 0 0 1 

Figure 1.  An example of pooling of 20 samples into 12 test with 2 groups 

Generally, if the tests are grouped into groups 𝑋1 , 𝑋2 , … , 𝑋𝑤  and grouping rule for each group is 

sample j contained in the i-th test if  𝑗 ≡ 𝑖 mod 𝑋𝑘   where 𝑖 = 1,2, … , 𝑋𝑘  and 𝑘 = 1,2, … , 𝑤. 

Referring to lemma 3.3.2, Erlich tried to find the additional requirement for representation matrix 

such that has 𝜆 = 1, by adding the following two conditions: 

1. 𝑋1 , 𝑋2 , … , 𝑋𝑤 ≥  𝑛. 

2. 𝑋1 , 𝑋2 , … , 𝑋𝑤  are coprime. 

In his paper, Erlich has not provided information explicitly, so that, the authors  try to formalize the 

construction of the representation matrix in the following theorem: 

Theorem 3.3.3 Let 𝑀 = [𝑀1 , 𝑀2 , … , 𝑀𝑤 ]𝑇  be a 𝑡 × 𝑛 binary matrix, where 𝑀𝑘  is a 𝑋𝑘 × 𝑛 block 

matrix, 𝑋𝑘 ≥  𝑛 and coprime. If the construction of matrix 𝑀 for each block is determined by: 

𝑀𝑘 𝑖, 𝑗 =   
1     ,    𝑗 ≡ 𝑖 mod 𝑋𝑘

0     ,         otherwise
  

where  𝑖 = 1,2, … , 𝑋𝑘  then 𝜆 of matrix 𝑀 is 1. 

Proof. Suppose 𝜆 > 1 , let 𝜆 = 2, then there are 2 columns, say r-th and s-th columns, and block a, b so 

that 𝑀𝑎 𝑖, 𝑟 = 𝑀𝑎 𝑖, 𝑠 = 1 and 𝑀𝑏 𝑗, 𝑟 = 𝑀𝑏 𝑗, 𝑠 = 1. So we get 𝑟 ≡ 𝑠 mod 𝑋𝑎  and 𝑟 ≡ 𝑠 mod 

𝑋𝑏  which mean 𝑋𝑎 |𝑟 − 𝑠 and 𝑋𝑏 |𝑟 − 𝑠 obtained 𝑋 𝑎 𝑋 𝑏 |𝑟 − 𝑠 . Whereas 𝑋 𝑎 𝑋 𝑏 > 𝑛  and 𝑋 𝑎 , 𝑋 𝑏  are 

coprime, so that 𝑟 − 𝑠 = 0, i.e.,  𝑟 = 𝑠   which shows that the r-th column and s-th column are the 

same column.  

Based on proof of theorem 3.3.3, the terms that provided by Erlich can be replaced by 𝑋 𝑘 𝑋 𝑙 > 𝑛  

and 𝑋 1, 𝑋 2, … , 𝑋𝑤 are coprime. Next, based on theorem 3.3.3, the authors make following algortihms 

for another construction of disjunct matrix using MATLAB 

Algorithm 2. The construction of 1-disjunct matrix 

INPUT: 𝑛 , 𝑔 1, 𝑔 2  ∈ ℕ and   𝑔 1, 𝑔 2 >  𝑛 , and gcd 𝑔 1, 𝑔 2 = 1   

1. M is a (𝑔 1 + 𝑔 2) × 𝑛  zeros matrix 

2. For 𝑗 = 1. . 𝑛  and for 𝑖 = 1. . 𝑔 1, if 𝑗 ≡ 𝑖  mod 𝑔 1 then 𝑀 𝑖 , 𝑗  = 1 

3. For 𝑗 = 1. . 𝑛  and for 𝑖 = 𝑔 1 + 1. . 𝑔 1 + 𝑔 2, if 𝑗 ≡ 𝑖  mod s then 𝑀 𝑖 , 𝑗  = 1 

4. Display 𝑀 

OUTPUT: 𝑀 is 1-disjunct matrix 

Algorithm 3. The construction of 2-disjunct matrix 

INPUT: 𝑛 , 𝑔 1, 𝑔 2, 𝑔 3  ∈ ℕ and 𝑔 1, 𝑔 2, 𝑔 3 >  𝑛 , and 𝑔 1, 𝑔 2, 𝑔 3 are coprime   

1. M  is a (𝑔 1 + 𝑔 2 + 𝑔 3) × 𝑛  zeros matrix 

2. For 𝑗 = 1. . 𝑛  and for 𝑖 = 1. . 𝑔 1, if 𝑗 ≡ 𝑖  mod 𝑔 1 then 𝑀 𝑖 , 𝑗  = 1 

3. For 𝑗 = 1. . 𝑛  and for 𝑖 = 𝑔 1 + 1. . 𝑔 1 + 𝑔 2, if 𝑗 ≡ 𝑖  mod 𝑔 2 then 𝑀 𝑖 , 𝑗  = 1 

4. For 𝑗 = 1. . 𝑛  and for 𝑖 = 𝑔 1 + 𝑔 2 + 1. . 𝑔 1 + 𝑔 2 + 𝑔 3, if 𝑗 ≡ 𝑖  mod 𝑔 3  then 𝑀 𝑖 , 𝑗  =
1 

5. Display 𝑀 
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OUTPUT: 𝑀 is 2-disjunct matrix 

Generally, the construction of k-disjunct matrix given by the following algorithm. 

Algorithm 4. The construction of k-disjunct matrix 

INPUT: 𝑛 , 𝑔 1, 𝑔 2, . . , 𝑔 𝑘 ∈ ℕ and 𝑔 1, 𝑔 2, . . , 𝑔 𝑘 >  𝑛 , and 𝑔 1, 𝑔 2, . . , 𝑔 𝑘  are coprime   

1. M  is a ( 𝑔 𝑖
𝑘
𝑖 =1 ) × 𝑛  zeros matrix 

2. For 𝑙 = 1. . 𝑘  

3. For 𝑗 = 1. . 𝑛  and for 𝑖 = 1. . 𝑔 𝑙 , if 𝑗 ≡ 𝑖  mod 𝑔 𝑙  then 𝑀𝑙  𝑖 , 𝑗  = 1 

4. Display 𝑀 

OUTPUT: 𝑀 is k-disjunct matrix 

The purpose of the second program is to know minimal the number of tests while there are n 

samples and want to detect d positive samples. Based on the running time of program, the second 

program better than the first construction.  The following table shows some result of the program 

Table 1. The Output of M-File  

Sample  

(n) 

Positive Sample 

(d) 

Minimum Test 

(t) 

100 1 21 

100 2 34 

100 3 51 

100 4 70 

100 5 91 

1000 1 65 

1000 2 100 

1000 3 137 

1000 4 178 

10.000 1 201 

10.000 2 304 

 

3.4. Algorithm for Determining Addition Weight 

Prior to adding the weight into each column of  matrix M in the theorem 3.3.3, we also should note how 

to preserve 𝜆 . So, the first step is to determine the restrictions on the samples will be tested. As 

illustration can be seen in figure 2. With this limitation, there is a possibilty of space for candidates of 

adding weight in the matrix M, see figure 3.  

 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 1    1 x   1  x  1   

2  1    1    1    1  

3   1    1    1    1 

4    1    1    1    

1 1    x 1   x  1  x   

2  1     1     1    

3   1     1     1   

4    1     1     1  

5     1     1     1 
 

Figure 2.  The elimination of space for restrictions 
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 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 1  x x 1 x  x 1 x x  1 x x 

2 x 1  x x 1 x  x 1 x x  1 x 

3 x x 1  x x 1 x  x 1 x x  1 

4  x x 1   x 1 x   1 x x  

1 1 x x  x 1 x  x x 1  x x x 

2  1 x x  x 1 x  x x 1  x x 

3 x  1 x x  x 1 x  x x 1  x 

4 x x  1 x x  x 1 x  x x 1  

5 x x x  1 x x  x 1 x  x x 1 
 

Figure 3.  Possible spaces that can be added weight 

Mathematically, to find the amount of space that can not be added weight is the same as finding the 

number of intersect between matrix columns. Let 𝑠 𝑘𝑙  be the space on k-th row and l-th column that 

can not be filled with entry 1, and let 𝑆 𝑗  be a set of spaces that are intersect with j-th column, then 

from figure 2 we get: 

𝑆 1 = {𝑠 55, 𝑠 16, 𝑠 59, 𝑠 1(11), 𝑠 5(3)} dan  𝑆 1 = 5 =  𝜆 1𝑖
15
𝑖 =2  

Let S be the set of all spaces that can not be added weight (marked by x) of matrix M, then 

 𝑆  =   𝜆 𝑖𝑗𝑗 ≠𝑖
𝑡
𝑖 =1 . Consequently, the amount of remaining space that can be added weight 

(space with the addition of entry 1) is  𝑅  = 𝑡𝑛 − 𝑤𝑛 −  𝑆  =  𝑡 − 𝑤 𝑛 − |𝑆 |. 
Let 𝑅 𝑘 𝑙  be the set of removed remaining spaces while entry of 𝑟 𝑘𝑙  is 1, then from figure 4 we get 

𝑅 41 = {𝑠 54, 𝑠 45, 𝑠 46, 𝑠 58, 𝑠 4(11), 𝑠 1(12), 𝑠 5(12)}. So, to add weights to each  column of matrix is 

similar to finding 12 sets of 𝑅 𝑘𝑙  which are disjoint, where 𝑙 = 1,2, … ,12. 

 
 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 

1 1  x x 1 x  x 1 x x  1 x x 

2 x 1  x x 1 x  x 1 x x  1 x 

3 x x 1  x x 1 x  x 1 x x  1 

4 1 x x 1 x x x 1 x  x 1 x x  

1 1 x x x x 1 x x x x 1 x x x x 

2  1 x x  x 1 x  x x 1  x x 

3 x  1 x x  x 1 x  x x 1  x 

4 x x  1 x x  x 1 x  x x 1  

5 x x x  1 x x  x 1 x  x x 1 
 

Figure 4.  Addition weight and removed remaining space 

From the construction in theorem 3.3.3, we have a matrix 𝑀 with constant weight w and 𝜆 = 1. So, 

based on lemma 3.3.2, matrix 𝑀 is (𝑤 − 1)-disjunct  matrix. Generally, to add weight into each 

column of  𝑤 − 1 − disjunct matrix in theorem 3.3.3 is equivalent to finding 𝑛  sets of  𝑅 𝑘𝑙  which 

are all disjoint, where 𝑙 = 1,2, … , 𝑛 . But, in this case, not all  𝑤 − 1 − disjunct  matrix can be 

weighted so that 𝜆 = 1. 

4.  Conclusion  
This paper presents two constructions of disjunct matrix. The first construction based on generating of 
binary matrices and the second construction using modular equation. Besides the two construction, 
this paper also presents the algorithm for determining addition weight and get the following results: 

1. A  𝑤 − 1 −disjunct matrix can not be added weight when  min𝑘 |𝑅 𝑘𝑙 |𝑛
𝑙 =1 > |𝑅 |.  

2. A  𝑤 − 1 −disjunct matrix can be added weight when  max𝑘 |𝑅 𝑘𝑙 |𝑛
𝑙 =1 < |𝑅 |. 
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