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Abstract. Credit scoring is a quatitative method to evaluate the credit risk of loan applications. 
Both statistical methods and artificial intelligence are often used by credit analysts to help 
them decide whether the applicants are worthy of credit. These methods aim to predict future 
behavior in terms of credit risk based on past experience of customers with similar 
characteristics. This paper reviews the weighted k nearest neighbor (WKNN) method for credit 
assessment by considering the use of some kernels. We use credit data from a private bank in 
Indonesia. The result shows that the Gaussian kernel and rectangular kernel have a better 
performance based on the value of percentage corrected classified whose value is 82.4% 
respectively.  
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1. Introduction  

Credit is an important catalyst for economic growth and is a core activity of banks around the world. 
According to The Hong Kong Institute of Bankers [1], the success or failure of a bank and a financial 
industry generally depends on the system used to manage the credit and how well the credit risk is 
handled. The availability of credit allows households to perform better consumption and allow 
companies to make investments that can not be done with own funds. But with moral hazard and 
adverse selection issues, banks play an important role in allocating capital and monitoring to ensure 
that public funds are channeled to activities that provide optimal benefits [2]. One way for capital 
allocation to reach the target is to make predictions about the ability to pay future customers. 

Credit risk level assessment methods have played an important role in the practice of 
contemporary banking risk management. They contribute to the key to a loan approval process that 
accurately and efficiently quantifies the credit risk level of a prospective borrower. These credit 
assessment methods aim to predict future behavior in terms of credit risk based on past experience of 
customers with similar characteristics. The level of a borrower's credit risk is attributed to the chance 
that it will default on an approved loan at a predetermined time. The main task of a credit scoring 
method is to provide a separation between those who fail and those who do not fail in terms of credit 
payments. The separating ability is a key indicator of a method's success [3]. 

Several banchmarking studies have also been conducted to compare empirically the performance 
of such techniques in estimating credit scores, as did by Baesens et al. [4]. They compared seventeen 
models using eight real sets of data and it is known that more complex techniques tend to produce 
better performance based on Area Under Curve (AUC) criteria. De-La-Vega et al. [5] compared linear 
discriminant analysis models, quadratic discriminant analysis, logistic regression, multilayer 
perceptron, SVM, tree classification and combined methods to data from a microfinance institution 
and concluded that the use of multilayer perceptron is better than models other. The large number of 

http://creativecommons.org/licenses/by/3.0
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bancmarking studies on credit rating models often leads to sometimes conflicting conclusions. Yobas, 
Crook, and Ross [6] found that analysis discriminant linear were better than artificial neural network 
while Desai, Crook, and Overstreet [7] reported that  artificial neural network were significantly better 
than analysis discriminant linear. Until now, it is not clear what literature states that there is an 
appropriate model for credit assessment [8]. 

Research on credit risk level assessment models has also evolved taking into account the 
conditions of available sample data. Bucker, Kampen and Kramer [9] build a credit scoring model 
with regard to missing data conditions. Their research yields a conclusion that one of them is that the 
alleged parameter values differ significantly both statistically and economically when compared to 
cases where consumers whose credit rejected are ignored. Niklis, Doumpos and Zopounidis [10] built 
a credit scoring model based on information from market and accounting information. Brown and 
Mues build credit scoring models with due regard to conditions where the number of "good credit" and 
"bad credit" cases is not balanced [8]. Usually many cases of "bad credit" are much less than in many 
cases of "good credit". 

One of the most commonly used methods for credit scoring is k nearest neighbor (KNN). This 
method belongs to the category of nonparametric classification method. It is known that the non-
parametric classifier usually suffer from the existing outliers, especially in the situation of small 
training sample size [11]. There are many credit scoring researchers that has used KNN to asses the 
risk associated with the lending to an organization or an individual [12]. Henley and Hand used KNN 
classifier for assessing consumer credit scoring by proposing an adjusted version of the Euclidean 
distance metric [13]. KNN is also used as a comparative method of new methods proposed by 
researchers in credit scoring ([14],[8]). Up to now there is no researcher who applied weighted k 
nearest neighbor (WKNN) methods for credit scoring. The WKNN method assigns different weights 
to each of the nearest neighbes k. The closer neighbors will get a greater weight than the more distant 
neighbors. The weighting process is done by using the kernel function. We are interested in reviewing 
the performance of WKNN for credit scoring analysis compared with conventional KNN. 

The rest of this paper is organized as follows. In Section 2, we give a brief overview of many 
algorithms, including KNN and WKNN. The data used in this paper describe in Section 3. A study of  
credit scoring analysis from a financial institution and its results are presented in Section 4. Finally, 
conclusions are offered in Section 5. 

2. Overview of k Nearest Neighbor and Its Modified Version 

This study aims to compare the performance of k nearest neighbor and its modified version within a 
credit scoring context. A brief explanation of each of the methods applied in this study is presented 
below. 
2.1 K Nearest Neighbor (KNN) 

KNN is a non parametric lazy learning algorithm. It is a non parametric technique, it means that it 
does not make any assumptions on the underlying data distribution. This is very useful, as in the real 
world, most of the practical data does not obey the typical theoretical assumptions made. Non 
parametric algorithms like KNN come to the rescue here. Most of the lazy algorithms – especially 
KNN – makes decision based on the entire training data set.  

KNN is one of the simplest of classification algorithms that often used as a benchmark for more 
complex classifiers. Fix and Hodges introduced a method for pattern classification that has since 
become known the k-nearest neighbor rule [15]. It is a nonparametric method, which means that it 
does not make any assumptions about the probability distribution of the input. The k-nearest neighbor 
classifier is commonly based on the Euclidean distance between a test sample and the specified 
training samples. The main idea of k-NN algorithm is that whenever there is a new point to predict, its 
k nearest neighbors are chosen from the training data. Then, the prediction of the new point can be the 
average of the values of its k nearest neighbors [16]. 

 

https://brilliant.org/wiki/probability-distribution/


3

1234567890 ‘’“”

ISNPINSA-7 IOP Publishing

IOP Conf. Series: Journal of Physics: Conf. Series 1025 (2018) 012114  doi :10.1088/1742-6596/1025/1/012114

2.2 Weighted k Nearest Neighbor (WKNN) 

WKNN is one of the election rules where different members of the nearest neighboring group are 
weighted by the distance function between the training data and the test data. WKNN uses the same 
principle of KNN as finding the closest distance between the data to be tested with a number of k 
nearest neighbor in the training data. WKNN gives the heaviest weight on the nearest neighbor and the 
smallest on the farthest neighbor according to distance function [17]. The working principle of WKNN 
follows the working principle KNN i.e. looking for test data with the closest distance to train data 
according to the selected neighbor. WKNN change the distance value on the nearest ladder to a value 
between 0 and 1. The closest distance will be assigned a value 1. Conversely, the farthest distance will 
be assigned a value of 0. 

WKNN is an extension version of KNN where the distances of the nearest neighbors can be 
taken into account. WKNN gives the closest neighbors weights greater than other farther neighbors. 
The process of weightinh is done through two stages, namely first counting distance and the second 
transforming the distance into a weight by using a kernel function. Hechenbichler and Schliep has 
developed this method by transforming the similarity measure as the weights [18]. Below is the 
WKNN algorithm: 
Let L = {(yi, xi), i = 1, …, nL}be a learning set of observation xi with the class membership yi and let x 
be a new observation, whose class label y has to predicted. 
1. Find the k + 1 nearest neighbors to x based on d(x,xi) 
2. Standardize the k smallest distance via  
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Hechenbichler dan Schliep [18] noted some kernel functions that can be used in WKNN i.e. 

1. Kernel Epanechnikov:   
ଷସ (1 − D2) ·  I (| D | ≤ 1) 

2. Kernel quartic atau biweight:  
ଵହଵ଺(1 − D2) 2 ·  I (| D | ≤ 1) 

3. Kernel triweight:  
ଷହଷଶ (1 − D2)3 ·  I (| D | ≤ 1) 

 where I = { ͳ,      | D | ≤  ͳͲ,      | D | >  ͳ  

4. Kernel gauss: 
ଵ√ଶ𝜋 exp ሺ− 𝐷2ଶ ሻ 

5. Kernel inverse:  
ଵ|𝐷| 

 
3. Material and Method 

This paper uses data that comes from a bank in Indonesia consisting 948 clients of which 184 
clients are categorized as bad customer. The bank defines that a bad customer is a someone who had 
missed three consecutive months of payments. The data consist  8 continuous explanatory variables 
including age, working experince, total income, other loan, net income, interaction to bank, savings, 
and debt ratio. The coding, descriptive of each variables and unit of measure were shown in Table 1.  
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Table 1. Variables in credit scoring model 

Variable Definition  

Age Age of the applicant in years 

Working Experience Working experience of the applicant in years 

Total  Income Monthly income in Rupiahs 

Other  Loan Other loan amount in Rupiahs 

Net  Income Monthly net income of the applicants in Rupiahs 

Interaction To Bank Long  interaction to bank in years 

Saving Amount of the applicants savings in Rupiahs 

Debt  Ratio % per month 
 
Table 1 explains that some variables have unit of measurement different from others. 

Therefore to calculate the distance between two objects, the variables used in the analysis are 

standardized first using formula 
i

iij
ij

s

xx
z


  where xij is jth observation of  ith variable,  ix  is mean 

of ith variable, and si is standart deviation of ith variable.  For this study, we divide the data into training 
sample consisting of 80% and testing sample. We use KNN and WKNN for classifying the class of the 
debtors. Next, calculate the euclide distance between two objects using standardized data. After 
determining the parameter k and  running the algorithm of each method, the accuracy was calculated 
using sensitivity, specificity, and accuration (ACC). The formulas of the three measures of accuracy 
can be seen in [19].  

Sensitivity = 
FNTP

TP


 

Specificity = 
FPTN

TN


 

Accuration = 
FNTNFPTP

TNTP




 

where TP (true positive) is the number of good borrower that were classified as good; FN (false 
negative) is the number of good borrower that were mistakenly classified as bad; TN (true negative) is 
the number of bad borrower that were classified as bad; FN (false negative) is the number of observed 
bad customer that were were mistakenly classified as good. 

4. Results and Discussions 
Tables 2 and 3 are statistical overview of  good and bad customers respectively based on 8 explanatory 
variables. The tables explain that the average of each variable on good customers show   to be better 
than bad customers. For instance, the average of total monthly income of good customers reaches Rp 
10278655.530 which is greater than the total revenue of bad customers whose value only reaches Rp 
8855448.065. Furthermore, the mean of nominal savings from good customers reach Rp 
15065382.662 that is greater than bad customers. Similar condition occur to other variables that 
showed a good customer has a positif individual performance. Tables 2 and 3 also describe that there 
are a different variation in the predictor variables involved in the analysis. Some of the variables in 
good customers have a greater variability than in bad ones but for other variables the variability is 
lower than that of bad ones. For example the working experience variability of good customers is 
greater than the age variability of bad customers but the age variability of good customers is lower 
than that of bad ones. 
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Table 2. Statistical summary of a good customer 

Variables Mean Standart Deviation  Minimum Maximum 

Age 37.726 7.606 23.000 64.000 

Working Experience 7.665 6.781 1.000 39.000 

Total Income 10278655.530 12089028.731 2253967.200 144000000.000 

Other Loan 358474.500 1194111.250 0.000 17392868.000 

Net Income 5295639.944 5980694.323 0.000 63786168.000 

Interaction to Bank 3.881 2.884 0.000 19.000 

Saving 15065382.662 124231063.340 18599.400 2880181083.600 

Debt Ratio 30.608 11.054 7.485 77.069 

Table 3. Statistical summary of a bad customer 

Variables Mean Standart Deviation  Minimum Maximum 

Age 37.038 8.331 22.000 57.000 

Working Experience 6.190 6.608 1.000 34.000 

Total Income 8855448.065 9809392.959 2275227.000 88471800.000 

Other Loan 237887.793 1020949.380 0.000 9512016.000 

Net Income 4668156.853 4966941.559 0.000 49151000.000 

Interaction to Bank 2.549 2.244 0.000 10.000 

Saving 7318661.557 21114280.029 40266.000 176765400.000 

Debt Ratio 32.496 14.979 8.282 130.724 

Table 4. Accuration of WKNN using some kernels 

Kernel 
Accuration 

Measure 

Parameter K 

1 3 5 7 9 11 13 

Rectangular 

Sensitivity  0.8618 0.8947 0.9539 0.9605 0.9737 0.9934 1.0000 

Spesifisity  0.3056 0.2500 0.1667 0.1667 0.0833 0.1111 0.0556 

Accuration  0.7553 0.7713 0.8032 0.8085 0.8032 0.8245 0.8191 

Triangular 

Sensitivity  0.8618 0.8750 0.9013 0.9408 0.9539 0.9671 0.9671 

Spesifisity  0.3056 0.3333 0.2222 0.1944 0.1667 0.1389 0.1389 

Accuration  0.7553 0.7713 0.7713 0.7979 0.8032 0.8085 0.8085 

Epanechnikov 

Sensitivity  0.8618 0.8816 0.9079 0.9474 0.9539 0.9671 0.9671 

Spesifisity  0.3056 0.3333 0.1944 0.1944 0.1944 0.1667 0.1667 

Accuration  0.7553 0.7766 0.7713 0.8032 0.8085 0.8138 0.8138 

Triweight 

Sensitivity  0.8618 0.8816 0.8750 0.8947 0.9079 0.9145 0.9342 

Spesifisity  0.3056 0.3056 0.3056 0.2778 0.2222 0.1944 0.1944 

Accuration  0.7553 0.7713 0.7660 0.7766 0.7766 0.7766 0.7926 

Gaussian 

Sensitivity  0.8618 0.8947 0.9539 0.9605 0.9671 0.9934 1.0000 

Spesifisity  0.3056 0.2500 0.1667 0.1667 0.0833 0.1111 0.0556 

Accuration  0.7553 0.7713 0.8032 0.8085 0.7979 0.8245 0.8191 

Inversion 

Sensitivity  0.8618 0.8882 0.9539 0.9539 0.9605 0.9803 1.0000 

Spesifisity  0.3056 0.2500 0.1667 0.1667 0.1111 0.1111 0.0556 

Accuration  0.7553 0.7660 0.8032 0.8032 0.7979 0.8138 0.8191 
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In this paper we examine the performance of several kernels including rectangular, triangular, Gauss, 
epanechnikov, triweight, and inversion for classifying credit status of customers. The main task of a 
kernel function is to transform the distance of a new object to its nearest neighbor to a weight. The 
neighbor is closer than others will gain a greater weight. 

 
Table 4 explain the accuration measure of WKNN in different both kernel and parameter k. In 

order to find the best parameter value k we tried some values of k and evaluated its classification 
capability based on sensitivity, specificity and accuration. In this paper we consider only odd value of 
k due to reason of classifying.  We choose the combination between kernel and k as a main ingredients 
of WKNN if its accuration is maximum. From table 4, we know that the kernel rectangular and Gauss 
at k = 11 achieve the highest PCC values (82.4%) among the other kernels. At k =11, both kernel 
rectangular and Gauss have the sensitivity value 99.34% and the specificity value 11.11%. For k lower 
or greater than 11, all accuration measure smaller than of k = 11. It mean that overall 82.4% of debtors 
are properly classified. Then 99.3% of good debtors by WKNN are classified as good and 11.1% of 
bad debtors by WKNN are classified as bad. After finding the right value for k and choosing the kernel 
used, the next step is to predict the new loan applicant whether he or she is eligible to receive the 
credit or not. The first step is to calculate the distance between the new loan applicant and the debtor 
that the bank has. The Euclidian distance is calculated based on the variables as shown in Table 1. 
Furthemore, by using rectangular or Gauss kernel, we transform the distance into a weight. Then we 
identify the 11 borrowers closest to the new loan applicants. If the weight of a good debtor is greater 
than the weight of the bad debtor then the new loan applicant is classified as a good consumer and is 
eligible for approval of his credit proposal. 

5. Conclusion 
Credit scoring model is the most successful example of statistical model applied in financial 
institution. The objective of quantitative credit scoring models is to assign credit applicants to one of 
two group: a “good” group that is likely to repay their financial or a “bad” group that should be denied 
credit because a high likelihood of defaulting on their financial obligation. In this paper, we explore 
weighted k nearest neighbor method for classifying credit applicants into good or bad. The main raw 
material of WKNN is a kernel function that change the distance between two object into a weight. We 
investigate the performance of some kernel function including rectangular, triangular, Gauss, 
epanechnikov,  triweight, and inversion for classifying credit status of customers. We found that kernel 
rectangular and Gauss are the relevant kernel used for credit scoring analysis. In our case, their 
optimal performance reach at k = 11. 
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