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Abstract

Objective. Brain-computer interfaces (BCls) are neuroprosthetic devices that allow for direct
interaction between brains and machines. These types of neurotechnologies have recently
experienced a strong drive in research and development, given, in part, that they promise to restore
motor and communication abilities in individuals experiencing severe paralysis. While a rich
literature analyzes the ethical, legal, and sociocultural implications (ELSCI) of these novel
neurotechnologies, engineers, clinicians and BCI practitioners often do not have enough exposure
to these topics. Approach. Here, we present the IEEE Neuroethics Framework, an international,
multiyear, iterative initiative aimed at developing a robust, accessible set of considerations for
diverse stakeholders. Main results. Using the framework, we provide practical examples of ELSCI
considerations for BCI neurotechnologies. We focus on invasive technologies, and in particular,
devices that are implanted intra-cortically for medical research applications. Significance. We
demonstrate the utility of our framework in exposing a wide range of implications across different
intra-cortical BCI technology modalities and conclude with recommendations on how to utilize
this knowledge in the development and application of ethical guidelines for BCI neurotechnologies.

1. Introduction

In the past decades, there has been a strong drive to
develop neurotechnologies such as brain-computer
interfaces (BCls) that can restore the ability to
communicate or improve motor function in indi-
viduals experiencing paralysis [1-7]. In the United
States alone, 5.4 million individuals experience para-
lysis derived from a variety of neurological dis-
orders and diseases of the central and peripheral
nervous system, including stroke (33.7%), spinal
cord injury (27.3%), and multiple sclerosis (18.6%)

© 2024 The Author(s). Published by IOP Publishing Ltd

[8]. Particular attention has been paid to develop-
ing technologies for people experiencing signific-
ant speech and motor impairments, as occurs in
amyotrophic lateral sclerosis (ALS), which impacts
roughly thirty thousand people in the US and two
hundred thousand worldwide [1, 9]. ALS often res-
ults in locked-in syndrome (LIS), which substan-
tially limits a person’s ability to perform voluntary
movements.

BClIs (or brain-machine interfaces) refer to a class
of technology that records and interprets a user’s
brain activity and then reacts to that activity in
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some way, creating a functional connection or inter-
face between the brain and artificial devices [3].
For the purposes of this article, we will focus on
implantable BCIs for two medical research applica-
tions, used by individuals with conditions impact-
ing motor ability and/or communication. While BCIs
are developing at a rapid pace, ethical guidelines
have failed to keep up with new challenges, implic-
ations, and opportunities [10-18]. In particular, des-
pite the existence of multiple works highlighting the
ethical implications of neurotechnologies, there is
a lack of accessible, concrete frameworks that can
deliver guidance for addressing the many ethical
challenges [14, 18]. In this piece, we apply a neur-
oethics framework that is being developed by IEEE
BRAIN (IEEE Neuroethics Framework [19]) to prac-
tically assess the ethical, legal, sociocultural and soci-
otechnical'’ implications of different BCI medical
research applications and technology modalities. We
argue that this framework is sufficiently wide in scope
to cover such implications across different devices
at the design, testing, implementation, and post-
implementation stages. The framework emphasizes
the contextual nature of ethics and urges technolo-
gists, clinicians, and other stakeholders to consider
issues from early development to regulatory approval
to commercialization, and across the lifespan of the
device, ensuring attention and accountability at all
stages.

This work complements and expands the exist-
ing neuroethics literature by considering iBCI usage
through the IEEE Neuroethics Framework, the
product of an interdisciplinary, multiyear collabor-
ation between engineers, scientists, clinicians, eth-
icists, lawmakers, sociologists, entrepreneurs and
other stakeholders, including those with lived exper-
ience. We present the ethical recommendations in
a manner that is accessible to practitioners, includ-
ing engineers, clinicians and developers, which we
believe is a crucial step towards the development of
practical solutions. This unique collaboration has
led to broader perspectives as well as specific ethical
considerations.

First, we will provide an overview of the IEEE
BRAIN Neuroethics Framework and the methodolo-
gical steps involved in its development. Second, we
will introduce BCI technologies in greater depth, with
a focus on invasive devices that are implanted intra-
cortically for medical research applications. We focus
on intra-cortical BCIs (iBClIs) to narrow the scope of
the analysis and to exemplify how to apply our frame-
work to a specific neurotechnology type. However,
the ethical implications of other neurotechnologies
(i.e. non-invasive BCIs for commercial applications)

10 The term sociotechnical, emerging from the field of science and
technology studies, refers to the inextricable links between social
and material structures, where one is not derived from the other,
but they are mutually co-constituted.
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are as important and as vast as for iBCIs. Third, we
will exemplify how to apply our framework to obtain
an in-depth and comprehensive ethical analysis of
iBCI neurotechnologies across applications and mod-
alities. Finally, we will present two iBCI case stud-
ies'!, as two concrete examples that can be com-
pared through our framework: one covering record-
ing iBCIs for communication applications and one
covering recording and stimulating closed-loop iBCls
for motor control. Through this analysis, we demon-
strate the flexibility and adaptability of this frame-
work, which allows us to identify the ethical, legal,
and sociocultural implications (ELSCI) across a wide
spectrum of iBCI applications and modalities. We
note that many of these implications apply to other
BCI neurotechnologies (and neurotechnologies in
general), but through our analysis, we could identify
ethical considerations that are particularly relevant
for iBCls. We close with recommendations for further
enriching ethical guidelines for the responsible devel-
opment of iBCI neurotechnologies.

1.1. Method for developing the IEEE BRAIN
neuroethics framework for medical
neurotechnologies
The IEEE Brain Neuroethics Framework is an inter-
national, multiyear, volunteer-led initiative by IEEE
BRAIN, bringing together engineers, scientists, clini-
cians, ethicists, lawmakers, sociologists, entrepren-
eurs, and those with lived experience to develop a
comprehensive ethical framework covering a wide
range of existing and anticipated neurotechnolo-
gies. Volunteers are spread across nine working
groups: Medical, Wellness, Education, Work and
Employment, Military/National Security, Sports and
Competitions, Entertainment, Analytics, and Legal,
each with its own ethical and technical leads'’
(figure 1(A)). As we write in the Framework’s pre-
amble: ‘This document has set a foundation for the
ongoing development of socio-technical standards
with a focus on neurotechnology (IEEE SA P7700) for
engineers, researchers, applied scientists, practition-
ers, and neurotechnology companies that will help
ensure the responsible development and use of new
neurotechnologies.” [19].

While this framework shares themes with a
number of recent neuroethical frameworks [20],
several elements distinguish the IEEE Neuroethics

11 In this context, case study refers to an examination of a specific
neurotechnology, rather than an analysis of a specific user’s exper-
ience.

12'While there is some inevitable overlap between these categor-
ies, particularly Medical and Wellness Applications, we delineate
medical neurotechnologies as those that align with the US Food
and Drug Administration’s definition of ‘medical device’ under
section 201(h)(1) of the Food, Drug, and Cosmetic act. Further,
the use of such devices outside of traditional clinical instances or for
‘off-label’ and ‘gray’ areas is relegated to the Wellness application.
Finally, we do not cover devices that enhance human capabilities
beyond the normative state.
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Figure 1. The IEEE BRAIN Neuroethics Framework. (A), The Framework establishes a matrix of applications and technology
modalities. Each application of the Framework includes an analysis of ELSCI considerations of neurotechnologies for a respective
application (in this case, medical applications) as well as additional resources regarding the regulatory landscape or other
guidelines. (B), Framework iterative development process. Top, Framework development steps. Middle, Framework key elements.
These are drafted after initial internal brainstorming and deliberation across all working groups. They are later refined iteratively
through an internal review and feedback process. The Framework produces outputs, e.g. by applying the framework to particular
neurotechnology case studies in order to analyze ELSCI considerations, or by sharing it to the public as a live resource open to
public feedback. The Framework outputs are externally reviewed and the feedback is used to further refine the Framework. Green
to dark blue shadings indicate chronological progression. The image in panel (A) is adapted from an image courtesy of IEEE Brain.
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Framework. First, it brings together a wide array
of stakeholders across many different fields, discip-
lines, and geographic areas, integrating technical and
ethical knowledge so as to be of practical value to
engineers and technologists. As Michelle Pham and
colleagues assert in a chapter comparing five recent
neuroethics frameworks [20], cross-cultural com-
parisons are both rare and necessary for neuroeth-
ical guidance, allowing assessments of both cultural
biases embedded in technological design and vary-
ing public responses to neurotechnologies. Our inter-
national approach has involved soliciting feedback
from experts and health and technology organiza-
tions from around the world. Second, the framework
attends to the full life cycle of neurotechnologies,
from bench research to clinical trials to commercializ-
ation. For the medical working group, this, alongside
the incorporation of volunteers with clinical back-
grounds and lived experience, allows us to address
another area frequently underaddressed in neuro-
ethical frameworks: user treatment and experience
before, during, and after research participation [20].
Third, the framework is unique in its simultaneous
attention to neurotechnologies across a wide (and
ever-expanding) range of applications. Conversations
across application domains allow for comparative
analyses not otherwise possible. Finally, it is a living
document that will grow and respond to input from

users and stakeholders as neurotechnologies continue
to advance.

The process of developing the IEEE Neuroethics
Framework involved multiyear deliberation within
and across working groups (figure 1(B)). Volunteers
currently number over 60 and are diverse in terms
of geographic location, expertise, and career stage.
Ethical and technical leads facilitated conversa-
tion and initial brainstorming within their working
groups to define the boundaries of each application
domain (e.g. Medical, Wellness, etc), identify existing
and potential technologies within that use case, and
highlight emergent ethical, legal, and sociocultural
concerns, regulatory landscapes, and supplementary
resources. Working group leads then came together
to develop a shared ‘matrix’ across all nine applica-
tions (figure 1(A)). In this matrix, neurotechnologies
are broken into four discrete categories (recording/-
sensing; stimulating/actuating; closed-loop; and dir-
ect physical and biological modification), and eth-
ical considerations are divided across five domains
(safety, risk and well-being; agency and identity;
authority and power; justice and fairness; and sur-
veillance and privacy). Legal implications include
individual consumer protections, such as data pri-
vacy and ownership, and device regulation systems.
Sociocultural implications refer to attitudinal, polit-
ical, and infrastructural implications, including those
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across and between cultures. Importantly, due to the
diverse sets of expertise that contributed to the devel-
opment of the framework, we have also identified
and emphasized several sociotechnical, psychosocial,
and socio-economic issues within sociocultural
considerations.

Using this template, each working group wrote
an initial draft of their application’s neuroethical
framework, with care given to inter- and transdis-
ciplinary translation. For example, we avoided ter-
minology specific to medical bioethics, which may
be unfamiliar to engineers as well as those work-
ing on neurotechnology in nonmedical applications.
Each subgroup developed its own consensus pro-
cess with oversight from the Framework’s chair, and
often sought external feedback through workshops,
presentations, and invited reviews. Additionally, a
task force of volunteers across all working groups
ensures agreement across applications to avoid con-
flicting guidance or definitions.

The authors of this paper are members of the
Medical Application working group (figure 1(A))
and developed the study presented here to identify
and describe unique challenges and implications in
the development and use of neurotechnologies in
specific medical settings, as well as to demonstrate
the flexibility and adaptability of the framework
applied to the field of iBCls. We aim for the frame-
work to operate as a descriptive-analytical tool, flex-
ible enough to address current and anticipated eth-
ical, legal, and sociocultural issues across various
applications.

The IEEE Neuroethics Framework is designed to
be a public live document that actively welcomes
inputs from diverse stakeholders. This approach
ensures that the framework remains adaptable and
reflects the evolving ethical landscape surround-
ing neurotechnological advancements. By actively
involving diverse stakeholders, including users, in
the ongoing discourse surrounding neuroethics, we
can foster a collaborative environment where more
perspectives are heard and integrated into the eth-
ical guidelines that govern the development and
deployment of neurotechnologies. We aim, with
this approach, to continually refine and expand the
framework to ensure understandability and usab-
ility across stakeholders. The work presented here
provides not only an example of applying the IEEE
Neuroethics Framework but also an invitation to con-
tribute to the Framework’s ongoing development.

1.2. Overview of BCI technologies

This section provides a brief historical over-
view of BCIs, focusing on iBCls, the details of
how this technology functions, and the current
modalities.

J Soldado-Magraner et al

History

Humans have long imagined controlling devices
using the mind [21-23]. However, it was not only
until the early 2000s that the first example of reli-
able multi-dimensional cursor control using a pop-
ulation of motor cortex neurons was reported in a
human with tetraplegia [1, 24]. This user could move
a 2-dimensional computer cursor, use it to play Pong,
and even control a rudimentary prosthetic arm. The
same technology was later used by people with ALS to
operate a virtual keyboard, showcasing its potential to
restore communication [1, 25].

More recently, iBCIs have allowed people experi-
encing paralysis to control more sophisticated robotic
arms, autonomously accomplishing complex tasks
such as drinking from a bottle [1, 26] or eating
without external human assistance [1, 27]. Another
recent development has been the incorporation of
artificial stimulation of the brain and body parts
driven by motor signals recorded intra-cortically [1,
8, 28]. In particular, direct brain stimulation of soma-
tosensory areas in the human brain has been per-
formed to artificially deliver sensory information into
the brain and, with this, restore proprioception, facil-
itating motor control [29]. Finally, state-of-the-art
iBCIs have been recently developed for communic-
ation via direct speech translation, achieving unpre-
cedented levels of accuracy in mapping thought to
speech [5, 30, 31].

Despite such a long history of development and
nearly two decades of work on the ethical implications
of this technology [18, 32-36], there has been little
progress translating such understanding into action-
able guidance [14, 18].

Technology

BCIs work by recording brain signals that reflect
ongoing cognitive processes and obtaining informa-
tion from them to operate artificial devices. BCIs can
be passive devices (for instance to predict epileptic
seizures or for sleep monitoring) or provide feedback
to the users to improve their brain state and/or beha-
viour. For instance, in motor BCIs, signals convey-
ing motor intentions are recorded and translated into
commands to control external devices, while feedback
is provided to the users about how their intentions are
transformed into actions [2].

BCIs have three main components: a sensor to
record neural activity, a decoder that converts neural
activity into a command signal, and a device such as
a computer cursor or robotic arm that performs an
action related to the recorded signal [1]. In iBCIs,
the sensor records the electrical activity of groups
of neurons measured using penetrating electrodes
implanted in cortical areas within the brain of the
users. The decoder is an algorithm trained to read
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out physiologically relevant signals from the recorded
neural activity and to use those signals to control the
device. A fourth component can be added to electric-
ally stimulate the user’s brain or body parts.

Applications

Here, we summarize the different iBCls applications
we have previously discussed. In medical research
settings, iBCIs have been commonly applied for:

Motor control: in individuals that have lost control
of their body parts due to neurological conditions or
injury leading to severe paralysis.

Communication: in individuals that have lost their
ability to speak or to communicate in any other form,
due to neurological conditions or injury leading to
severe paralysis.

Modalities
BClISs can be classified into one or more of the follow-
ing technology modalities:

Invasive/Implantable: if they require the surgical
implantation of the device within the human body
(i.e. iBCIs). Invasive BCIs incorporate electrodes
implanted in the brain of the user to record neural
signals and can potentially modulate brain activity
through electrical stimulation.

Non-invasive/Wearable: if they do not require any sur-
gical procedure and can be simply worn by the user
(e.g. electroencephalography (EEG) and functional
near-infrared spectroscopy (fNIRS) headsets).

Closed-loop: if they incorporate feedback to the user.
This can be sensory feedback provided to the user
to adjust their own brain signals (i.e. a human-in-
the-loop setting, see below) or can be a direct stim-
ulation of the user’s nervous system from the device
itself to change the brain state (i.e. a bidirectional set-
ting, see below). In ‘closed-loop’ systems the feedback
is based on measurements of the system’s own state,
and it is used to automatically regulate the system.
Note that from a neurophysiological standpoint, the
sensory feedback setting can be considered ‘closed-
loop’, given that the users can auto-regulate their own
neural activity based on the sensory feedback received
to achieve better device control. However, from a
strict control theory engineering perspective, this is
only true for BCI systems that use closed control loops
integrated into the device itself to automatically mod-
ulate the BCI output (i.e. in a bidirectional setting).
Because of this, BCIs that are considered ‘closed-loop’
only from a neurophysiological standpoint are some-
times referred to as ‘human-in-the-loop’ systems.
In this study, however, we will keep the broader
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definition and simply refer to them as ‘closed-loop’
systems.

Open-loop: if they do not provide feedback to the
user. In this case, brain signals are passively read
out to obtain information about brain states without
using the information to alter such states or provide
information to the user about the task status (e.g. the
position of the controlled prosthesis).

Bidirectional: if they incorporate direct brain or peri-
pheral nervous system stimulation. These are closed-
loop devices that can typically ‘read out’ from and
‘write in’ information into the brain. For instance, the
‘writing’ of information can be performed by electric-
ally stimulating sensory areas in the brain responsible
for touch perception and proprioception. In this case,
the stimulation is designed to deliver sensory inform-
ation artificially into the brain from robotic effectors’
sensors. BCIs that incorporate functional electrical
stimulation (FES) of peripheral muscles and nerves
can also be considered bidirectional. These devices are
designed to activate the muscles of paralyzed limbs
during external effector control.

2. Applying the IEEE neuroethics
framework to iBCls

Here, we exemplify how to apply our framework
to analyze the ELSCI of iBCI neurotechnologies for
medical applications. We first describe in more detail
the two iBCI applications our study focuses on: iBCls
for communication and motor control. Next, we
briefly explain the steps that lead to the implanta-
tion of such iBCI devices in a clinical setting. Then,
we extensively discuss the ELSCI that can arise dur-
ing this process and beyond across different iBCI
applications and modalities. Finally, we introduce
two case studies as concrete examples of iBCIs of a
particular medical application and technology mod-
ality and compare ELSCI considerations between
them.

2.1. iBCIs for communication applications

Communication iBClIs allow individuals to commu-
nicate with others using their brain signals. This tech-
nology is particularly useful for people who have lim-
ited voluntary movements and difficulty communic-
ating due to a neurological condition or injury. A
prominent example is LIS, where the affected per-
son can make very few, if any, voluntary movements
but remains fully conscious [35, 37]. LIS is usu-
ally caused by the interruption of motor pathways
in the ventral pons, but other important causes of
LIS include trauma, tumours, and ALS, also known
as motor neuron disease, which causes rapid loss
of muscle control and eventual paralysis. As ALS
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advances, before arriving at complete paralysis or
LIS, individuals with ALS are affected by dysarthria,
a motor speech disorder causing slurred speech,
reduced articulation precision, changes in voice qual-
ity, and a slower speech rate [38]. Contrary to
what many people might assume, individuals with
LIS often report a satisfactory quality of life [39].
However, this often depends on their ability to com-
municate and express their needs and desires [40].
The ability to engage in direct personal communic-
ation and hold conversations are the most desirable
applications expected from a BCI by users with LIS
[40]. People with LIS have very limited capacity to
control typical devices for alternative and augment-
ative communication, given their highly reduced or
null mobility. This is why BCI devices that can dir-
ectly translate brain signals to speech are desirable.
In particular, invasive devices such as iBCls are often
considered, given that signal quality recorded from
the brain is higher and more stable than from non-
invasive recordings [1]. With higher signal quality,
the speed and accuracy of the BCI increase, allowing
the user to communicate more efficiently. However,
recording iBCIs require surgical implantation into the
brain. Therefore, the risk-benefits of such an inter-
vention must be thoroughly discussed, as well as other
ELSCI considerations, such as potential legal and
sociocultural implications.

2.2.1BClIs for motor control applications

Motor control iBClIs allow individuals with paralysis
to control external devices, such as a computer cursor
or a robotic effector, using their brain signals. End-
users can experience different degrees of mobility
impairments, from paraplegia to tetraplegia to full-
body paralysis such as LIS [41]. Particular attention
has been paid to the two latter groups, given the lim-
ited range of movements they can perform to con-
trol assistive devices. The goal of motor control BCIs
is to allow individuals to perform tasks that require
effector control, such as grasping or operating a com-
puter, by using their thoughts to control an external
device. These devices operate in a closed-loop set-
ting, given that the users receive visual feedback
about the position of the effector or computer cursor,
which they can use to adjust their own brain sig-
nals from moment to moment to achieve better con-
trol. As with communication BClIs, there is an advant-
age of implanting the device intra-cortically since
brain signals can be accessed that provide higher spa-
tial and temporal resolution about motor intentions
[1]. Besides recording brain activity to decode motor
commands, BCIs can use these signals to stimulate
the brain or parts of the body to restore or facilitate
motor control. As discussed in the previous applic-
ation, the risks of invasive iBCI interventions must
be thoroughly discussed, together with other possible
ELSCI considerations.
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2.3. Steps of receiving an iBCI

It is important to remark that currently, all iBCls
are only available in the context of clinical trial
research; there are no non-investigational iBCIs that
are available yet for clinical purposes, and accord-
ingly, no iBCI has yet received Food and Drug
Administration approval for clinical use, although
several have received investigational device exemp-
tions to be studied in the context of clinical trials (see
supplementary table 1 for a list of known commer-
cial entities in Europe and US who are developing
iBClIs) [42] While iBCls are currently mainly confined
to the research domain, the ongoing advancements in
technology and neuroscience indicate that BCls will
eventually transition into the clinical domain. This
will enable clinicians to offer them to individuals who
are at risk of losing or have already lost their abil-
ity to communicate and/or move [43]. The process of
providing an iBCI to a user, currently in the context
of a research study, is complex and requires a mul-
tidisciplinary approach involving healthcare profes-
sionals, BCI specialists, the user, and their support
system. The process involves multiple steps, such as:

Assessment: The first step is to assess the potential
user’s condition to determine if they qualify to be
recruited for an iBCI research study. This involves an
initial evaluation of symptoms by a referring neur-
ologist, and a psychological assessment by a neuro-
psychologist to determine the potential user’s level of
cognitive function (e.g. the ability to concentrate and
understand the instructions that are given to success-
fully control the iBCI system). The assessment will
also include a neurosurgical evaluation to determine
if the person is an appropriate surgical candidate and
can tolerate the surgery. This is particularly the case
for those with complex neurological conditions such
as advanced stages of ALS.

Consultation and informed consent: Once it is determ-
ined that an iBCl is a viable option, the user and iden-
tified members of their support system, such as care-
givers, should have a consultation with a qualified
healthcare professional (e.g. a neurosurgeon) with
appropriate expertise. Then, the research team needs
to clearly explain and discuss with them the study
aims, the risks of the technology and research parti-
cipation, as well as the user’s goals and preferences.
Potential users and/or their legally authorised health-
care proxy (surrogate) must also have the capacity to
understand, appreciate, and make a reasoned decision
to enrol in a research study, and the decision to parti-
cipate in a research study must be voluntary and free
of undue influence. The final step of the process is
obtaining informed consent [44].

Surgical delivery and recovery: This step includes pre-
parations for surgery, which may include preoperat-
ive testing and health evaluations. Following surgery,
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there is a monitor and recovery phase to allow the

body to recover from the surgery and any wounds to
heal.

Training and Acclimatization: Before the user can
begin using the iBCI, they will need to undergo
training to learn how to use the system effectively.
Training can involve practising with the device and
learning how to control it using their brain sig-
nals. Additionally, because of the embodied, invasive
nature of iBCI, users experience an acclimatization
period as they adjust to new modes of embodiment
and functioning.

Calibration and customization: The system must be
customized to meet the user’s needs and prefer-
ences, within the constraints of the research study.
Customization can involve programming the system
to recognize the user’s specific brain signals and con-
figuring the device to work with any other technology
the user may be using, if they do not interfere with the
clinical evaluation.

Re-calibration and support: Ongoing support and
maintenance will be necessary to ensure that the
iBCI continues functioning properly and meeting the
user’s needs over time.

During this process, several issues can arise that
impact the user. To minimize the negative effects of an
iBCI intervention, several ELSCI considerations need
to be thoroughly discussed. In the research context,
personal benefit to the user is not as highly prioritized
as it might be in a clinical context; rather, the primary
benefit in the research context is to advance sci-
entific knowledge that can perhaps eventually trans-
late into a clinically integrated iBCI device and help
people in the future. Therefore, the ELSCI consider-
ations discussed may vary depending on the clinical
context.

2.4. ELSCI of iBCIs

In this section, we discuss the potential ELSCI that can
arise during the usage of iBCI technologies across dif-
ferent medical research applications and technology
modalities.

2.4.1. Ethical implications

Here, we elaborate on possible ethical considerations
that fall into five broad categories concerning Safety,
Well-being and Risk; Authority and Power; Justice
and Fairness; Agency and Identity; and Surveillance
and Privacy.

2.4.1.1. Safety, well-being and risk

The most direct safety concern of iBCI usage arises
from the fact that these are invasive neurotechnolo-
gies. Even though these devices offer higher precision
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and speed of BCI control than non-invasive alternat-
ives, given that the quality of the recorded neural sig-
nals is higher [1], they require the surgical implant-
ation of the device into the brain, for which open
brain surgery is often needed'”. The risks of undergo-
ing such a potentially dangerous intervention are dis-
closed and clearly explained to the users [48, 49]. For
instance, users are well aware of the risk of infection
during surgery. However, future complications can
arise due to tissue inflammation, gliosis, and encap-
sulation of the device, which shortens the durabil-
ity of the implanted electrodes and, with this, lim-
its the benefits derived from it over time [49, 50].
Thus, different BCI device options should be clearly
presented to the candidate user, including both invas-
ive and non-invasive options, explaining each solu-
tion’s potential advantages and disadvantages, high-
lighting risks in the short and long term, and reflect-
ing on the degree of reversibility of each neurotech-
nology. In particular, for invasive devices, it should be
made particularly clear that discontinuing their usage
might not be a readily available option, given that it
would require explanting the device, which needs a
careful medical evaluation [51].

Additional risks arise in bidirectional iBCIs that
incorporate brain stimulation, such as in motor con-
trol applications. Even though the stimulation is
designed to avoid tissue damage, the long-term effects
of continued stimulation are poorly understood [52].
For instance, there may be a risk of triggering plastic
changes in the tissue that might render the area hyper-
excitable or induce structural changes at a network
level with unknown functional consequences. Even
less understood, and often not thoroughly discussed
with the user, is the impact on mental health and well-
being that the usage of such neurotechnologies can
have [53]. There are reports of deep brain stimulation
users experiencing stimulation-induced changes in
personality (e.g. increased impulsivity, hypermania)
[54, 55]. Even without stimulation, as in commu-
nication BClIs, the simple usage of the device can
induce plasticity due to learning [52]. Finally, candid-
ates must be made aware of how or indeed whether
they will have long-term access to the device. At this
time, most iBClIs are only made available to users in
the context of a clinical trial, which raises questions
about the enduring responsibilities of investigators to
maintain the device after the trial ends [56].

2.4.1.2. Agency and identity
iBCI neurotechnologies may have a strong impact on
the sense of agency and identity of the users. The

13 Minimally invasive iBCIs have been recently developed which do
not require open brain surgery, e.g. inserted into the brain endovas-
cularly, [45]. Note that the term ‘invasive’ may be ambiguous or
contentious, since a consensus on the exact definition of ‘invasive-
ness’ is lacking [46, 47]. Therefore, care must be taken when using
this term to avoid misinterpretations. In this work, when we refer to
‘invasive” devices we specifically mean ‘physically invasive” devices.
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learning and usage of the device can lead to psycholo-
gical changes, which could be positive or negative. In
particular, the embodied nature of iBCI, as opposed
to assistive technologies used externally, may factor
into changes in identity and self-perception.

In a study documenting the experience of BCI
users, ‘What is it like to use a BCI?’ [41], a user experi-
encing spinocerebellar ataxia, which severely impacts
motor coordination, balance, and speech [57], had an
iBCI implanted in her motor cortex and was trained
to use it in order to control a robotic arm. She was very
enthusiastic about participating in the study, and very
early on in the training, she developed a strong sense
of agency and started thinking of the robotic arm as
her own: ‘Yes. I think it was the second day of train-
ing when [the robotic arm] became my arm. I started
saying, ‘I moved my arm. I felt like it was part of me.
Participating in the trial had a very positive impact on
the user. It gave her a sense of purpose and empower-
ment and made her realize that she was much more
than only her body: My brain had not forgotten’
and ‘T was able to make a contribution [to society]’
However, leaving the research program removed that
sense of purpose and identity. ‘T miss the training with
[the robotic arm]. What I miss even more is hav-
ing the job. When users are engaged in clinical tri-
als, this social and psychological aspect of iBCI usage
should be considered, as should the impacts of leaving
those trials, which often include losing access to their
iBClIs and social networks developed with practition-
ers, as noted above. In general, there is a pressing need
to carefully consider continued care and support for
iBCI users when clinical trials conclude.

The experience of this user raises several addi-
tional questions regarding agency. Given her strong
sense of agency and her eagerness to contribute
to society, how would the user feel if something
went wrong with the robotic arm? What if the arm
accidentally hit a doctor as imagined by Yuste and
colleagues [13]? Would the user feel accountable for
that? In this case, the notions of agency and identity
may be profoundly affected, potentially resulting in a
negative psychological impact. These potential negat-
ive aspects of iBCI usage have been discussed in schol-
arly circles since at least a decade ago [14, 18, 58-60],
and yet they might still be unknown to some physi-
cians, engineers, and funding agents developing iBCI
neurotechnologies.

A way to control for potential emerging issues
in this domain would be to incorporate test trials
designed to evaluate the psychological response of
the user in a diverse range of scenarios—and not
only focus on success rates to solve specific tasks.
For instance, in standard motor tasks, researchers
could evaluate the user’s emotional impact in the
face of device control failures that have harmful con-
sequences for others. This could be done by embed-
ding the test trials in a virtual reality setting, where the
users control a virtual arm in an environment where
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they can interact with virtual agents. This touches
on an important aspect of clinical trial design. All
the study participants welcomed the technology and
concluded that the benefits outweighed the poten-
tial harms [41]. However, their experiences occurred
in highly controlled lab research settings. This raises
the question of their experiences when operating
the device in external environments and potentially
alone. The proposed virtual test trials might help pre-
dict some of these experiences.

Finally, all users felt they were in control of
the technology, and because of that, they had a
sense of responsibility for BCI-generated actions [41].
However, some users felt that some wrongful actions
(e.g. failing to grab an object) arose due to technical
errors. Some of the self-attributed failures were per-
ceived as arising from being overexcited or not too
focused. The users found it hard to control emotions
because these could drive the machines in unexpec-
ted ways. The investigation team should document
and better understand how the participant’s emo-
tional state impacts BCI control and how BCIs impact
a user’s psychosocial experience [60]. In addition to
collecting this data, investigative teams must have
adequately diverse expertise to appropriately inter-
pret this information to benefit users; this means
including social scientists, psychologists, and others
with psychosocial expertise in iBCI research as well as
in clinical settings.

2.4.1.3. Authority and power
As with issues of safety, well-being, and risk, issues
concerning authority and power also often relate to
matters of informed consent. However, what dif-
ferentiates these categories of analysis is that issues
of authority and power explicitly consider coercion,
social pressures, and socio-technical systems that cre-
ate power imbalances in and out of the clinic. For
users eager to have abilities restored, consent for a
specific intervention might be granted by the user
without a complete understanding of the implica-
tions of the intervention. Users might not fully con-
sider the negative aspects and dangers in light of the
promise of the potential benefits and, thus, might not
be well positioned to assess the risk-benefits thor-
oughly. They might also not be fully aware of the
potential impact on their psychological integrity and
the cultural and societal implications of BCI usage.
In research settings, investigators should endeavour
to avoid the therapeutic misconception, whereby par-
ticipants believe the primary function of the research
is personal rather than societal benefit. Further, clini-
cians are in a position of power when describing the
intervention; when the language used is highly tech-
nical or filled with legal and clinical jargon, users may
not be able to adequately assess the information in
order to make an informed decision.

It is particularly important to ensure that unam-
biguous consent is obtained in people with significant
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motor disabilities. Disabled people are especially vul-
nerable to abuse and exploitation; in a recent study,
interviews of people with disabilities in Denmark,
for example, showed that 9.4% of them self-reported
physical threats, 15.8% humiliations, and 9.5% phys-
ical violence [61]. Thus, researchers and clinicians
must maintain a vigilant awareness of the clinical
and home environments, seeking to ensure that indi-
viduals are not experiencing coercion for iBCI ini-
tiation. Candidates for iBCI must be provided with
the opportunity to clearly indicate whether or not
they consent to start using the device, with care taken
to consider their preferred mode of communication,
the influence of caregivers and relatives, and other
factors that may unduly influence the choice to adopt
or reject iBCI. If possible, an external person, e.g. the
clinical coordinator, who is not part of the invest-
igation team, should manage the informed consent
stage. For those who cannot consent, a legally author-
ized healthcare proxy (i.e. a surrogate decision maker)
may consent on their behalf if they know this to be
in line with the person’s goals of care. Additionally,
Joseph Fins notes that people with what he dubs as
disorders of consciousness, such as those in a minim-
ally conscious state, are owed distinct ethical consid-
erations regarding the relative benefit of neurotech-
nologies that may enable communication even as they
are currently unable to consent [62]. Even when con-
sent is obtained clearly and unambiguously, however,
analyzing the motives behind an individual’s accept-
ance of an intervention is crucial. For example, if
compensation for clinical trial enrollment is offered,
researchers obtaining the consent should try to dis-
cern whether this offering may have been coercive
based on the user’s financial needs. This analysis must
be conducted within the ethical boundaries of stand-
ard research consent practices, allowing participants
to express, whenever possible, their motives voluntar-
ily and openly, contributing to a more comprehensive
understanding of their perspective.

Therapeutic plans or study design (in cases where
the BCI usage is part of a clinical trial) must also
consider that some iBCI candidates experience pro-
gressive conditions; their communication ability may
also deteriorate over time, making it difficult for
them to maintain or withdraw consent in typical
ways. Having advanced research and health direct-
ives, where a person expresses their future healthcare
wishes in advance (including those related to particip-
ating in clinical research), or having a predetermined
surrogate decision maker can help offset this risk'*.

Users should also be informed of the cases when
they may lack the authority to obtain or deny inter-
ventions. For instance, if there is a risk of medical
complications and the device has to be explanted, the

14 Eor a more in-depth discussion of advanced research directives,
see [63].
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user may not feel they have the authority to deny such
intervention, even though they might want to take the
risk of continuing using it [64]. While legally, many
countries have standards and precedents allowing a
user the right to refuse medical treatment [65], power
imbalances in clinical settings may apply undue pres-
sure on the decision-maker.

User preferences should be respected whenever
possible. For instance, deciding when and how to
inform the user of BCI possibilities should be ana-
lyzed on a user-by-user basis. For example, they could
have different preferences about when to be informed
about BCI possibilities in their progression of a dis-
ease (ALS or multiple sclerosis) or adjustments to liv-
ing with a chronic condition (stroke or spinal cord
injury) (e.g. just after the diagnosis, during the rehab-
ilitation, or for degenerative diseases, at the time when
they lose the possibility to communicate). This can
depend on the aetiology; for instance, some patho-
logies such as degenerative neuromuscular disorders
(like ALS) bring speech impairments in later stages
of the disease progression. In other etiologies, such as
brainstem stroke, the onset may be acute and unex-
pected. Caregivers and researchers usually estimate
that users would like to be informed as soon as pos-
sible after being diagnosed; however, this assumption
may be based on an overestimation of the candidate’s
level of awareness regarding their condition and the
implications of their prognosis [40]. It is important
to allow individuals with degenerative neuromuscu-
lar diseases to defer discussions about their prognosis
and end-of-life decisions until later in their clinical
journey, even if that means the window of opportun-
ity for iBCI use closes. In these cases, advanced health
and research directives and establishing surrogate
decision-makers can ensure individual autonomy as
conditions progress. This can be particularly relevant
for individuals who are experiencing a great deal of
stress or emotional turmoil related to their diagnosis
and who may need time to process the information
before making important decisions (e.g. people who
experienced an acute event, stroke, or injury who may
still be going through their emotional journey post
trauma). Researchers, caregivers, and clinicians must
be sensitive to the opinions of prospective end-users
while also taking into consideration that the users
need sufficient time to learn how to use the techno-
logy and to decide if they want to use it and which
one if multiple possibilities are available [43, 66].

iBCI candidates and users need continued care
and attention from caregivers and clinicians, which
can involve balancing authority and decision-making.
Caregivers and clinicians play a crucial role in the
decision-making process of iBCI candidates, provid-
ing guidance and expertise on the iBCI adop-
tion and usage during the research study. However,
it is important to recognize that decision-making
autonomy about neurotechnology should ultimately
lie with the candidate whenever possible. Providing
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unbiased and understandable information allows
them to make informed decisions regarding iBCI
usage, and for this, collaborative decision-making
is key. By acknowledging and actively addressing
power dynamics, caregivers and clinicians can work
together with iBCI candidates to create a support-
ive and empowering environment when choosing the
iBCI type, during the training, and in deciding when
to keep the device active and when to switch it off.
While these decisions have to be taken within the con-
straints of the research study, this approach respects
user autonomy, ensures informed decision-making,
and promotes collaboration in the management of
their communication needs.

2.4.1.4. Justice and fairness

In the future, iBCI neurotechnologies promise to
improve the lives of many individuals that have
been marginalized by society due to their disabilit-
ies. However, these technologies might also contrib-
ute to widening the gap between different sectors
of society and exacerbate socio-economic inequalit-
ies. While nearly all iBCI users currently receive their
devices through clinical trials, often at no cost or with
a reimbursement, future use of iBCI in other con-
texts will likely be biased toward those with finan-
cial means. Access to technology might not be feas-
ible for poor communities in Western countries and
many in the global South. The costs of the device,
surgical implantation, and long-term maintenance
might be too high, or they may face insufficient tech-
nical infrastructure or health professional training
[67, 68]. Even in current clinical trials, candidate
users may be dissuaded or excluded from particip-
ating if they are expected to fund their own per-
sonal costs, such as transportation and caregiving
while participating [69]. Neurotechnology developers
and funders should put in place programs that allow
potential users to overcome socio-economic barriers
limiting their access to these technologies [70].

In the context of iBCIs, the lack of local expert-
ise and resources can create significant hurdles for
candidates residing in remote areas. These individu-
als may face difficulties in accessing healthcare facil-
ities where iBCI clinical trials take place. If in the
future iBCI begins to be adopted in clinical prac-
tice, the distance and logistical challenges involved
in travelling to urban centres or specialized facilities
will be prohibitive for many, leading to limited or no
access to this neurotechnology, and thus, depriving
them of the opportunity to regain communication
and motor abilities and experience improved qual-
ity of life, simply due to their geographical location.
Addressing this issue requires innovative solutions to
bridge the geographical gap. Telemedicine, teleneur-
ology, and telerehabilitation programs can play a cru-
cial role in providing remote consultations, assess-
ments, and training [71].
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When considering justice and fairness in devel-
oping and using iBCls, it is also important to recog-
nize who is categorically excluded from access, either
directly through exclusion criteria in clinical trials
or, in the future, indirectly through a lack of evid-
ence to support receiving an iBCI in other settings.
For example, due to the visual nature of many iBCI
set-ups for communication and motor applications,
people who are blind or have low vision are often
excluded from clinical trials'®, even though BCIs
are often presented as an alternative to people with
ALS when eye gaze systems are no longer reliable.
Likewise, people with cognitive impairments, intel-
lectual disabilities, and dementia are often excluded
from clinical trials, and/or intellectual disability is
considered a contraindication for access (see, for
example, inclusion/exclusion criteria for studies pos-
ted by the BCI Society [72]).

Another issue concerning justice and fairness
relates to the way the algorithms needed to operate
the devices are designed. For instance, it is known
that machine learning algorithms can be endowed
with intrinsic biases. These can be embedded in the
design process or, concerningly, simply learned from
data [13]. Similar issues may arise in BCI neurotech-
nologies. For instance, future communication iBCls
may leverage the power of large language models
(LLMs) to generate speech to improve thought-to-
word translation speeds by, for instance, incorpor-
ating auto-complete features. However, it has been
shown that such models can learn human-like biases
and are prone to generating racist, sexist, or oth-
erwise toxic language (73, 74]. Even if such unfair
intrinsic biases are mitigated, auto-complete features
may result in other types of biases that can end up
being a source of frustration for the iBCI user. An
LLM model’s predicted output is computed based on
the most likely candidate word, given the millions
of example sentences the model is trained on. This
prediction, however, might not align with the actual
word wanted to be conveyed by the iBCI user. Given
their limited communication capabilities, instances
like this might be very hard to correct by the iBCI
users, causing a great deal of frustration. Thus, cau-
tion should be taken on the type of algorithms that are
chosen to be deployed on iBClIs to ensure that these
devices generate unbiased and fair behaviour, as well
as that they respect user preferences.

2.4.1.5. Surveillance and privacy

A major concern within this ethical category is data
access and ownership. Policies should be put in place
that protect the right of users to keep their own
data private [13]. This might not always be pos-
sible, for instance, in clinical trial settings, where
researchers may need to analyze and reuse the data.

15 This exclusion does not apply to implants targeting the visual
cortex for visual restoration applications.
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In this setting, users might become uncomfortable
with the fact that researchers are closely inspecting
their neural signals, or in other words, ‘reading out
their thoughts’ However, even in the context of clin-
ical trials, there are many decisions to be made by
researchers, in partnership with participants, regard-
ing which neural data will be recorded and studied,
whether the neural data collected will be shared bey-
ond the direct research team, and if so, how. Without
robust data protections, iBCI lends itself to contrib-
uting to discrimination and control made possible
through ‘neurosurveillance’ [75].

In iBClIs, and especially in communication iBCls,
it might be challenging to guarantee privacy dur-
ing and after communication. An iBCI device raises
important risks associated with privacy of thought,
resulting from recording, using, and storing a vari-
ety of neural signals. Since brain signals are recor-
ded, they can contain sensitive information related
to the individuals’ emotions, psychology, or intent.
It must always be clear to the iBCI user who will see
the actions or phrases formulated using the device
while they are using the system (online communica-
tion) and after the usage. This is particularly import-
ant for users for whom the privacy enabled by iBCI (as
opposed to speech control systems) may be a determ-
ining factor in choosing this intervention. In many
cases, it is important to store both the brain signals
and the behaviour generated, for instance, to fine-
tune the controller of the device to improve its accur-
acy. The user has to be aware of and in control of
devices for managing the collection, use, and shar-
ing of personal neurodata, guaranteeing him/her the
right to mental privacy [76-79]. This right is inten-
ded to protect ‘private or sensitive information in a
person’s mind from unauthorized collection, storage,
use or even deletion’ [12], therefore protecting the
information before it materializes (before it is writ-
ten, spoken, or generally expressed), thereby also pro-
tecting the source and thus providing stronger protec-
tion than current privacy rights. These concerns are
particularly timely, given that many companies per-
form the mining of social media and consumer data
to influence consumer behaviour.

A major concern is that this mental data could be
hacked by malignant entities that seek to manipulate
or coerce. Security breaches compromise user health,
safety, and privacy. Therefore, the generated data
from the iBCI has to be protected from unauthorized
access and misuse, employing best practices for secur-
ity and privacy when storing, sharing, and processing
neurodata, including appropriate privacy enhancing
technologies, sensitive personal neurodata encryp-
tion, and appropriate security measures to combat
bad actors [80].

2.4.2. Legal implications
Legal issues might stem from many of the discussion
points touched on above. For instance, knowing how
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to attribute agency and accountability to iBCI users
might be difficult [81]. For example, consider the case
that an iBCI user harms someone with a robotic arm.
It may be hard to prove that the harm was inten-
ded, as opposed to derived from a malfunctioning of
the device [82]. Another issue concerns authority and
power, as well as privacy. Imagine an entrepreneur
approaching an iBCI user, convincing them to release
their data to develop a very advanced brain interface,
with the promise that they will have access to it. Can
the recipient sell their data to them? Can they decide
to make their data exclusive to the recipient of the
data and ban researchers from using it? Some schol-
ars propose that stringent regulations should be put in
place to control the commercialization of neural data,
and that international treaties should be put forward
to ban neural interfacing in exchange for monetary
rewards [13]. There could be legal issues in post-trial
or early termination cases, too. For instance, if a BCI
company chooses to discontinue device development
before or at the end of a clinical trial, it may ask for
participants to undergo explantation and return pro-
prietary device hardware. If a participant refuses to
undergo surgery, explantation as a coercive medical
intervention would require a strong legal justification
(e.g. to avert impending harm to self or others) [83].

2.4.3. Sociocultural implications

The short- and long-term social and cultural implic-
ations of iBCI usage are poorly understood. Having
access to such technologies might undoubtedly
provide users with many benefits, like accomplish-
ing many complex motor tasks that they could not
do before or re-gaining the ability to communic-
ate with their loved ones. However, psychosocially,
the way others perceive the users might emotionally
impact them. For instance, they might experience dis-
crimination from people who question their ‘bionic’
nature and are afraid of what they might be able to
do by interfacing directly with machines. Media hype
around iBCIs might exacerbate such negative views
[64, 84]. Additionally, cultural perceptions of the self,
the brain, and the acceptability of interventions on
the brain will impact the relative desirability of iBCIs
across different cultural contexts.

The possible side effects of an iBCI on users’ per-
sonal interactions are unclear. There are concerns
about possible social pressure on those to use the
technology and how iBClIs could limit the users’ con-
trol over communication. For instance, it can be hard
to ascertain that certain observed (BCI-mediated)
expressions coincide with the users’ endorsed actions.
Does ‘Yes” always mean ‘Yes), or is it sometimes a mis-
take of the device? This becomes particularly import-
ant in circumstances in which miscommunication or
malfunction could have devastating or irremediable
consequences. For instance, incorrectly communicat-
ing requests for support could have serious implica-
tions for safety or dignity [85].
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Further, as Leuthard, Moran, and Mullen discuss
[86], how a BCI user is perceived by others or
interprets their own appearance may have a bear-
ing on whether they pursue invasive or noninvasive
BClIs. They note that users may prefer more phys-
ically invasive options, despite the higher risk due
to implantation because noninvasive options may be
‘aesthetically unpleasing, unreliable, or difficult or
embarrassing to use. Societal standards for beauty
and ability may hold more weight in a potential user’s
decision than clinical risk.

The focus on restoring motor or communica-
tion abilities through technology may inadvertently
reinforce the notion that people with disabilities are
obligated to pursue medical intervention. Potential
users may face social consequences for choosing not
to adopt BCIs, ranging from judgment and blame
to an inability to access infrastructure designed for
and by nondisabled people [87, 88]. Conversely,
some people who choose to adopt neurotechnolo-
gies experience postoperative psychological and social
burdens related to restoring previously lost functions.
The phenomenon has been described elsewhere as the
‘burden of normality’ [64]. Should a user wish to dis-
continue BCI use for this or any other reason, then
the procedure is straightforward for a non-implanted
device, while an implanted one will likely stay in place
or be explanted through another surgery.

Further, as we write in the framework,
‘Consideration must be given to inter-cultural ten-
sions, particularly with the importation of Western
biomedical perspectives alongside biomedical tech-
nologies into non-Western contexts. For true global
humanitarian benefit, and to avoid imperialism,
international and cross-cultural collaborations are
required [...]” [89]. Relatedly, BCI neurotechnologies
could amplify social and socio-economic inequalities
within and across geographic and social contexts. In
the future, iBCI devices might become an accessory
medical procedure similar to Lasik surgery, but in this
case, used to restore lost or diminished physical and
cognitive functions other than vision. If the techno-
logy were only accessible to the higher socioeconomic
classes, this could magnify the gap between the rich
and the poor [90].

2.5. Identifying ELSCI across particular iBCI case
studies

As part of our methodology, the IEEE Neuroethics
Framework uses case studies to help identify a diverse
set of ELSCI considerations, as well as to isolate
important idiosyncrasies among applications and
technology types. In practice, we find that many
of the identified ELSCI considerations are gener-
ally applicable to most neurotechnologies. However,
some ELSCI considerations are particularly relevant
to iBCIs as a category, as well as to specific iBCIs. In
this section, we briefly compare ELSCI considerations
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across two case studies representing two types of
iBClIs for medical applications: iBCIs for recording
brain activity to restore communication and closed-
loop iBClIs for recording and stimulating brain activ-
ity to restore motor control.

In both cases, the iBCI devices present sim-
ilar risks to well-being due to their invasive nature.
However, motor iBCls that incorporate stimulation
might pose additional risks due to possible tissue
damage or unknown plastic changes within the brain
[52]. Regarding the impact on agency and iden-
tity, motor iBCIs that operate in a closed-loop fash-
ion might induce a stronger sense of ownership and
agency over the device, which can have profound
implications on identity and self-perception. This is
particularly true for intra-cortical devices since they
have access to neural signals at a very high temporal
and spatial resolution, which allows them to provide
closed-loop motor-related feedback with very short
latencies [1], increasing the sense of motor control
and agency. ELSCI considerations can vary depend-
ing on the particular medical application the iBCI
is used for. In communication applications, legal
and sociocultural issues might arise if the iBCI fails
to accurately convey the intended meaning of an
end-user’s speech. In motor applications, transla-
tion errors can result in failures to control external
robotic effectors, which can physically harm the user
or others. This has legal implications derived from
ill-defined notions of accountability in case of acci-
dents under iBCI control. The lack of control can also
disrupt the sense of agency and identity, which can
lead to unknown psychological impairments. The two
iBClIs have several common ELSCI implications. Both
types of iBCIs may be particularly vulnerable to data
ownership and privacy violations, which in this case
might be highly sensitive due to the uniqueness of
the data, which is recorded intra-cortically. A major
concern of both iBCI neurotechnologies regarding
justice and fairness is that they could exacerbate
socioeconomic inequalities if access to technology is
not made fair and equitable. Finally, particularly rel-
evant for iBCI devices are post-trial considerations.
In future commercially available iBCls, the compan-
ies manufacturing the devices may go bankrupt. This
could pose a high risk of abandonment and device
obsolescence, which would be exacerbated by the
need for explantation surgery. While non-invasive
BCIs pose concerns regarding device abandonment,
such as sudden loss of access to communication,
they do not present the same problems, because sur-
gical explantation would not be required. Similarly,
other invasive medical neurotechnologies such as
Deep Brain Stimulation (DBS) would not suffer from
these issues to the same extent, given that DBS
devices are clinically established and widely manufac-
tured, and can be removed at most urban university
hospitals [60].
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3. Conclusions and future directions

BCI neurotechnologies have the potential to revolu-
tionize the medical field, offering treatment for highly
impairing conditions such as paralysis. BCIs also
promise to fundamentally change the way individu-
als interact with the world, allowing users to com-
municate with others or control devices by simply
using their thoughts. As such, concerns have been
raised about the ethical implications that these and
other neurotechnologies might have on individual
users and society, in general, [10-18, 20, 32-34, 87].
Here, we applied the IEEE Neuroethics Framework
to iBCIs devices and identified particular ELSCI chal-
lenges associated with this neurotechnology that have
implications on safety, well-being and risk; agency
and identity; authority and power; justice and fair-
ness, and surveillance and privacy; as well as legal and
sociocultural implications.

The application of the IEEE Neuroethics
Framework across different iBCI medical applications
and technology modalities illustrates some potential
issues that might arise in developing and deploy-
ing BCI neurotechnologies. We hope our study will
motivate neurotechnology researchers, engineers,
funders, and other stakeholders to take steps in order
to mitigate these potential challenges when design-
ing and developing BCI neurotechnologies. Adopting
this type of ethical analysis throughout all stages of
technology development, and by both funders [91],
[Larrivee et al under review] and engineers [13], could
greatly help mitigate potential problems. Assessing
end-user p [92] might remove some of the issues
concerning well-being and mental health. These
individuals possess unique insights into the prac-
tical implications of ethical guidelines as they directly
engage with these technologies. Their lived experi-
ences and concerns are invaluable in shaping ethical
frameworks that are robust in theory and responsive
to the realities of those utilizing these interfaces. We
believe that our framework can be combined with
other initiatives to help define global neuroethics
guidelines, which should go in tandem with country-
based legislation to account for cultural differences
[13, 17]. The authors in [17], for example, brought
together a multidisciplinary and multinational team
of scholars and policymakers in a Global Neuroethics
Summit to define a set of cross-cultural neuroethical
imperatives, which they are now working to imple-
ment through the International Brain Initiative (Kavli
Foundation, 2017). Pulling together all these different
efforts, we can account for limitations that each initi-
ative alone might have, including ours. For instance,
other frameworks have more strongly emphasized
public engagement and/or the intersection of tech-
nology modalities, their stage of development, and
different ELSCI considerations [91].

As described above, the IEEE Neuroethics
Framework is an interactive, collaborative document
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that actively welcomes input from diverse stakehold-
ers. In doing so, we aim to create a practical, access-
ible, and living document that will increasingly serve
the needs of BCI practitioners, including engineers,
clinicians, researchers, ethicists and users. As such,
we end with an invitation to contribute to the ongo-
ing development of this framework, with the hope
of defining a regulatory landscape that guides the
development of future BCI neurotechnologies for the
benefit of all.
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