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Abstract

®
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Johnson noise thermometry (JNT) is a purely electronic method of thermodynamic
thermometry. In primary JNT, the temperature is inferred from a comparison of the Johnson
noise voltage of a resistor at the unknown temperature with a pseudo-random noise synthesized
by a quantum-based voltage-noise source (QVNS). The advantages of the method are that it
relies entirely on electronic measurements, and it can be used over a wide range of temperatures
due to the ability of the QVNS to generate programmable, scalable, and accurate reference
signals. The disadvantages are the requirement of cryogenic operation of the QVNS, the need to
match the frequency responses of the leads of the sense resistor and the QVNS, and long
measurement times. This review collates advice on current best practice for a primary JNT
based on the switched correlator and QVNS. The method achieves an uncertainty of about 1 mK

near 300 K and is suited to operation between 4 K and 1000 K.

Keywords: Johnson noise, thermodynamic temperature, thermometry,
international system of units, Josephson effect, Mise en Pratique for the kelvin

1. Introduction

On 20 May 2019, the General Conference on Weights and
Measures promulgated a revision of the SI replacing the defin-
itions of the kelvin, the ampere, the kilogram, and the mole
with definitions based on fundamental physical constants [1].
The former SI definition of the kelvin, based on the triple
point of water (TPW), was replaced by a defined value of
the Boltzmann constant, k = 1.380 649 x 10=2 J K~L.

* Author to whom any correspondence should be addressed.

The redefinition has two significant benefits for thermometry.
Firstly, whereas the uncertainty in the old kelvin definition
was determined by the uncertainties in the practical realisa-
tion of the TPW of about 30 uK [2-4], the uncertainty in
the new definition is zero, thus eliminating any intrinsic con-
straint on the uncertainty of practical realisations. Secondly,
the old definition required a primary thermometer to perform
well at both the TPW and the unknown temperature. This
requirement rules out primary thermometers with a low sens-
itivity at the TPW, including all forms of radiation thermo-
meter, and thermometers with material limitations at the TPW,
including those relying on superconducting devices. With the
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new definition, any temperature may be measured using any
equation of state, using any technology, without reference to
any other temperature.

The Consultative Committee for Thermometry currently
recognises five types of primary thermometer capable of
yielding uncertainties close to the state of the art [5],
namely, acoustic-gas thermometry [6], spectral-band radiation
thermometry [7, 8], dielectric constant gas thermometry [9],
refractive index gas thermometry [10], and Johnson noise ther-
mometry (JNT). JNT is the only purely electronic method,
with the advantages of using a single well-understood techno-
logy and being less affected by uncertainties associated with
non-ideal material properties (e.g. gases and blackbodies).

Noise thermometry has been investigated for a wide range
of industrial and metrological applications spanning temperat-
ures from below 100 nK to above 2500 K (for a recent review
see [11]). However, the low signal levels characteristic of noise
thermometry and the stochastic nature of the signal make the
measurements very challenging. Historically, JNT has been
considered practical only for installations where conventional
temperature sensors are unable to be retrieved for recalibra-
tion, such as in nuclear reactors or satellites [11].

Beginning in the 1980s, with the advent of fast analog-
to-digital converters (ADCs) and digital signal processing,
JNT began to be considered for metrological applications
[12—-14]. For cryogenic applications, JNT was made prac-
tical by the development of superconducting quantum inter-
ference devices, which improved the signal-to-noise ratios of
the measurement electronics by many orders of magnitude
[15]. Primary cryogenic JNT is discussed in [16]. At higher
temperatures, JNT with millikelvin accuracy was made prac-
tical by the development at the National Institute of Standards
and Technology (NIST USA) of the Josephson arbitrary wave-
form synthesiser [17-21]. For JNT, the synthesiser is operated
as a broadband quantum-based voltage-noise source (QVNS),
enabling a significant increase in bandwidth of the noise
thermometer with a corresponding reduction in the uncer-
tainty. The development of the QVNS culminated in the 2017
Boltzmann constant determination at National Institute of
Metrology (NIM China), which achieved a relative uncertainty
of 2.7 x 107% [22] and contributed to the special adjust-
ment of the fundamental constants [23] by the Committee on
Data of the International Science Council (CODATA) prior
to the redefinition of the kelvin. Similar state-of-the-art JNT
measurements of k were completed at NIST and the National
Metrology Institute of Japan (NMIJ Japan) and achieved,
respectively, relative uncertainties of 5.0 x 107 [20, 21] and
1.0 x 1073 [24].

This review collates advice on the best practice for JNT
using a QVNS in combination with a switched correlator with
the expectation of applications in the range from ~4 K to
~1000 K. In particular, the paper highlights key aspects of
design and operation that may not have been apparent in pre-
vious publications. Section 2 outlines the basic principles of
JNT including the equation of state, noise-power measurement
with the switched correlator, absolute and relative primary
JNT, and explains the importance of frequency-domain data
processing. Section 3 discusses each of the main building

blocks of the INT highlighting important design constraints
and sources of measurement error. Section 4 discusses the use
of cross validation (CV) for the data analysis; an important
technique that eliminates the need for subjective assessments
of residual systematic effects. Section 5 then compiles uncer-
tainty budgets based on two sets of experiments. The first is
the set of Boltzmann constant determinations undertaken at
NIM and NIST at the water triple point (WTP, 273.15 K). The
second set is the collection of 7-Tyy determinations under-
taken at NIST between 500 K and 800 K. The review closes
with a summary of conclusions and suggestions for further
research.

2. Basic measurement principles

This section outlines the basic principles of JNT as applied
to the measurement of thermodynamic temperature, includ-
ing the equation of state, noise-power measurement with the
switched correlator and QVNS, noise-power measurement
statistics, absolute and relative primary JNT, and the import-
ance of frequency-domain data processing.

2.1. Foundation

Johnson noise is the electronic noise caused by the random
thermal motion of charge carriers occurring within all elec-
trical conductors. Johnson noise, sometimes called Nyquist
noise, is named after ] B Johnson who was the first to make
definitive measurements of the noise in 1927 [25]. A second
paper by Johnson a year later was accompanied by a paper by
H. Nyquist deriving the equation relating the noise voltage to
temperature [26, 27]. Although the discovery of the noise is
generally attributed to Johnson and Nyquist, in fact, the noise
was predicted by Einstein in his 1905 explanation of Brownian
motion [28], more than two decades earlier.

Johnson noise and Brownian motion are just two examples
of phenomena where the microscopic random thermal motions
of charges, atoms, or molecules give rise to macroscopic dis-
sipative effects (electrical resistance and viscosity in these
cases). The fluctuation—dissipation theorem developed in 1951
by Callen and Welton [29] (see also [30]) explains why similar
noise phenomena occur in all linear dissipative systems.

For Johnson noise, the fluctuation—dissipation theorem
relates the power spectral density (PSD) of the noise voltage
across a conductor in terms of the real part of the conductor
impedance, Re(Z), and its temperature, 7,

hf
exp (hf/kT) — 1’

where h is Planck’s constant, f is frequency, and k is the
Boltzmann constant. This expression, derived by Nyquist in
the 1928 paper, is the one-dimensional form of the Planck
blackbody law [31]. A term representing the quantum mech-
anical zero-point energy is often included in (1), however, its
inclusion is controversial [32-34] as it causes the integral of
the noise power over all frequencies to be unbounded. The
most recent view, supported by experiment and analogy with

§(f) =4Re(2) (1)
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Figure 1. A simplified schematic diagram of a switched-correlator Johnson noise thermometer.

the Casimir effect [35], is that the term is not manifest in mech-
anically stable macroscopic systems and should be omitted.
The contribution of the disputed term is negligible for all prac-
tical noise thermometry considered to date.

Johnson noise is usually characterized by its mean-square
voltage, conventionally called the noise power. For temper-
atures above 25 K and frequencies below 1 MHz, the noise
power is approximated with a relative error of less than
1 x 107% by Nyquist’s law,

(Vi) = 4kTRe (2) Af, Q)

where Af is the bandwidth over which the noise is measured.
If a sensor is a pure resistance, R, the PSD S(f) = 4kTR is inde-
pendent of frequency, and the noise is described as ‘white’.
The noise voltage is small. A convenient rule of thumb is that
the spectral density of the noise from a 1 k{2 resistor at room
temperature is approximately 4 nV/NHz, and when integrated
over a 1| MHz bandwidth, the noise totals just 4 1V rms.

At high frequencies and low temperatures, Nyquist’s law
may not be a satisfactory approximation of (1). The relative
error in (2) is given by the series expansion of the Planck factor

(hf/kT) . K ~1_ ~uf
Wq tooml=24x 10712 ()

2kT
so that a JNT using Nyquist’s law near 1 mK and with an
average operating frequency of 100 kHz is accurate to about
0.24%.

Note the notation used in (2); the bracket notation, (...),
indicates the expectation or theoretical value for a variate. The
overscore symbol, —, (see (5) below) indicates a measured
average, and the hat symbol (as in T in (5)) indicates a value
estimated from measurement. The overscore symbol is used
for both time averages and ensemble averages. Throughout
the text, uncertainties are standard uncertainties, and relative
uncertainties are expressed as parts per million (ppm).

2.2. The switched correlator

The switched-correlator noise thermometer, first developed by
Brixy for use in the nuclear industry [36, 37], is currently

the basis of all high-accuracy noise thermometers used above
cryogenic temperatures and for metrological applications. It
is a hybrid of the switched-rectifier radiometer developed
by Dicke [31] and the cross-correlator developed by Fink
[38]. Figure 1 shows a simple schematic diagram of a typical
switched-correlator JNT, comprising a pair of resistor sensors,
a switch connecting low-noise preamplifiers to one of the two
resistors, a pair of amplifier chains including bandpass filters
and ADCs, and a software multiplier and integrator. In most
noise thermometers, the amplitude of the Johnson noise from
the sense resistors is less than 1 uV rms necessitating voltage
gains exceeding 100 000 through the amplifier chain to the
ADC.

The purpose of the correlator is to eliminate systematic
errors due to extraneous noise voltages generated within the
amplifiers and the lead resistances to the sensors. If the input
voltages to the two channels of the correlator are respectively
Vi=Vr+ Vo +Rr(ly +12) and Vo = Vr+ Vo + Re(L +
I;2), where V,; and I,; (with i = 1, 2) are respectively the equi-
valent input-noise voltages and input-noise currents of the two
amplifiers (including the noise due to lead resistances), and Vr
is the noise voltage produced by the sense resistor, Rz, then the
average output of the correlator is proportional to

(ViVa) = (V) + RE[(L3) + (L) ] + Re (Vi) + (ViaLo)]
@)

so that the output is the mean noise power, as given by
Nyquist’s law, with (typically) small errors due to the input-
noise currents of the amplifiers. Figure 1 also shows the cor-
relator has a natural four-wire definition of the sensor res-
istance, which eliminates lead resistance errors in measure-
ments of the resistance, as well as errors in the noise power
measurements due to uncorrelated noise generated in the
leads.

Because the gain and bandwidth of noise thermometers are
difficult to measure with sufficient accuracy, it is usual to make
two measurements, one with the resistor at the unknown tem-
perature, and another with a second resistor at a reference tem-
perature. The unknown temperature is then estimated from the
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ratio of the measured noise powers, ideally independent of the
gain and frequency response of the correlator:

R V2 R
T:TrefiT ref7
V2. Rr

ref

&)

where Tref, Ref, and erf are respectively the temperature, res-
istance, and the measured average noise power of the reference
resistor, and Ry and V% are the resistance and measured aver-
age noise power of the resistor at the unknown temperature.
Frequent switching between the two noise sources ensures that
the measured ratio of the noise powers is unaffected by drifts

in the gain and frequency response of the thermometer.
2.3. Noise statistics

Johnson noise is distributed normally with zero mean, so has
the probability density,

p(V)=

! exp< i ) (6)
ey \ 2V

In the absence of extraneous noise, a single sample of the
noise power has a chi-square distribution with a single degree
of freedom, a mean (V7%), and a variance 2 (V3). If N statistic-
ally independent samples are averaged, then the mean-square
voltage is distributed as a chi-square variate with N degrees
of freedom, and the relative uncertainty in the measured noise
power is given by

e (@-m))

= = —. 7
(i) "

()’ N

Further, if the JNT passband is rectangular with a band-
width Af, and the rectified voltage is sampled uniformly for
a measurement period 7 according to the Shannon sampling
theorem, so that the number of statistically independent meas-
urements is N = 27Af, the relative uncertainty in the noise
power measurement can be expressed in terms of the thermo-
meter bandwidth and the averaging time according to Rice’s

formula [39]:
(V)

B /A 8
iy TAf ®

Note that equations (7) and (8) apply only when a square-
law rectifier is used. If a linear rectifier (or any other rectifier)
is used, the measurement is less statistically efficient, and the
relative uncertainty is higher [40].

Where the bandwidth of a thermometer is defined by
analogue filters yielding a non-rectangular passband with
a frequency response, G(f), the effective bandwidth for

calculating the relative uncertainty, (8), is the correlation
bandwidth [31, 41-43],

o 2
[f |G<f>2df}
Afe=—-" = ©9)

J1G (1 |

Equation (9) is a form of the Welch—Satterthwaite formula
for the equivalent degrees of freedom [44] for linear combin-
ations of variances, so that 2Af, is the effective number of
degrees of freedom acquired per second by the thermometer.

Equation (8) gives the minimum uncertainty for the meas-
urement of a noise power. When making temperature ratio
measurements according to (5), two noise-power measure-
ments are made, which doubles both the measurement time
and the variance, so that the minimum relative uncertainty in
a measurement of the unknown temperature is

ul T 1/2 1/2
T TIAfC Nmin

min

Where 71 = 27 is the total measurement time, and Ny,
is the minimum number of statistically independent samples
required to achieve the relative uncertainty. For a measure-
ment requiring a relative uncertainty of 0.001%, the minimum
number of statistically independent samples is about 10'!. If
the measurements are acquired at 100 kHz, the measurement
time is more than 11 d.

In all measurements, there is additional uncertainty due to
amplifier noise. The relative uncertainty in the temperature
determination with the additional amplifier noise voltages, V
and V, in each channel of the correlator is [43, 45]

2 2
1+ <V“21> 1+ <V“22> +1
(V) (V#)

The statistical uncertainty described by (11) is usually the
single largest contribution to the total uncertainty in the meas-
ured temperature. Figure 2 plots the relative increase in vari-
ance due to amplifier noise (ratio of (11) to (10)), versus the
noise-to-signal ratio, (V2)/(V2) with (V2) = (V2,) = (V2,),
and shows the importance of keeping the noise-to-signal ratio
below 1.0. For noise-to-signal ratios below 1.0, the uncertainty
in the measured noise power is dominated by the variance

of the thermal noise signal, whereas for ratios above 1.0, the
uncertainty is dominated by the variance of the amplifier noise.

uz(T)i 2
T2 TAf

. (1D

2.4. Relative primary noise thermometry

Relative primary thermometers are those determining an
unknown temperature as a ratio with respect to a known tem-
perature, as described by (5). In this mode, both noise sources
of figure 1 are resistors maintained at temperatures of interest;
one at the known reference temperature, T\, the other, the
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Figure 2. The effect of amplifier noise on measurement uncertainty.

measured temperature, 7. Usually, the reference temperature
is realised as a fixed point, often the TPW.

Relative primary noise thermometers generally have a
restricted bandwidth and are therefore slower and have higher
uncertainties than obtainable with absolute primary noise ther-
mometers. The restriction in bandwidth arises from a con-
flict between two matching criteria. First, the effects of non-
linearities in the electronics of the noise thermometer are min-
imised when the two noise sources produce noise of the same
amplitude (see section 5.1.4 for details), that is,

RTT ~ RrefTref- (12)

The second criterion arises from the need to match the fre-
quency response of the connecting leads to the two sense res-
istors in combination with the preamplifier input capacitance,
Cin. For short connecting leads, a first-order match of the fre-
quency response is obtained if

RTCin ~ Rrefcina (13)
that is, the two resistances must be the same. Equations (12)
and (13) cannot be satisfied at the same time, and some com-
promises must be made.

There are several approaches to managing the conflict, but
none work well. The most common approach is to match the
noise powers and operate the thermometer with a restricted
bandwidth to minimise differences in the frequency response
e.g. [46-48]. A second approach is to add trimming capacit-
ors to the connecting leads for one of the switch positions
so the time constants for the two sensors are the same [49].
This option enables some improvements in bandwidth, but
the inductance of the connecting leads can make the option
unworkable [50]. Thirdly, the thermometer can be operated
over two frequency bands and a correction applied to account
for the different responses within the two bands [51], but this,
too, unreasonably assumes a simple model of the two fre-
quency responses.

Examples of metrological applications of relative primary
thermometers include measurements of the vapour pressure
of helium near 4 K [45], measurements of thermodynamic

temperatures of fixed points [52-54], and characterisation of
molybdenum resistance thermometers [55]. Note that the rel-
ative measurements reported by Tew et al at NIST [56, 57] of
temperatures up to the zinc point (~693 K), were made with an
absolute primary thermometer, to be described shortly, oper-
ated in relative mode.

2.5. Absolute primary noise thermometry

Absolute primary thermometers are those that determine the
unknown temperature without reference to another known
temperature. In this mode, the resistor providing the reference
noise signal is replaced by a synthetic-noise source producing
anoise with a PSD calculable in terms of quantum-based elec-
trical standards, as shown schematically in figure 3.

The PSD of the noise from a resistor at an unknown tem-
perature, 7, can be expressed as

Sg = 4kTXgRx, (14)

where the resistance is expressed as the ratio X in units of the
von Klitzing resistance Rx = h/e?, where e is the charge of the
electron, and 4 is Planck’s constant.

In the NIST and NIM noise thermometers, the reference
noise source, the QVNS [17-19, 22, 58-63], produces a
pseudo-random noise with an average PSD,

So = D°NifiM /K3, (15)

where Kj = 2e/h, is the Josephson constant, f is a clock fre-
quency, M is the bit length of the digital code for the noise
waveform (see section 3.2 below), D is an adjustable para-
meter of the software that generates the digital code and sets
the amplitude of the synthesized waveform, and Ny is the num-
ber of junctions in the Josephson array used in the QVNS.
As with relative noise thermometry, the thermometer is nor-
mally operated with the PSDs closely matched, Sy ~ Sk. The
unknown temperature is then determined as
.. D’NiM Sg

T=h = 16
16kXg S, (16)

where Sy /S, is the estimated ratio of the PSDs inferred from

measurements of the noise-power ratios, V,% / V2Q, made over a
wide frequency range (see section 4 for detail). Since /# and
k are now defined without uncertainty, the parameters D, Ny,
and M are software or hardware constants with zero uncer-
tainty, and the sampling frequency f and the resistance ratio
Xr can be measured with negligible uncertainty, the uncer-
tainty in the measured temperature is almost entirely determ-
ined by the uncertainty in the estimate of the PSD ratio Sk / S‘Q.

Because the QVNS produces a deterministic pseudo-
random noise, the statistical uncertainty in the measurement
of the QVNS noise power is less than for the thermal noise-
power measurements [43]:

- 2 (43 (-48)-1)

<V%>2 2T Af
(17)
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Figure 3. Block diagram of an absolute primary noise thermometer with one of the sense resistors of figure 1 replaced by the Josephson

junction arrays of the QVNS and impedance-matching resistors.

Note that the uncertainty is zero if the amplifier noise is zero.
If the QVNS and thermal noise powers are averaged over the
same interval, 7, the relative variance in the temperature meas-
urement is the sum of the variance with the QVNS and the
variance with a thermal noise source:

(Vi)

(” <<Vv'2§>>> (” () )

where 7; = 27. Note that the uncertainty is slightly less than
for the relative primary JNT, (11).

The use of the QVNS has several major advantages for
absolute primary thermometry in addition to making the direct
link to quantum-based electrical standards via the fundamental
constants k and A:

(1) _
T2

2
o T[Aﬁ;

;o (18

o The mean squared voltage noise generated by the QVNS can
be programmed, and synthesized with perfect linearity, to
match the thermal noise power at any temperature to min-
imize the effects of correlator non-linearity.

o The distribution of the voltages can be programmed to match
a Gaussian distribution. This is important because the vari-
ous distortion products at the output of the correlator cor-
respond to the statistical moments of the combined distri-
butions for the amplifier noise and QVNS waveform, or the
amplifier noise and thermal noise. To properly balance the
effects of non-linearity, it is necessary to match all moments
of the QVNS waveform and the thermal noise distributions,
not just the variances (see [59] and section 5.1.4 for detail.)

e The source impedance of the QVNS can be independently
matched to the resistance of the sense resistor, enabling a
close match of the frequency response of the system to sig-
nals from the resistor and the QVNS, leading to a greater
bandwidth and lower uncertainty.

e The reference noise power can be changed independently
of any other influence variable to investigate the effects of
correlator non-linearity.

o The reference noise can be set to zero, without changing any
other influence variable, to investigate the effects of electro-
magnetic interference (EMI).

Noise thermometers using a QVNS generating a broadband
Gaussian noise have been demonstrated at NIST [20, 21] and
NIM [22, 62]. Other types of traceable electrical reference
sources are described by Callegaro [64] using a transformer
to couple a pseudo-random Gaussian reference signal into the
sensor circuit. At NMIJ [24, 65] a JNT using a superconduct-
ing pseudo-random binary sequence (PRBS) generator as the
reference noise source was demonstrated. Unfortunately, the
PRBS produces a reference signal with a binomial voltage
distribution, rather than a Gaussian distribution, with the con-
sequence that the measurement is more sensitive to correlator
non-linearity.

2.6. Frequency-domain correlation

The preceding analysis assumes that the correlation is per-
formed by multiplying the voltages in the time domain.
However, digital signal processing and frequency-domain ana-
lysis offer several compelling advantages and, in fact, are
essential if the measurements are to be auditable.

Digital measurements of noise power carried out in the time
domain can be evaluated as the mean of the product of the
many pairs of samples of V| and V,, the voltages at the input
of the two ADCs of figure 3:

N
— 1
V1 V2 = NZ V1 (l,’) Vz (l‘,’),

i=1

19)

where #; are the sampling times.

For processing in the frequency domain, the two sequences
of voltage samples are transformed by fast Fourier transform
(FFT), Vi(t;) © vi(fj), and V»(1;) < va(f;), where f; are the
centre frequencies of each FFT bin. To enable the FFTs and
the digital signal processing to be carried out in near-real time,
the FFTs are performed on subsets of the data taken over short
periods of about 1 s (during which the next block of samples is
acquired). In this way, the total number of samples, N, is com-
piled as N = N{N,N3N4, where N is the number of samples
gathered in each FFT block of about 1 s, N; is the number of
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FFT blocks in each ‘chop’ (during which the switch position in
figure 3 is fixed, typically for 100 s), N3 is the number of pairs
of chops per day (giving equal numbers of measurements of
the thermal noise and the QNVS noise), and N is the number
of days the JNT is operating. The cross-correlation operation
in the frequency domain is performed on corresponding pairs
of FFTs, to give a cross spectrum, which is typically averaged
over a day to give a daily average cross spectrum:

N>N3

1
ZRe i (5)vs ()], j=1.N1/2, (20)

Viva (f, N N
where the * represents complex conjugation. The sampling
frequency and length of the FFT blocks should be chosen so
that N is a power of 2 to allow the use of the fastest FFT
algorithms. Additionally, the sampling frequency and FFT
block length may be chosen to make the width of each FFT
bin a convenient value, such as 1 Hz exactly.

It is also useful to compute the autocorrelation for each of
the two voltages, V| and V;, e.g.

NoN3

V(f, Zvl(ﬁvl(ﬁ j=1.N1/2, (21)

which gives the average power spectra of the voltages at the
inputs of the amplifiers, V,;+V,, and V,+V,,. This gives
information required for estimating the uncertainty, (18), and
provides information on the input-noise-voltage spectra of the
amplifiers.

The main advantage of frequency-domain processing is the
reduction in the volume of the data. For the 2017 Boltzmann
constant determination, approximately 130 TB of data was
acquired. The pre-processing and averaging of the data, as
daily power spectra, reduced the data storage requirements by
N,N3/2, half the number of seconds of data acquired per day
(about 35 000), to about 4 GB. The reduction makes data stor-
age practical and allows post-measurement audits to ensure the
data is random and uncorrupted, and allows the evaluation of
different methods of analysis (section 4).

An important benefit of the spectral analysis is the ability
to detect stationary, narrow-band EMI, often caused by radio
and TV broadcasts, digital communications systems, secur-
ity systems, and switch-mode power supplies. Broad-band
and/or non-stationary noise, such as that caused by asynchron-
ous motors and switching temperature controllers, is generally
not visible in the spectra unless the interference is extreme.
Although the absence of EMI effects in the spectra is not a
proof of the absence of interference [66], spectral analysis is
an important tool during the development and commissioning
of the thermometer.

Frequency-domain processing also enables the bandwidth
to be defined digitally after all the measurements have been
made, simply by selecting the appropriate bins in the averaged
power spectra. Calculating the ratio of the spectra eliminates
the frequency response of the correlator effectively making the
chosen passband rectangular, so the correlation bandwidth is
maximised and the statistical contribution to the uncertainty is

minimised [43]. If this technique is employed, it is important
to average as much data as possible before calculating the PSD
ratios to avoid a statistical bias that can be as large as several
tens of millikelvin. The bias arises because [43, 67]
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that is, the average of the ratios is not equal to the ratio of the
averages.

3. JNT measurement system

Figure 3 shows a block diagram of the NIST and NIM absolute
primary noise thermometers with the QVNS and impedance-
matching resistors replacing the reference resistor of figure 1.
The following subsections describe each of the blocks in
detail. Any specific parameter values or features described in
the text refer specifically to the NIST and NIM JNT systems.

3.1. Sense resistors

The sense resistor must meet several requirements:

o A well-defined electrical resistance with a negligible ac-dc
difference.

o A low temperature coefficient of resistance.

e A flat frequency response, necessitating low parasitic
inductance and capacitance, and minimal skin effect.

e A low drift in resistance over the range of operating temper-
atures.

e Very low extraneous noise due to 1/f noise, microphonics
(sensitivity to vibration), and Barkhausen noise (caused by
switching of magnetic domains).

Additionally, the selected value of the sensor resistance must
achieve a compromise between competing random and sys-
tematic effects. In order to minimise the statistical contribu-
tion to the uncertainty (18), the resistance should be as large
as practical. However, high values of resistance increase the
sensitivity to the amplifier noise currents (4), and interact with
the connecting leads and input capacitance of the preamp-
lifiers to increase the mismatch in the frequency response
of the two sets of connecting leads (section 3.3). For the
2017 Boltzmann constant determination, a sensor resistance
of 100 Q was chosen to minimise the systematic effects at
the expense of a small increase in the uncertainty. However,
a value of 200 €2, as used in the NIST thermometer, would
also have satisfied the requirements and probably have yiel-
ded a lower total uncertainty [68]. Note that the statistical con-
tribution to the uncertainty decreases slowly in proportion to
the square root of the resistance, while most of the systematic
effects increase as resistance squared.
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Figure 4. Photographs of the LCC sense resistor package (a)
mounted at the end of the sense probe, and (b) a closeup showing
the foil resistors and the grounding pad.

3.1.1. Types for use near 273 K. The sense resistor used for
all the measurements at NIST and NIM at the water triple point
consists of two closely matched series-connected custom-
made nickel-chrome-alloy foil resistors bonded onto a single
alumina substrate (figure 4). The temperature coefficients of
resistance of the resistors are less than &5 ppm K~! and the
values are laser-trimmed to achieve a relative match better
than 0.01% and absolute values within 0.1% of the nominal
value. The foils are approximately 25 um thick and printed
with serpentine patterns over a 1.2 mm square. The serpent-
ine pattern is designed to balance inductance and capacitance
effects to provide a flat low-pass-filter like frequency depend-
ence, extending beyond 1 GHz for resistors of about 100 €2 to
300 Q [69]. The residual effects at low frequencies are neg-
ligible compared to transmission line mismatch effects. Four
of the resistors are mounted inside a hermetically-sealed lead-
less chip carrier (LCC) approximately 8.9 mm square. The
LCC has 10 external connections to internal gold wire inter-
connections that provide 4-wire definition points within on-
chip wire-bonding pads. A common connection point, located
along the centreline of the package, provides a common point
between all the resistors that can be used as a ground point (see
figure 4(b), showing two of the four resistors with five connec-
tion points). The LCC package also allows for a configuration
as a four-wire short circuit in the null-measurement mode for
evaluation of EMI ([70], section 5.1.5).

When the thermometer is operating, especially at temper-
atures above room temperature, the resistance of the sensor
must be measured regularly to eliminate the effects of drift.
For the 2017 Boltzmann constant determination, the resist-
ance measurements were performed daily with an automatic
direct-current comparator bridge readily achieving uncertain-
ties below 0.1 ppm. The measurements were carried out with
an excitation current of 0.25 mA to minimise self-heating.

3.1.2. Types for use above 500 K. At higher temperatures
and in the presence of even small partial pressures of oxy-
gen, the available materials and construction methods are

Figure 5. Photograph of a 5-wire sense resistor package mounted at
the closed end of a high-temperature vitreous-silica-sheathed probe
used up to 800 K. Au lead wires are welded to Pt-Rh extension
wires connecting to two 50 €2 ceramic elements containing Pt-8% W
alloy resistors.

restricted to those using glasses and ceramics for insulators,
and readily welded noble metal alloys for conductors. The use
of base metals in argon filled probes is usually impractical
due to the difficulty of maintaining an oxygen-free environ-
ment. The sense resistors are usually wire wound elements
in alumina insulators with a larger self-inductance than that
of low-temperature sensors. High permeability materials may
be used within the probe for magnetic shielding to attenu-
ate EMI, but materials with a low Curie temperature may be
ineffective.

Experience at NIST has shown that wire of Pt-8% W alloy
is sufficiently stable in this temperature range and under low
partial pressures of oxygen. The alloy has a temperature coeffi-
cient of resistance of approximately 300 ppm K~'; about 1/13
of that for pure metals and yielding a change in resistance of
only 9% over a 300 K interval. Although modest, the remain-
ing temperature dependence of resistance does compromise
the sensor impedance matching and the associated frequency-
response matching requirements (section 3.3), perhaps neces-
sitating different probes for different temperatures.

The parasitic reactance associated with the wire-wound res-
istors is larger than achievable with the foil resistors used at
lower temperatures. Because reactance effects are governed
by the dimensions, typically ~10 mm or less in the resistor
and ~1000 mm or more for the connecting cables and probe,
so long as the dielectric losses are small, the effects in the res-
istor are easily accommodated within the spectral mismatch
model [21] (section 4).

Gold lead wires (figure 5) are preferred for high-
temperature probes for their low resistance. The use of other
noble-metal lead wires in the high-temperature portions of
the probe yields a higher than desirable resistance, which
increases the frequency response mismatch and contributes
an additional temperature-dependent and unmatched uncorrel-
ated noise on one of the correlator inputs. The resulting noise
power mismatch (section 5.1.4), especially, causes errors that
are difficult to compensate.
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The performance of the sensing probe is the single factor
determining the upper temperature limit of absolute primary
noise thermometry. Although there are examples of noise ther-
mometers operating at temperatures above 2000 K [11], the
uncertainties increase rapidly with increasing temperature due
to sensor drift caused by oxidation and diffusion of contam-
inants, and due to the increasing conductivity of insulating
materials shunting the sensing resistance and connecting leads.
Experience at NIST with thermometers operating at 800 K,
suggests that the useful upper limit for absolute primary noise
thermometry is not very much higher, perhaps 1000 K.

3.2. QVNS

The QVNS is a Josephson-junction delta-sigma digital-to-
analog converter using oversampling techniques to produce a
programmed sequence of pulses clocked at 5 GHz or more
[18]. It can be programmed to produce a variety of wave-
forms for the measurements and for diagnostic purposes. The
primary benefit of the QVNS is that the voltage pulses from
each Josephson junction have a quantized area nh/2e, where
n is an integer (normally n = 1). These perfectly quant-
ized pulses make the synthesized baseband voltage calcul-
able exactly from the known sequence of pulses, the clock
frequency of the pulse generator, and the defined constants
e and h.

The synthesis technique underlying the QVNS was ori-
ginally developed for ac voltage standards [18]. However,
the low voltages of noise thermometry necessitate a special-
ised QVNS with fewer junctions (typically Ny = 8-256) con-
figured as a pair of symmetric grounded arrays to provide a
differential signal (figure 3). Each of the arrays is separately
biased with a repeating pulse drive sequence that is clocked at
half the 10 GHz sampling frequency, f. To reduce inductive
voltage errors caused by low-frequency drive currents passing
through the inductive arrays, each drive pulse comprises a neg-
ative half-pulse followed by a full positive pulse followed by
another negative half-pulse. This composite pulse forces each
junction to generate a single output pulse, as required, while
ensuring the drive waveforms have minimal low-frequency
content [61].

The typical drive sequence, M composite pulses long, is
generated using a delta-sigma analog-to-digital conversion
algorithm programmed to produce the desired waveform. For
JNT, the waveform comprises a series of sinusoids at the
odd harmonics f1, 3 f1, 5f1,..., of the pattern repetition fre-
quency, f1 = fs/M (90 Hz). The sinusoids all have the same
amplitude but random relative phases to give the waveform a
Gaussian amplitude distribution, and therefore ensure the dis-
tortion products for the QVNS waveform match the distortion
products for the thermal noise of the same amplitude [59].

The odd harmonic sequence is chosen to ensure that the
lowest-order distortion products, which are all even order,
do not fall in the FFT bins containing the tones and thereby
bias the measured amplitudes of the tones of the reference
signal. Figure 6 shows the calculated spectrum of a QVNS
frequency comb spanning a frequency range up to 4 MHz
[58]. Note that the spectrum of the digitisation by-products

Relative amplitude / dB

=200 *~
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Frequency / MHz

Figure 6. A QVNS output spectrum calculated from the code
sequence [59]. The upper branch (up to 4 MHz) shows the odd
harmonics, and the lower branch shows the even harmonics (below
4 MHz and both even and odd above that). The amplitudes of the
even harmonics are indicative of the magnitudes of the errors in the
amplitudes of the odd harmonics at the same frequency. Reproduced
from [59]. © 2008 BIPM and IOP Publishing Ltd. All rights
reserved.

(even harmonic tones below 4 MHz) in the generated wave-
form has been shaped to provide the highest accuracy at low
frequencies.

The tone spacing for the JNT waveform should be as
small as practical and is typically limited by the available
memory in the pulse code generator since the pattern repe-
tition frequency, f; = f¢/M and the tone spacing is 2f|. A
wide tone spacing means the tone amplitudes are proportion-
ally larger for the same nominal PSD, and the intermodulation
distortion products very much larger (as the cube for third-
order products). Although the use of odd harmonics for the
reference tones ensures that the even-order intermodulation
products do not add directly to the measured tone amplitudes,
small non-random odd-order distortion-induced variations in
the tone amplitudes remain and contribute to the variance in
the measured QVNS noise powers. NIST found that the inter-
modulation distortion becomes evident with long measure-
ment times as a departure of the statistical uncertainty from
its expected INT dependence in (17) and (18), and ultimately
limits the achievable uncertainty [58, 71]. When the absolute
thermometer was used as a relative thermometer, there was a
degree of cancelation of the distortion products in the relative
ratio spectra [57]. But the cancellation was imperfect, and the
distortion-limited variance remained after a sufficiently long
integration time [71].

The output voltage of the QVNS (see figure 7) is coupled
to the correlator through cables closely matching the cables to
the sense resistor (section 3.3). Four impedance-matching res-
istors are placed on the chip in each of the four signal leads
(figure 3) so that they produce only uncorrelated noise and
are maintained at 4 K so that they do not unduly increase the
uncorrelated noise in each channel of the correlator. Although
the source impedance of the QVNS is matched using the resist-
ors, the actual output impedance of the superconducting arrays
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Figure 7. QVNS chip mounted on the cryogenic PCB package
(composite photo courtesy of Dan Schmidt, NIST). For scale, the
silicon chip (blue) is 1 cm square.

is zero, and therefore the noise currents from the preamplifiers
do not generate the current related errors that occur with the
purely resistive source (see (4)). This effect leads to a contribu-
tion to the PSD ratio error that increases as frequency squared
and must be accommodated in the analysis (section 4.1).

With 4 and k defined, the only sources of uncertainty in the
QNVS waveform are due to uncertainty in the clock frequency,
and quantisation errors in the generated waveform. Figure 6
shows that for signals up to about 400 kHz the quantisation
errors are below 1 ppm. In both the NIM and NIST systems, all
clocks in the JNT system were referenced to an atomic clock,
ensuring that frequency errors are below 0.01 ppm.

3.3. Connecting leads

Equation (16) for the measured temperature obscures a
problem. The thermometer does not directly measure the
noise voltages produced by the two noise sources. Instead,
it measures the voltages after transmission through the
connecting leads and switch unit to the inputs of the preamp-
lifiers. Although the connecting leads are less than two metres
long, the differences in the impedances of the two sets of leads
causes measurable differences in the frequency response of
the thermometer to the two noise sources. While the spectral
mismatch makes only a modest direct contribution to the total
uncertainty, it has a much greater indirect effect on the uncer-
tainty by constraining the bandwidth of the thermometer, and
by requiring the use of a more complicated spectral model in
the analysis of the data [62] (see section 4.1). There are several
causes of spectral mismatch to be considered [72].

Figure 8 shows a simplified model of the two noise sources
and the connecting leads. Each model includes the noise
sources and their resistances, a pi-section lumped-parameter
model of the connecting leads (i.e. a ‘transmission line’),
and a capacitor representing the input capacitance of the
preamplifiers and switch. Each model is symmetric about the
noise source, and the subscripts @ and 7 on the variable

names indicate the noise source with which the parameters
are associated. An algebraic analysis of the model shows very
quickly that the frequency responses of the two sets of leads
are identical if and only if Ry =2Ry, Cgp = Cr, and Ly =
Lr. That is, the effective source resistance of the two noise
sources, and the connecting cables to the two sources should be
identical.

One of the complications of making the two sets of trans-
mission lines identical is the need to immerse portions of the
lines into different thermal environments. The QVNS trans-
mission line has a rigid portion immersed into liquid helium
while the line for the sense resistor has a separate and different
rigid section (the ‘probe’) immersed into an isothermal zone
at the temperature of interest. The difference in the temper-
atures of the conductors causes a difference in the electrical
conductivity, and therefore also the skin effect, the distribu-
tion of ac currents, and the line inductance. At low frequencies,
where the skin effect is negligible, currents are distributed uni-
formly through the conductors, while at high frequencies, the
currents are confined near the surfaces of the conductors. In
conventional coaxial cables, the inductance may change more
than 15% between low and high frequencies. Thus, temperat-
ure alters the frequency dependence of the inductance of the
cables and causes a mismatch in the frequency response to the
two noise sources. The effect is minimised by using very fine
coaxial cables with conductors made from a material with a
low temperature coefficient of resistance. The use of a foam
dielectric also reduces the sensitivity of the cable capacitance
to temperature changes. In the NIM system, all the leads are
0.86 mm OD solid-conductor Be-Cu coaxial cables with a
polytetrafluoroethylene (PTFE) foam dielectric. This choice
of cable reduced the impedance mismatch by a factor of more
than 20 and moved the transition between low frequency and
high frequency behaviour of the cables from a few tens of kilo-
hertz to about 200 kHz [72].

In earlier versions of the NIST and NIM thermometers,
attempts were made to match the frequency response of the
two sets of leads by adding discrete resistors, inductors, and
capacitors at the input to the switch [58, 62]. There are two
reasons why this technique fails and can in fact make the mis-
match worse. Firstly, the values of the added components were
selected to make the ratio of the sensor and QVNS spectra as
close to unity as practical. However, the ratio of the two spec-
tra should not be unity because the thermal spectrum includes
errors due to the amplifier noise currents (4), which increase
as frequency squared, and the QVNS spectrum does not.
Secondly, the addition of components necessarily increases
the complexity of the two frequency responses, and although
the match at low frequencies might be improved, the remain-
ing mismatch tends to have a more complicated structure and
deteriorates more quickly at higher frequencies, potentially
limiting the usable bandwidth. The more complex frequency
response may necessitate a more complex model in the ana-
lysis, which also increases the uncertainty (see section 4).

Care must also be taken with the grounding and shielding
of the sensor and its connections to minimise EMI and ensure
that all impedances are well defined. For dc measurements,
a 4-wire connection to the resistor is sufficient to properly
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Figure 8. Model of the connections between the noise sources and preamplifiers including the pi-section model for the connecting leads
and switch [72]. Reproduced from [72]. © 2017 BIPM & IOP Publishing Ltd. All rights reserved.

define the electrical resistance. However, with ac measure-
ments, the impedances of the sensor and lead wires are modi-
fied by anything that interacts with the electromagnetic fields
around them. The solution is to exploit the coaxial technique
used in ac electrical metrology (see [73], ch 3). In a coaxial
network, each conductor in the elemental circuit becomes the
central conductor in the coaxial network, while the outer con-
ductor of the network forms a single low-potential surface sur-
rounding the entire network ensuring zero electric field outside
the surface. Ground loops caused by nodes in the network of
the outer conductors are eliminated by placing a coaxial (i.e.
common-mode) choke on each loop of coaxial cable, which
forces the current in the outer conductor to be equal and oppos-
ite to the current on the inner conductor. In this way, there is
also no magnetic field outside the outer conductor. Since there
are no external electric or magnetic fields generated by any part
of a coaxial network, the network behaviour is independent of
the placement of any of the components, or cables, or objects
about them. The reciprocity principle also ensures the network
is immune to EMI generated outside the outer conductor.

The coaxial scheme was applied as shown in figure 9.
The solid black rectangles adjacent to each section of coaxial
cable represent the coaxial chokes. One of the chokes for each
probe is unnecessary, but to maintain symmetry, all leads have
identical lengths and are accompanied by a choke mounted on
the cables within the switch unit. The chokes are small high-
permeability nano-crystalline toroidal cores wound with about
20 turns of the coaxial cable.

One consequence of using the coaxial technique is a pos-
sible difference between the resistance of the sensor as meas-
ured by a dc resistance bridge, and the ac resistance gener-
ating the noise. The mutual inductance of the coaxial cables
combined with that of the chokes means that the resistance of
the outer conductor of the network is reflected to the inner con-
ductor. Thus, the coaxial (four-pair) ac resistance of the sensor
is its 4-wire resistance plus the 4-wire resistance defined by
the connection of the four outer conductors of the coaxial
leads. A similar problem arises with the QVNS. That is, for
both the thermal and QVNS noise sources, the low resistance
connection between the four coaxial shields contributes to the

R:/2
Ry/2
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:

Figure 9. Schematic diagram (not to scale) showing the
arrangement of the coaxial leads to the two noise sources [72]. All
coaxial cables are ‘grounded’ at both ends. The solid black
rectangles adjacent to each cable represent the coaxial chokes.
Reproduced from [72]. © 2017 BIPM & IOP Publishing Ltd. All
rights reserved.

correlated noise from the sources. For both noise sources, the
junction of the outer conductors must be configured to form
a 4-wire short circuit. In the NIM system, that resistance was
found to be less than 1.5 pf2, so that the relative error caused
by the ac-dc difference in the resistance definitions is less than
0.02 ppm. Note that these effects also occur in non-coaxial
systems, such as those using shielded twisted-pair cables, but
it may be difficult to model and eliminate the effects unless a
coaxial scheme is adopted.

The complications discussed here, arising from the dif-
ferences in the characteristic impedances of the transmission
lines, are made worse when the sense resistor probe must with-
stand high-temperature use. Constraints on both the materials
and assembly lead to a greater impedance mismatch. In partic-
ular, complications may arise from the temperature-dependent
dielectric loss in glass insulators at high temperature (see [71]
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and section 5.1.6 below). Details of the probe designs used at
NIST up to 800 K are described in Yamazawa et al [71].

3.4. Switch

The function of the switch is to alternately connect the QVNS
and the sense resistor to the preamplifiers. There are three
important specifications for the switch. Firstly, it must be sym-
metric with respect to all input and output connections so that
the capacitance of any input or output line does not change
with the switch position. Any capacitance imbalance causes
a mismatch in the frequency response of the JNT to the two
noise sources.

Secondly, the switch capacitance should be as small as
practical. This criterion arises, in part, because larger stray
capacitances cause greater spectral mismatch effects, but also
because the stray capacitance on printed circuit board (PCB)
can be lossy, especially if the PCB is exposed to humid air. The
dielectric loss is resistive and therefore generates a Johnson
noise current that flows through the sense resistor. Ordinarily,
such a noise current would not be problematic, but the noise
current from dielectric losses changes with the square root of
frequency, so has a distinctly different frequency dependence
from most other stray noise currents, which have a linear fre-
quency dependence [57]. If the noise current from the PCB is
not negligible, then the spectral model used to analyse the data
must include an additional term accompanied by an undesir-
able increase in the uncertainty (section 4). In the NIM thermo-
meter, the switch was made using a PTFE circuit board rather
than the more usual FR4 fibreglass PCB, and the PCB lay-
out was optimised to ensure symmetry and the lowest practical
stray capacitance.

Thirdly, the switch must not introduce any EMI into the
noise thermometer. In both the NIM and NIST thermometers,
the switch consists of latching relays controlled by a field-
programmable gate array (FPGA). The power supply of the
FPGA is turned off during the noise measurements and con-
trolled via optical fibre to eliminate the FPGA as a source of
EML

3.5. Preampilifiers

The preamplifiers are perhaps the most important part of the
JNT and have several critical performance requirements:

e low equivalent input noise voltage to minimise the statistical
uncertainty, (18),

e very low noise current to minimise the 7,> input-noise-
current error in (4),

e low noise-current-noise-voltage correlation to minimise the
VI, current error in (4),

e a very high input impedance (low capacitance) to minimise
spectral mismatch errors,

e good common-mode rejection ratio to minimise sensitivity
to EML.

Currently, the only preamplifier designs that meet all require-
ments are differential common-source-common-base cascode
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Figure 10. Schematic diagram of a differential
common-source-common-base cascode amplifier.

circuits built using discrete junction field-effect transistors
(JFET) input transistors (figure 10). The preamplifier is nor-
mally operated open-loop and used as an input stage for a low-
noise wide-band operational amplifier. The design require-
ments are discussed in detail in [50], and the circuit dia-
gram for the NIST preamplifier given in [74]. There are some
important subtleties in the design, as follows.

The main source of noise in JFET is the Johnson noise cur-
rent generated in the channel of the JFET. This noise is con-
ventionally reflected to the input (gate) as an equivalent input
noise voltage with a PSD,

g — a4kT

= 23
v Gfs ) ( )

where T is the temperature of the carriers in the channel (nor-
mally a few degrees above the JFET temperature), Gy is the
JFET transconductance, and o /= (.7 is a constant that depends
in part on the JFET geometry [50]. The noise in the channel
of the JFET is also coupled to the gate via the gate-source and
gate-drain capacitances, Cy and Cgq, giving rise to an input
noise current with a PSD,

4kT,
_“ 4522

C2
Gfs

Si gs? (24)
where p’a takes a value between 0.1 and 0.4 depending
on the JFET geometry. This noise is additional to the shot
noise arising from the gate leakage current, which is usually
negligible for JNT applications. Note that (24) is an empir-

ical relation rather than a model; it includes the noise current
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through Cgq. Note too that the noise-current PSD increases as
frequency squared, a feature that is exploited in the analysis
(section 4). Typically, across all the different JFET geometries
and families, Cgs and Cgyq scale in proportion to Gy, so des-
pite appearances in (24), the noise current PSD increases in
proportion to Gy.

Another consequence of the proportionality between the
capacitances and Gy is that the product of the noise voltage
and noise current densities is roughly constant, with some vari-
ation between different JFET geometries. Thus, in general,
there is a 1:1 compromise between the input-noise current and
the equivalent input-noise voltage. This compromise occurs
also when JFETs are operated in parallel to reduce the noise
voltage: the voltage noise PSD falls in proportion to the num-
ber of JFETSs, while the current noise PSD increases by the
same factor.

Equation (4) for the correlator error includes an error term
for the noise-current-noise-voltage correlation. As implied
by (23) and (24), the noise current and noise voltage share
a physical cause, so a high correlation might be expected.
However, the 90° phase shift between the noise voltage and
the noise-current due to the passage of the current through a
capacitance, means that the correlation is imaginary and, on
average, zero. There are, however, aspects of amplifier design,
to be discussed shortly, that cause the correlation to become
real and therefore must be avoided.

The common-base cascode arrangement of figure 10 is
important for two reasons. Firstly, it is necessary to minim-
ise the Miller effect multiplication of Cgq, which otherwise
adds significantly to the input capacitance of the preampli-
fier. With a high-quality cascode, the input capacitance of the
differential JFET amplifier should approach (Ceq+ Cgs)/2.
Secondly, a cascode with a low input resistance is necessary
to minimise noise currents additional to (24). In particular,
the noise currents generated in the JFET channel all appear
at the JFET drain and generate a voltage proportional to the
drain load impedance. Any noise voltage generated there leads
to an input noise current through the gate-drain capacitance.
Therefore, the impedance at the drain should ideally be zero,
and a common-base bipolar transistor cascode with a low base
spreading resistance is a good approximation. Note the imped-
ance presented by the cascode should be real (i.e. a resistance).
A reactive impedance causes an additional 90° phase shift
in the noise currents and leads to a real correlation between
the noise currents and noise voltages. Callegaro et al [75]
describes an example of a preamplifier using an operational
amplifier cascode, for which the input impedance is inductive,
causing a large error in the JNT.

Another significant cause of real correlation between noise
currents and noise voltages is feedback. Any feedback, local
or global, causes the total equivalent input noise voltage
to appear at the source of the JFET, which then leads to
an additional noise current through the gate-source capa-
citance. Unfortunately, with feedback the voltage appear-
ing at the source is phase shifted due to the first-order fre-
quency dependence of the loop gain of the amplifier, which
is necessary for stability. Thus, the input stage of the preamp-
lifier should ideally be operated without any feedback. The

non-linearity of the JFETs operated without feedback is not
a problem because of the very small voltages involved [76].

Some care is required with the printed circuit layout to
avoid common-mode Colpitts’s oscillations arising from stray
inductance and capacitance, including the output capacitance
of the current source used to provide common-mode feed-
back and bias the JFETs (i.e. the tail of the ‘long-tail pair’).
The oscillations, which are also very common in metal-oxide—
semiconductor field-effect transistors (MOSFETs) [77, 78],
nearly always occur during testing when the amplifier input is
shorted and are usually suppressed by resistance in the gate cir-
cuit. If oscillations occur during normal operation of the JNT,
they can be suppressed using ferrite beads as common-mode
chokes on the inputs to the amplifiers. Note the chokes should
not be placed on individual input leads (i.e. differential mode)
to the preamplifiers because of the additional inductance and
high-frequency loss (noise) that will be introduced to the lead
wires (section 3.3).

3.6. Bandpass filters

Because the passband of the JNT is defined digitally by select-
ing the appropriate FFT bins from averaged power spectra,
the primary function of the bandpass filters is anti-aliasing
and preventing dc overloads. The filters used in the NIM and
NIST systems are passive LC-ladder filters implementing an
11th-order Butterworth response with a cut-off frequency of
1.8 MHz. With a Nyquist frequency of 2 MHz, this ensures
negligible aliasing at frequencies below 1 MHz. The pass-
ive filters have several advantages compared to active filters,
including the lack of a power supply, minimal susceptibility to
EMLI, and the elimination of the effects of amplifier distortion
and overloads, all common problems with active filters.

3.7 ADCs

Perhaps the most obvious potential problems with the ADCs
are quantisation error and possible correlation between the
quantisation errors of the two ADCs. However, the dithering
effect of both the thermal noise signal and the uncorrelated
noise in each channel renders such errors negligible. So long as
the rms amplitude of the uncorrelated noise is greater than one
least significant bit, the relative errors in the measured noise
power are below a few parts per billion [79, 80]. The dither-
ing effects of the noise also significantly reduce the effects of
differential non-linearities and other small-scale errors in the
ADC characteristic so that the only important specifications
for the ADC are sample rate, jitter, and integral non-linearity.

Some care is required in the operation of the ADC. To
avoid clipping, the ADC should be operated with the rms noise
voltage below about 1/5 of full-scale. Also, it is important that
the trigger signals for the two ADCs are closely synchronised.

Both the of the NIST and NIM ADCs have 16-bit resolution
and sample at 4 MHz to give a 2 MHz Nyquist frequency. The
ADC:s are clocked and triggered externally via optical fibres,
with the phases of the clocks carefully adjusted so that the
two correlator channels are closely synchronized. To ensure
that the QVNS tones appear in a single FFT bin, the ADC
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clocks are locked to the same atomic frequency reference as
the QVNS clock.

3.8. Shielding, grounding, and power supplies

EMI is perhaps the most troublesome source of error in JNT.
EMI coupling into both channels results in a systematic error
in the noise power measurement, and in extreme cases may
induce amplifier overloads. EMI is usually unavoidable in
industrial environments where the electromagnetic fields due
to large electrical machines are large and uncontrolled [11].

To minimise EMI effects, all the electronic building blocks
of the JNTs should be housed in metal cases and have separate
power supplies powered by rechargeable batteries. This elim-
inates the possibility of correlated EMI originating in shared
supplies, and crosstalk due to shared power supply lines.

Additionally, in the NIM and NIST thermometers, all
digital signals are transmitted via optical fibre cables, and
all analog signals are transmitted via short lengths of coaxial
cable or shielded twisted pair. All the electronic building
blocks are housed in thick-walled aluminium cases, and then
enclosed in a single mu-metal case. To eliminate ground loops,
only the ground of the pulse generator driving the Josephson
junctions through microwave cables is directly connected to
the earth point. The measurements at NIM were additionally
carried out in an underground screened room distant from
large electrical machinery.

Direct measurements of EMI using dummy sensing probes,
explained in (section 5.1.5), provides a means of estimating
the uncertainty due to EMI, and spectral analysis (section 2.6)
may help identify the source of the EMI.

3.9. Signal processing

3.9.1 Real-time pre-processing.  Once each of the signals
from the two correlator channels have been sampled, the FFT's
are computed. For the NIM and NIST systems, this yields
2 MHz wide complex spectra with 1 Hz-wide FFT bins. The
complex frequency-domain cross correlation of the spectra
and the autocorrelation spectra for each channel are also com-
puted. These spectra are then accumulated over one day into
an average spectrum ensuring compact data storage. When the
noise source is switched, the process is repeated so that six
averaged spectra are slowly accumulated. These computations
are carried out in real time, during the 1 s interval that the
ADC:s acquire the next block of data.

3.9.2. Post processing.  After the averaged spectra have
been accumulated for a suitable period, usually one day, fur-
ther processing occurs. First, because the QVNS spectrum has
tones located only every 180 Hz, and zero elsewhere, it is not
possible to calculate a direct ratio of the thermal noise and
QVNS spectra. Instead, for both spectra, the noise powers in
the FFT bins are summed in 180 Hz blocks centred on each
of the QVNS tones, yielding an additional 180 x reduction in
storage requirements and the same reduction in the variance
of the noise powers in the FFT bins.

Secondly, the thermal noise spectra are corrected to account
for the slow drift in the dc resistance of the sense resistor by
normalising each spectrum to a nominal resistance. A reason-
able approach is to multiply each daily spectrum by the ratio
of the mean sensor resistance divided by the sensor resistance
on the day of the measurement. The mean resistance is then
used to calculate the temperature (see (14) and (16)).

4. Analysis

The post-measurement analysis of the data is one of the most
important aspects of the operation of the noise thermometer.
Section 3.3, discussing the differing frequency responses of
the transmission lines to the two noise sources, identified a
difficult compromise between the uncertainty due to the nature
of the noise, which decreases with increasing bandwidth, and
the uncertainty due to the spectral mismatch errors, which
increase rapidly with bandwidth. This section further explains
the nature of the compromise and the analysis yielding a min-
imum uncertainty solution to the problem.

4.1. Spectral model

Figure 11, from [22], shows a plot of the grand average of the
ratio of the thermal and QVNS spectra taken over 120 d and
after post processing. The plot shows a strong quadratic fre-
quency dependence, in part due to the frequency-dependent
preamplifier input-noise current (24) contribution to the meas-
ured noise power (4) from the sense resistor, and in part due
to the mismatch in the frequency response of the connecting
leads to the resistor and QVNS sources. The noise-induced
variations in the ratios are not visible on the scale of this plot.

If the effects of noise currents due to dielectric loss (which
have a PSD proportional to frequency) are assumed to be neg-
ligible, and the various stray inductances and capacitances are
modelled by lumped parameters, the PSD models for the meas-
ured QVNS and thermal noise signals comprise only even-
order terms in frequency. Therefore, the ratio of the two PSDs
can also be modelled by the even-order power series:

Sk (f)
So(f)
Here, ay is the low-frequency limiting value of the PSD ratio

needed to determine the temperature, (16), and the coefficients
as, au, ag, ... characterise the spectral mismatch errors.

=ao+arf* +asf +agfS+ .. .. (25)

4.2. The bias-variance trade-off

In principle, it is a simple matter to perform a least-squares fit
of the model to the data of figure 11 and determine a value for
ap. But how many terms of (25) should be included in the fitted
model, and what frequency band of data should be used?

The method of ordinary least squares (OLS) determines
values for model parameters by minimising the sum of the
squared residuals—the differences between the model and
data. Typically, the sum of the squared residuals steadily
decreases with increasing model complexity, as does the
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Figure 11. The ratio of the thermal and QVNS cross-correlation
spectra resulting from the 120 d of measurements [22]. Reproduced
from [22]. © 2017 BIPM & IOP Publishing Ltd. All rights reserved.

magnitude of any bias in model parameter values e.g. due
to remaining unmodelled spectral mismatch errors. However,
overly complex models suffer from overfitting where the fit-
ted values of the parameters in the model become increas-
ingly influenced by random error rather than real trends in the
data, leading to a fitted model with poor predictive perform-
ance evident from an increasing variance in predicted values
[81]. Note too, other systematic effects may produce non-
negligible errors in ay and other parameters, besides the sys-
tematic effect assocaited with fitting an insufficiently complex
model. In general, models with the best predictive perform-
ance still make biased predictions, and models with low pre-
diction error may have large errors in individual parameters.

The analysis of the power spectral ratios of figure 11 has
additional considerations. First, the uncertainty in the fitted
value of ag due to the intrinsic random effects of the noise falls
in proportion to the square root of the bandwidth, (18), sug-
gesting a benefit in selecting data from a wide bandwidth. At
the same time, the biasing effects of spectral mismatch errors
increase at a much faster rate, proportional to f* or higher,
suggesting a more complicated model and a lower bandwidth
might be preferred.

Finally, the measured power-spectra ratios span a range
of frequencies from 10 kHz (lower frequencies are omitted
to avoid EMI) to several 100 kHz, so the determination of
the value of ag, from which the temperature is estimated, is
an extrapolation of the model to zero frequency, and extra-
polation means the uncertainty in the predicted value of ag
increases as the model complexity increases.

So, we have a two-dimensional optimisation problem: in
additional to selecting an appropriate model, we must also
select an appropriate bandwidth.

4.3. Cross Validation

Cross validation (CV) is an objective (data driven) statistical
technique used to evaluate the quality of a fitted model,
including the model’s predictive performance. It is a key tool
for model selection in machine learning and statistics [81-84].
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In k-fold CV, the data is partitioned into k equal-sized
‘folds’. Initially, the first fold is chosen as the validation data
set, while the k—1 remaining folds are the training data set.
Each candidate model is fitted to the training set (i.e. valida-
tion data excluded) and used to predict values in the validation
set. For each model, the mean squared deviation between the
prediction and the validation data is determined. The process is
repeated for each of the k distinct ways of defining the training
and validation sets, and the mean of the k mean squared devi-
ations calculated for each model. The results are then used to
select the best performing model.

In Monte Carlo cross validation (MCCV), as employed
here, the data is repeatedly and randomly partitioned into the
k folds and the CV performed in k distinct ways, as described
above. For each partition, the model with the lowest mean
squared deviation is identified. From many random partitions,
a selection fraction for each candidate model is determined
and the best model identified. Although computationally more
expensive than CV, MCCYV has a greater probability of select-
ing the best model [85-87]. Additionally, as Coakley and
Qu showed [88], the model selection fraction determined by
MCCYV can be used to determine an uncertainty accounting
for both the random measurement errors and model ambiguity
effects.

Below, we briefly outline the 5-fold MCCV analysis
applied to the 2017 Boltzmann constant determination [22].
The method is described in detail in [88] where it is applied to
data from the 2015 Boltzmann constant determination [62].

The data shown in figure 11 is the average of the PSD ratios
for the 120 d that the measurements were performed. The fol-
lowing operations were performed.

. Select a frequency band between 10 kHz to a maximum
frequency ranging from 200 kHz to 1 MHz (in 6.25 kHz
increments).

. Partition the 120 daily average PSD ratio spectra for that
band into 5 equal-sized folds.

. Choose one of the five folds as the validation set, the
remaining four are the training set.

. Assess all models, (25) with d = 2, 4, ..., 14, using OLS
and the mean of the squared prediction errors as the meas-
ure of performance.

. Return to 3 and select a different fold as the validation fold.

. Once each partition has been used in the five possible
ways, calculate the overall mean-square prediction errors
for each model and identify the best performing model. A
score of 1 point is assigned to that model.

. Return to 2 and perform 20 000 repeats of 2—6 using dif-
ferent random partitions of the data.

. Once 20 000 repeats of Steps 2—6 have been performed,
calculate the estimated selection fraction, p(d), for each
model as the total score for the model divided by 20 000.

. Use OLS to fit each model to the full unpartitioned data set
for the selected frequency band and compute the estimated
value of ag for each model, ay(d), and the uncertainty in
this value 64, ran, as determined using the standard statist-
ical method for OLS.
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10. Identify and record the value of a¢(d), and the model index

d, for which p(d) is the largest.

11. Calculate the weighted mean:
o= _p(d)ao(d). (26)
d
12. Calculate the weighted mean of the variances:
6o =D P(d) 53 (). @7
d
13. Calculate the variance:
- A X =\ 2
55=>_ p(d) (ao(d) — o). (28)
d
14. Calculate and record the total variance:
by =00+ 5. (29)
15. Return to 1 and select the next band of data.
16. Once the data for all the frequency bands have been evalu-

ated, select the frequency band yielding the lowest uncer-
tainty recorded at Step 14, the corresponding value of
ao(d) recorded at Step 10, and the corresponding uncer-
tainty recorded at Step 14. These are the reported values.

Figure 12 shows a summary of the analysis for the 2017
Boltzmann constant determination. Figure 12(a) shows the
order of the selected model versus the maximum frequency for
each frequency band, 12(b) shows 6 for the selected model,
and 12(c) shows estimated values of a( and its standard uncer-
tainty, for each frequency band and selected model. In 12(c),
the values of ag are expressed as an offset relative to ag caic, the
value of ag calculated from the 2014 CODATA value of the
Boltzmann constant [22].

There are several notable trends in figure 12. Firstly, the
model complexity (figure 12(a)) yielding the lowest uncer-
tainty generally increases with increasing frequency, as expec-
ted. Secondly, also as expected, the uncertainty associated
with a single model generally falls slowly with increasing fre-
quency. Thirdly, the estimates of the value for a( are remark-
ably consistent across all models and frequency bands, and are
everywhere within one standard deviation of ag ¢, i.€. con-
sistent with the 2014 value of the Boltzmann constant. The
point corresponding to the second-order model and a max-
imum frequency of 368.75 kHz (bandwidth = 358.75 kHz)
yields the lowest uncertainty, G, of 2.58 ppm.

4.4. Uncertainty considerations

The uncertainty analysis presented as (26) to (29) is based on
a mixture distribution, constructed as follows. For each fiax,
for each spectral-mismatch model, OLS is used to estimate
ap, its uncertainty, 64, ran, and its associated sampling distri-
bution, which is assumed to be normal. The mixture distribu-
tion is the weighted sum of the sampling distributions for all
candidate models with weights p(d), estimated using the CV.

The uncertainty, G, is the standard deviation of the mixture
model pdf. See [88-91] for more detail.

Note that 52 is the weighted average of the estimated con-
ditional variances of the observed ag, and &é is the weighted
mean square deviation of the estimated conditional means of
the sampling distributions from the estimated mean for the
mixture, d. Both &, and o include the statistical effects of
the noise and spectral mismatch errors. A more informative
breakdown of the uncertainties is obtained by recognising that
the contribution of statistical uncertainty in the estimated ay, is
estimated as 05, ran determined by OLS, and therefore the con-
tribution of spectral-mismatch model ambiguity at the selected
frequency is

~2
T4 12
0,ran

Gmodet = (62— 62 san) - (30)

There are additional uncertainties arising from imperfec-
tions in the bandwidth selection method. First, the MCCV was
carried out at intervals of 6.25 kHz rather than a continuum of
frequencies. Second, there are random fluctuations in o, due
to several effects, that vary with fitting bandwidth. Third, dif-
ferent values of . can yield very similar values of &, but
different values for the selected ayg. We estimate the compon-
ent of uncertainty due to bandwidth ambiguity, 67, , as the
standard deviation of the estimates of a( associated with the
lowest 10% values of G, see [88] for detail.

5. Uncertainty budget

Because all the variables in equation (16) for the temperature
appear as multiplying or dividing factors, the propagation of
uncertainty equation is most easily expressed in relative form:

u%",tolal _ w’ (512?/82Q> + u’ (fs) +
(S&/%) 13

T2
to which must be added any uncertainty associated with the
realisation of the temperature.

The uncertainty budget is summarised in table 1. The first
two columns list the uncertainty components in each category
identified in (31). Note that the temperature related uncertain-
ties are specific to an experimental setup and are noted here as
a reminder. The third column lists the lowest values achieved
to date. These results were obtained at 273.16 K with a probe
immersed into a TPW cell using a carefully adjusted measure-
ment set up operated with environmental control and shielding
from interference sources [22]. The fourth column lists val-
ues more typical of operation at higher temperatures, ~500 K
to ~800 K, using a less optimised measurement set up [57,
71]. The higher uncertainties reflect the limitations and dif-
ficulties encountered with higher temperatures where exper-
imental compromises are necessary, and the poorer environ-
mental control and greater electrical interference.

u* (Xg)
Xz

(€19}

5.1. Power spectral ratio Sg/Sqg

The uncertainty associated with the measurement of the ratio
of the power spectral densities originates from six effects, the
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Figure 12. Results of the cross validation for each maximum frequency, fmax [22]: (a) the order of the most frequently selected model, d,
(b) the uncertainty,Go(note logarithmic scale), and (c) the calculated ag values expressed as an offset from the a¢ value calculated using the
2014 CODATA value of the Boltzmann constant, with uncertainty bars. Reproduced from [22]. © 2017 BIPM & IOP Publishing Ltd. All

rights reserved.

statistical uncertainty due to the random properties of the noise
signals, the frequency response mismatch for the connecting
leads to the noise sources, bandwidth ambiguity due to imper-
fections in the CV, non-linearity in the correlator, EMI, and
dielectric effects, as described below.

5.1.1. Statistical uncertainty.  The statistical uncertainty of
the estimate of ay is determined by fitting the selected model
to the observed data by OLS (see section 4.4)

5.1.2. Spectral-mismatch model ambiguity. At each fi.x,
the component of uncertainty in the estimate of ay due to
model ambiguity is determined from &y, (determined by
MCCV) and the statistical uncertainty determined by fitting
the selected model to the observed data. See equation (30),
section 4.4.

5.1.3. Frequency-band ambiguity. The contribution of
imperfections in the model selection are characterised as oy, ,
see section 4.4.

5.14. Non-linearity. =~ To amplify the approximately 1 1V rms
noise signals to a level appropriate for the ADCs, the gain in
each channel of the correlator must be on the order of 10°.
Inevitably, the non-linearity in the various amplifiers, filters,
and ADCs accumulates to introduce a significant error in the
noise-power measurement.

A study of the various causes and effects of non-linearity
[76] concluded that the causes were so numerous, and the
effects so variable, that a detailed physics-based model of
the non-linearity is not practical. Instead, any model of the
non-linearity must be empirical and based on measurements
made with deliberate changes in the noise power. One of the
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advantages of a noise thermometer operating with a QVNS is
that it is possible to change the QVNS voltage without chan-
ging any of the other operating conditions of the INT, and thus
making non-linearity measurements practical.

Suppose the (voltage) transfer function for channel 1 of the
correlator, when referred to the correlator input is represented
as the Taylor series

Vi= Zal,i(v+ V), an=1, (32)

i=1

where V is the voltage to be measured (either the Vi from the
sensor or Vo from the QVNS), the index i indicates the poly-
nomial order of the distortion coefficient, and V,, ; is the equi-
valent input noise voltage for channel 1 (a similar equation
applies to channel 2). The coefficient a;  therefore represents
the offset voltage, and a; | represents the linear gain, assumed
to be equal to 1 for the purpose of analysis. All the coeffi-
cients except a; | represent unwanted non-linear terms and are
assumed to be small. When the Taylor series for the two chan-
nels are multiplied and averaged, the most significant errors
arise from the third order non-linearities. The ratio of the meas-
urements of noise power is approximately [76]

V2 meas W 12 12
f’ = :f |:1—|-3((l|73 +a273) (VIZQ—VE)
vV ,meas VQ
+3a13 (Vﬁl,R - Vgl,Q) +3az3 (V;%z,R - Viz,g)} ;

(33)

so that the error due to non-linearity is zero if (i) the measured
noise powers V,% and V2Q are matched, and (ii) the lead resist-
ance and amplifier noise power for channel 1 is the same dur-
ing both measurements, and (iii) the lead resistance and amp-
lifier noise power for channel 2 is the same during both meas-
urements. If the analysis is extended to higher order terms,
it is apparent that the various distortion products correspond
to products of different moments of the noise distributions.
Therefore, where (33) indicates a requirement for matching
the variances, there is in fact a requirement for all moments
of the distributions to be matched, and this is the rationale for
ensuring the QVNS signal has a Gaussian distribution with the
same variance as the thermal noise.

Equation (33) also shows that the non-linearity error in the
noise power ratio should be approximately proportional to the
noise-power mismatch, and therefore can be measured with
several deliberately mismatched values of Sg/Sp. The simple
linear model is also consistent with the known effects of dither
due to the noise, which smears out any highly localised non-
linearities.

The additional measurements need only run for a day, each
with much larger uncertainties than that those for the primary
measurement. Figure 13 shows the variations in the measured
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Figure 13. Estimates of the correlator error due to non-linearity of
the noise thermometer versus Sg/Sgp. The red line indicates the best
fit to the measured points (black squares) [62]. Reproduced from
[62]. © 2015 BIPM & IOP Publishing Ltd. All rights reserved.

value of k versus the degree of mismatch for the Boltzmann
constant determination. The line

kmeas = k[1 + € (Sr/So —1)], (34)

was fitted to the data and the non-linearity coefficient, €, was
determined to be 39 4 20 ppm. This indicates that QVNS and
thermal power spectra need only be matched to about 2.5% to
reduce the effects of non-linearity below 1 ppm. With an actual
match of 0.02%, the effects of non-linearity were negligible.

5.1.5. EMI. EMlis an insidious source of error. It is typically
intermittent, often caused by nearby electrical machinery not
associated with the JNT, and for magnetically coupled EMI at
low frequencies, very difficult to shield [70, 92]. While statist-
ical tests on the averaged spectra can detect stationary single-
frequency EMI, such as caused by radio broadcasts, digital
communications systems, security systems, and switch-mode
power supplies, in general, spectral tests are not sufficiently
powerful to detect all types of EMI [66].

Instead, evidence of the absence of EMI effects in the
QVNS measurements is obtained by operating the QVNS so
that it generates zero volts. Any non-zero measurement of
noise power then indicates an error due to EMI. A similar
test with the thermal noise source uses a ‘null’ thermal sensor
and with the same impedance and geometric layout as the real
sensor [70] forming a four-terminal zero of resistance (so that
it generates zero correlated noise).

After a full day of integration, these tests have yielded resid-
ual correlated-noise powers of relative magnitude less than
0.2 ppm in both probes in a well shielded and fully isol-
ated laboratory. A relative standard uncertainty of 0.4 ppm
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was assigned for possible EMI effects, since the effects may
vary. Note that the uncertainties in measurements of nom-
inal zero noise power are very much lower than for non-
zero power and the measurements can be performed within
a day [70]. Although the EMI measurements cannot be made
concurrently with the temperature measurement, to date they
appear to be the only trustworthy methods for assessing the
effects of EMI.

5.1.6. Dielectric effects.  Dielectric losses in any of the shunt
capacitances shown in the lower diagram of figure 8 gen-
erates a noise-current that passes through the sensor res-
istor generating a voltage seen by both channels of the cor-
relator and an error in the measured thermal noise power
proportional to [63, 71]

2w f(—=2+Tc/T)RC tand, (35)

where R is the sensor resistance, Ctand is the imaginary com-
ponent of the lossy shunt capacitance C, T¢ is the temper-
ature of the lossy capacitance, and f is frequency. However,
the same losses do not generate a noise across the QVNS due
to its extremely low (nominally zero) impedance. The asym-
metry between the effects of the noise currents on the two
sources introduces a small error, proportional to frequency, in
the measured noise power ratio. Any fit of the spectral ratio
model, (25), with a linear frequency term included results in
a higher uncertainty for the ay term. If the term is ignored,
but the actual linear contribution is significant, then an error in
the OLS estimate of ay will result. Thus, the stray capacitance
and its dielectric loss must be minimized to achieve the lowest
uncertainties.

For measurements around room temperature, the best insu-
lation materials are fluoropolymers such as PTFE and FEP due
to their very low dielectric loss. Materials to avoid include
nylon and some epoxy-glass composites, especially the FR4
commonly used for PCBs. Their tendency to absorb moisture
combined with the high dielectric constant and electrical con-
ductivity of water may cause a lossy and variable capacitance
that depends on ambient humidity. Some variability in JNT
data has been attributed to those effects [56, 57]. PCBs that
contribute to the transmission line capacitances (the preampli-
fiers and switch) should be made from PTFE PCB, for which
the loss may be an order of magnitude less than for FR4. With
appropriate care, the uncertainty due to dielectric loss effects
is expected to be below 0.2 ppm.

For measurements at temperatures above 200 °C or so,
fluoropolymer insulation materials cease to be usable, and the
best insulators are low impurity alumina ceramic and fused-
silica (‘vitreous quartz’) glass. For probes employing fused

silica, the OH™ impurity content is the most important factor
for keeping loss tangents acceptably low [71].

5.2. QVNS waveform

The quantized nature of the voltage pulses produced by
Josephson junctions in the QVNS and the very wide band-
width of the QVNS signals ensure that the uncertainties arising
from the QVNS are small. The most significant contribution
arises from the digitisation noise due to the generation of a
continuous baseband signal from an integer number of high-
frequency QVNS pulses. The software generating the code for
the QVNS exploits first-order noise shaping to push the digit-
isation error to the high-frequency end of the spectrum (see
figure 6). The resulting error integrated over the bandwidth
used in the JNT contributes no more than 0.1 ppm to the rel-
ative uncertainty.

The second source of uncertainty associated with the
QVNS is the clock frequency, since that determines the fre-
quency of the pulse train, and hence the PSD of the QVNS
signal. Because the clocks for the ADCs and QVNS are all
locked to the same atomic clock, the contribution to uncer-
tainty is negligible.

5.3. Resistance

Ideally, the resistance measurements should be traceable to
quantum resistance standards, therefore requiring dc measure-
ments of the sensor resistance and a transfer standard resist-
ance. Additional uncertainties arise from the resistance bridge,
and the ac-dc difference between the dc resistance of the
sensor and its ac resistance, which is responsible for the noise.
Any drift observed from the daily measurements of the sensor
resistance must also be assessed. For measurements near state
of the art, all these uncertainties are well below 1 ppm [21].

5.4. Temperature

The uncertainty budget given in table 1 excludes explicit val-
ues for uncertainties relating to the realisation of the meas-
ured temperature because they are entirely dependent on the
application, ranging from 0.1 ppm in a TPW cell to perhaps
100 ppm in a furnace at 1000 K. The values will be very
different depending on the nature of the measured medium
(e.g. fixed point cell, furnace, or cryostat), the probe con-
struction, and the measured temperature. Specific factors to
consider include the stability and uniformity of the zone into
which the sensor is immersed, and the immersion characterist-
ics of the sensor probe (diameter and 1/e characteristic length),
which will behave much like industrial platinum resistance
thermometers [93].
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Table 1. Summary of the uncertainty budgets for absolute noise thermometry at the state of the art at 273.16 K and more typical less
optimised measurements in the range 500 K-800 K.
Major component Source of uncertainty Uncertainty at 273 K ppm~!  Uncertainty at 800 K ppm ™!
Statistical 2.37 20
Model ambiguity 1.02 2
Frequency band uncertainty ~ 0.57 1
. .. Non-linearity 0.1 5
Ratio of the power spectral densities, Sg/Sg EMI 04 10
Dielectric effects 0.2 2
Total u,(Sr/Sg) 2.68 23.1
Frequency reference <0.001 <0.001
Quantization effects 0.1 0.1
QVNS waveform So Total (Sg) 0.1 0.11
Uniformity — _
Realisation and equilibration of measured Stablht}f - o
temperature T Immersion effects — —
P Total u,(Tw) — —
Ratio measurement 0.05 0.1
Transfer Standard 0.1 0.1
Resistance R Ac-dc difference 0.1 0.1
Relaxation and drift 0.1 1.0
Thermoelectric effect 0.1 0.1
Total u,(R) 0.21 1.02
TOTAL 2.7 23.1

6. Conclusion

This review collates advice on the best practice for measuring
the thermodynamic temperatures with JNTs using a switched
correlator and a QVNS. The best measurements to date show
that absolute primary JNT can achieve a relative uncertainty in
the measured temperature of about 2.7 ppm at 273 K, i.e. about
0.8 mK, with a measurement time (elapsed) of 120 d. Note
that a few hours each day were dedicated to measuring the
resistance of the sensor, checking the temperature realisation,
and backing up data. Noise thermometers of this design are
usable for temperatures as low as 4 K and as high as 1000 K,
with appropriate changes in the design of the temperature
sensing element, temperature probe, and preamplifiers. See
[45, 57, 71] for examples of similar measurements at these
temperatures.

Perhaps the most conspicuous and challenging feature of
noise thermometry is the long measurement time. However,
there are a few aspects of JNT operation that remain unex-
plored and offer possibility of improvements in measurement
time and/or the uncertainty. Firstly, to date, there has been
no rigorous studies determining the sense resistor value that
would minimise the total uncertainty. Similarly, the preamp-
lifier design has not been optimised for the balance between
noise voltage and noise current, and there may be JFET geo-
metries that minimise the product of these two parameters.
Perhaps the most promising suggestion is to operate several

noise thermometers in parallel, with the total measurement
time falling with proportion to the number of thermometers.

One of the more recent developments in JNT is the super-
position noise thermometer [94] where the reference noise
voltage and thermal noise voltages are superimposed in one
combined signal. This enables a single noise measurement
to be made without the need and complications of switching
inputs. Instead, the different FFT bins in the spectrum are iden-
tified as unknown or reference and the reference tones at dif-
ferent frequencies used to correct for the frequency response
of the amplifiers, filters, and ADCs. This technique eliminates
the switch, halves the number of spectral measurements (and
measurement time), and enables an increased bandwidth, but it
does require very high linearity of the electronics. Two separ-
ate development efforts are underway at present, one for indus-
trial applications [94, 95], and one for primary measurements
[96-98]. There remain unresolved questions about the effects
of spectral mismatch and non-linearity when low uncertainties
are required.

Another approach, which also exploits highly linear and
stable electronics, is to simply to measure the noise power
over a wide bandwidth, supported by occasional internal cal-
ibrations against a dc reference, and less frequent calibrations
against a QVNS [99-102]. This method eliminates some of
the concerns about non-linearities associated with the super-
position method, at the expense of increased dependence on
models of amplifier noise currents and voltages, and of the
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system frequency response. The long-term aim of the project
is to meet primary metrological needs by matching the part-
per-million performance of the correlator QVNS systems, but

with a shorter measurement time.
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