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Abstract
Shortcuts to adiabaticity (STA) provide control protocols to guide the dynamics of a quantum system
through an adiabatic reference trajectory in an arbitrary prescheduled time.Designing STAproves
challenging in complex quantum systemswhen the dynamics of the degrees of freedom span different
time scales.We introduce counterdiabatic Born–Oppenheimer dynamics (CBOD) as a framework to
design STA in systemswith a large separation of energy scales. CBODexploits the Born–Oppenheimer
approximation to separate theHamiltonian into effective fast and slow degrees of freedom and
calculate the corresponding counterdiabatic drivings for each sub-system.We show the validity of the
CBOD technique via an example of coupled harmonic oscillators, which can be solved exactly for
comparison, and further apply it to a systemof two-charged particles.

1. Introduction

Tailoring the nonadiabatic dynamics of quantummatter is an open problem at the frontiers of physics with
important applications in emergent quantum technologies. Control protocols relying on adiabatic dynamics are
natural to prescribe the evolution of a system along a reference adiabatic trajectory.While they are robust against
uncontrolled errors in the experimental implementation, they are susceptible to decoherence. Driving protocols
known as shortcuts to adiabaticity (STA) provide an alternative, by speeding up an adiabatic reference trajectory
of a quantum system in a prescheduled amount of time [1].

STA have found broad applications in quantummechanical systems of varying complexity. They can be used
to guide the dynamics of systemswith a discrete energy spectrum [2–7], as shown in the laboratory [8–11].
Similarly, STA can be used to control the degrees of freedomof continuous variables systems [1, 12–19] as
demonstrated by the fast control of a trapped ion in phase space [20]. In the context of trapped ultracold atoms,
early theoretical results indicated that STA could be applied tomany-body systems [17, 21–23]. Ultrafast
expansions and compressions of atomic clouds have by nowbeen implemented in awide variety of interaction
regimes including thermal clouds [24], Bose–Einstein condensates well described bymeanfield theory [25, 26],
tightly confined quasi-one-dimensional atomic cloudswith phasefluctuations [27], and a unitary Fermi gas as a
paradigmatic instance of a strongly-coupled quantumfluid [28, 29]. In addition, theoretical studies have shown
that STA can be used to guide the evolution ofmany-body quantum systems that exhibit quantum critical
behavior [30, 31]. In this context, STA can be used to suppress excitation formation across a phase transition
[32]. Implementing STAmay requiremodifying the systemsHamiltonianwith nonlocal interactions including
high order terms [30, 33]. However, the required controlsmay be simplified or absorbed into the formof the
original systemHamiltonian [34–37]. Further efforts to control the dynamics ofmany-body systems have been
put forward relying on integrability (e.g. the existence of Lax pairs) [38] or variationalmethods [39]. Despite this
surge of progress, applications of STA remainmostly confined to systemswith fewdegrees of freedomor the
control of certain collectivemodes inmany-body quantum systems.

OPEN ACCESS

RECEIVED

15May 2018

REVISED

9 July 2018

ACCEPTED FOR PUBLICATION

18 July 2018

PUBLISHED

7August 2018

Original content from this
workmay be used under
the terms of the Creative
CommonsAttribution 3.0
licence.

Any further distribution of
this workmustmaintain
attribution to the
author(s) and the title of
thework, journal citation
andDOI.

© 2018TheAuthor(s). Published by IOPPublishing Ltd on behalf ofDeutsche PhysikalischeGesellschaft

https://doi.org/10.1088/1367-2630/aad437
mailto:cd130@hw.ac.uk
mailto:adolfo.delcampo@umb.edu
http://crossmark.crossref.org/dialog/?doi=10.1088/1367-2630/aad437&domain=pdf&date_stamp=2018-08-07
http://crossmark.crossref.org/dialog/?doi=10.1088/1367-2630/aad437&domain=pdf&date_stamp=2018-08-07
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0
http://creativecommons.org/licenses/by/3.0


Designing STA requires the ability to control and describe the time-evolution of a system, an ubiquitous
challenge across a variety offields when dealingwith complex quantum systems. Among them, a prominent
instance occurs in quantum chemistry, in the study of quantum systemswith degrees of freedom spanning
different time and energy scales [40].When the separation of scales is sufficiently large, it is possible to decouple
the dynamics via the Born–Oppenheimer approximation (BOA) [41]. Born andOppenheimer considered the
description of amolecule and harnessed the separation of energy scales between the electronic and nuclear
rotational and vibrationalmotions to simplify the description. As the electronicmass ismuch smaller than that
of the atomic nuclei, themotion of the corresponding degrees of freedomoccurs on vastly different time scales.
When themass ratio is large enough, the electronsmove in an effectively static configuration of the nuclei.
Further, this separation leads to the evolution of the nuclear component in the presence of a potential set by the
energy of the electronicmotion.When the assumptions of the approximation are relaxed, the nuclearmotion is
subject to a Berry vector potential due to the electronicmotion [42–46]. Understanding the BOA and its limits
has proved particularly fruitful in thefield of spectroscopy [47, 48], the study ofmolecular dynamics, and in
computationalmodels [49–58]. There has also been recent advances in the quantum simulation ofmolecular
dynamics, with the recent proposal and experimental implementation of vibrational spectroscopywith trapped
ions via boson sampling [59–61].

In this paper, we introduceCounterdiabatic Born–Oppenheimer dynamics (CBOD) as an efficient
technique for the fast control of complex systems that arewell described by the BOA. To this end, we first
provide a brief summary of the BOA and the engineering of STAby counterdiabatic driving (CD) in sections 2
and 3, respectively.We then present CBOD in section 4 and demonstrate its validity with a paradigmatic
example of coupled harmonic oscillators of unequalmass, in section 5.We end by considering an example of a
trapped particle and free particle interacting via aCoulomb-like term in section 6.

2. Born–Oppenheimermethod

In order tofix the notation, wewill briefly discuss the BOA that will be at the core of theCBOD technique.
Throughout this work, wewill consider two-body systems.However, the approach can be readily generalized to
N-body systemswith two sub-sets of slow (heavy) and fast (light) particles, that we indicate with the labels S and
F, respectively.Wewillmake the assumption thatmS?mF. In this section, wewill introduce both the
conventional BOA aswell as the relaxed BOA,whereby, the fast degrees of freedom give rise to a Berry vector
potential for the slow variables.

2.1. Conventional BOA
Consider aHamiltonian of the form

= + +ˆ ˆ ˆ
( ˆ ˆ ) ( )H

m m
V

p p
x x

2 2
, , 1S

S

F

F
S F

2 2

where = - p̂ ii i (i=S, F) denotes themomentumoperator and (ˆ ˆ )V x x,S F is a global potential term. The
latter can generally be decomposed as

= + +( ˆ ˆ ) ( ˆ ) ( ˆ ) ( ˆ ˆ ) ( )V V V Vx x x x x x, , , 2S F S S F F I S F

with thefirst two terms acting exclusively on the slow and fast coordinates, respectively, and an interaction term,
which is not separable in the coordinate representation in terms of {xS, xF}. The general form given by this
Hamiltonian includes the usualmolecularHamiltonian for electronic and nuclear dynamics, frequently used in
quantum chemistry [41, 47, 62].

Wewish to obtain the solutions to the Schrödinger equation

+ + Y = Y
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Given the difference inmass (mS?mF), the BOA suppresses the kinetic energy termof the slow variables [63]
to obtain a reducedHamiltonian for the fast ones. As x̂S commutes with this reducedHamiltonian, we can
simultaneously obtain the solutions of the reduced and full sub-systems. The reducedHamiltonian governs the
Schrödinger equation of the fast sub-system

f e f+ =
⎡
⎣
⎢⎢

⎤
⎦
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ˆ
( ˆ ) ( ) ( ) ( ) ( )

m
V

p
x x x x x x x

2
, ; ; . 4F

F
S F n F S n S n F S

2

The slow coordinates xS can be regarded as a parameter onwhich the reduced system eigenvalues and
eigenvectors depend. The solutions to the reduced Schrödinger equation form a complete set, in terms of which
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the full solution to the complete Schrödinger equation, equation (3), can bewritten as

å f yY = ( ) ( ) ( )x x x; , 5
n

n F S n S

where n runs over the eigenstates of the reducedHamiltonian.Wewill assume in this work that the fast sub-
system is in a single eigenstate n, avoiding the need for the summation in equation (5).

Using the product expansion of thewave function, equation (5), and the reduced Schrödinger equation,
equation (4), the full Schrödinger equation reads

^
^e f y f y+ =

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥( ) ( ) ( ) ( ) ( ) ( )

m
E

p
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; ; . 6S

S
n S F S S F S S

2

In the conventional BOA the derivatives of the fast sub-systemwave function, f ( )x x;F S , with respect to xS are
neglected in the above equation, i.e.,

f y f y»
ˆ

( ) ( ) ( )
ˆ

( ) ( )
m m

p
x x x x x
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2
; ;

2
. 7S

S
F S S F S
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Integrating out the fast degrees of freedom is then straightforward and leads to a slow sub-systemSchrödinger
equation in the final form

e y y+ =
⎡
⎣
⎢⎢

⎤
⎦
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ˆ
( ˆ ) ( ) ( ) ( )

m
E

p
x x x

2
. 8S

S
n S S S

2

Note,E gives the full energy of the systemwhile the full approximate wave function is given by equation (5).
The conventional BOA involves truly two approximations: (1) the energy scales of the system are vastly

different allowing for the suppression of one of the kinetic energies to obtain the reducedHamiltonian and (2)
corrections due to the elimination of derivatives in xS of the reducedwave function are small. These corrections
are referred to as diagonal corrections and they are usually negligible in comparison to the energy scale of the fast
sub-system [47]. The formof these corrections and their calculation is a vibrant area of research in its own right
[64–71].We have added another approximation to the conventional approach, that the fast sub-system evolves
adiabatically, this was invokedwhen the sumover the fast sub-system states was neglected. This is a common
approximationwhen using the BOA to describe time-evolution [47, 72], as the fast sub-system is assumed to
quickly relax to its ground state in the time-scale of the slowmotion.Note, that whenwe combine the BOAwith
CD,wewill assume the fast sub-system either evolves adiabatically or,more importantly for our approach, that
the fast sub-system is driven such that adiabaticity is enforced; in either case, the adiabatic approximation ismet.

2.2. RelaxedBOA
The approximation involving the elimination of the derivatives with respect to xSmade in the conventional BOA
can be relaxed [44, 45]. Generally, the neglected diagonal term can couple arbitrary eigenfunctions of the fast
degrees of freedom. A relaxed BOA consists of keeping the resulting cross-terms of the xS derivative while
neglecting transitions between these different eigenstates. This leads to the appearance of a Berry connection
between the two sub-systems in the full Schrödinger equation, which plays a role analogous to the vector
potential in the quantummechanics of a charged particle in an electromagnetic field [44, 45, 73].

Starting from the Schrödinger equation (6), our goal is to obtain a Schrödinger equationwhich is solely
dependent on the slow degree of freedom,without invoking the previous approximation that disregards the
derivatives of themomentumoperator. To remove the fast degree of freedomwemultiply equation (6) from the
left by f ( )†x x;F S and integrate over xF to obtain

^
^ò òf e f y f f y+ =

⎡
⎣
⎢⎢

⎤
⎦
⎥⎥( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )† †
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There is only one non-trivial integral in the above Schrödinger equation, which is,

ò f f y( )
ˆ

( ) ( ) ( )†
m

x x x
p

x x xd ;
2

; . 10F F S
S

S
F S S

2

It is an algebraic exercise [63] to obtain the terms arising from this integral, which can bewritten in terms of a
vector and a scalar potential in the slow sub-system Schrödinger equation

3
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The vector potential( )xS is the familiar Berry connection. The scalar potential e (ˆ )xn S is local and is dictated by
the fast variables. In addition, there is a contribution to the scalar potential experienced by the slow degrees of
freedom that is given by g(xS), which is the trace of the quantumgeometric tensor [74] associatedwith the change
of the eigenstates fñ∣ with respect to the slow coordinates xS, treated as a parameter.

3. Counterdiabatic driving

Among the variety of techniques available to engineer STA,CD stands out as a universal approach. It relies on
the use of auxiliary counterdiabatic fields to guide the evolution of the quantum systemof interest through an
adiabatic reference trajectory. CDwas developed in the context ofmolecular dynamics byDemirplak andRice
[2, 3, 75], as an alternative to strictly adiabatic population transfers betweenmolecular states; see also the
independent and closely relatedwork by Berry [4]. CD and related protocols have been recently implemented in
a variety of platforms for quantum technologies including trapped ions [20], nitrogen-vacancy centres in
diamond [9, 11], ultracold atoms in optical lattices [8] and as amethod to speed up stimulated Raman adiabatic
passage in ultracold gases [10]. It has become a popular technique to control and engineer the nonadiabatic
evolution of quantum systemswhile enforcing the following of adiabatic trajectories [2–4, 23, 39, 75].

CD relies on the spectral properties, eigenstates and energies, of the drivenHamiltonian of interest

eñ = ñˆ ( )∣ ( ) ( )∣ ( ) ( )H t n t t n t . 14n0

According to the adiabatic approximation, the state of a systemprepared in an eigenstate ñ∣ ( )n 0 at t=0 evolves
under a slowly-varying ˆ ( )H t0 into

 ò òy e= - ¢ ¢ - ¢ ¢ ¶ ¢¢
⎡
⎣⎢

⎤
⎦⎥∣ ( )⟩ ( ) ⟨ ( )∣ ( )⟩ ∣ ( )⟩ ( )t t t t n t n t n texp

i
d d , 15n

t

n

t

t
ad

0 0

which includes the dynamical phase aswell as the geometric phase associatedwith the Berry connec-
tion á ¢ ¶ ¢ ñ¢( )∣ ( )n t n ti t .

A STAprotocol assisted byCDcan be designed by identifying amodified drivenHamiltonian ˆ ( )H t such that
the adiabatic evolution (15) becomes the exact solution of the corresponding time-dependent Schrödinger
equation

y yñ = ¶ ñˆ ( )∣ ( ) ∣ ( ) ( )H t t ti . 16n t n
ad ad

Hence, nomatter how fast the system is driven, the evolution is described by the adiabatic trajectory (15), i.e.,
without the requirement of slow driving. The corresponding time-evolution operator also fulfills (16), which
allows the identification of themodified drivenHamiltonian as the generator of evolution

= ¶ˆ ( ) [ ˆ ( )] ˆ ( ) ( )†H t U t U ti . 17t

Making use of the following formof the time-evolution operator

å y= ñáˆ ( ) ∣ ( ) ( )∣ ( )U t t n 0 , 18
n

n
ad

themodified drivenHamiltonian is found by explicit computation [2, 4]

å e= ñá +ˆ ( ) ∣ ∣ ˆ ( ) ( )H t n n H t , 19
n

n 1
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wherewe have defined

å= ¶ ñá - á ¶ ñ ñáˆ ( ) (∣ ∣ ∣ ∣ ∣) ( )H t n n n n n ni . 20
n

t t1

Thefirst term in (19) is recognized as the spectral decompositionof the original systemHamiltonian ˆ ( )H t0 . The
second term, Ĥ1, is the auxiliaryCD termrequired so that the adiabatic trajectory y ñ∣ ( )tn

ad in equation (15)becomes
an exact solutionof (16), that is the Schrödinger equation for the full drivingHamiltonian = +ˆ ˆ ˆH H H0 1.

When the energy spectrumof Ĥ0 is non-degenerate, the additional CD term can be recasted using the
differential of the time-independent Schrödinger equation of the original systemHamiltonian [4], ˆ ( )H t0 ,

e e
á ¶ ñ =

á ¶ ñ
-

( )∣ ( ) ( )∣ ˆ ( )∣ ( )
( ) ( )

( )m t n t
m t H t n t

t t
, 21t
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which yields the following alternative expression for the auxiliary CD term

 å å e e
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P t H t P t

t t
i , 22
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m t n
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1

0

in terms of the projector = ñáˆ ( ) ∣ ( ) ( )∣P t m t m tm .

4. Counterdiabatic Born–OppenheimerDynamics (CBOD)

The Born–Oppenheimermethod and the theory of CD can be exploited jointly to engineer the fast nonadiabatic
control of complex systems, as we next discuss. TheCDs for the slow and fast sub-systems can be obtained via
the BOA, either via the conventional or relaxed variants. These auxiliary control terms can then be used to drive
the (exact) systemHamiltonian, a techniquewe shall term asCBOD.

4.1. CDwith the conventional BOA
Wefirst consider the conventional BOA, according towhich the fast and slow sub-systemHamiltonians are

= +ˆ ( ˆ )
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( ˆ ) ( )H t
m

Vx x
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S F

2
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The requiredCD terms can be found via the general expression equation (20) and for the slow and fast sub-
systems read, respectively,

 f f f f f f= ¶ ñá - á ¶ ñ ñáˆ ( ) (∣ ∣ ∣ ∣ ∣) ( )H t i , 25F t t,1

 y y y y y y= ¶ ñá - á ¶ ñ ñáˆ ( ) (∣ ∣ ∣ ∣ ∣) ( )H t i . 26S t t,1

By contrast, the CD term for the full system is

= ¶ YñáY - áY ¶ Yñ YñáYˆ ( ) (∣ ∣ ∣ ∣ ∣) ( )H t i . 27t tFull,1

The full form can be rewritten, exploiting the tensor product structure of the full wave function
f yYñ = ñ Ä ñ∣ ∣ ∣ (i.e. separable in the BOA).We note thatwhile this separable form is natural in the BOA, it can

be invoked generally [76, 77]. Substituting in the factored formof the full wave function, the full CD can be
written as

^

^ ^
 f f y y f f y y f f y y f f y y

y y f f
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. 28

t t t t

F S
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,1 ,1

Therefore, the CBOD technique simplifies the global CD control by driving the two sub-systems separately, this
is, by using the auxiliary control terms (25) and (26) as opposed to (27).

We can gain further insight into theCBOD terms by assuming the spectra of ĤS and ĤF to be non-
degenerate, as this allows the recasting of theCDcontrol terms into the formof equation (22),

 å å
f f f f

e e
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Note, that in the fast control Ĥ x,F S,1 is treated as a parameter, which is the case of the reducedHamiltonian in
equation (4) in the BOA.
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As customary in STA assisted byCD, the required auxiliary terms are off-diagonal in state space. However, it
is useful to focus on the dependencies on xS and xF.Wewish to compare theCBOD termswith the exact CD
termwithout resorting to the BOA.Assuming the system is exactly solvable theCD is


 

å å
c c c c

=
ñá ¶ ñá

-¹

ˆ ∣ ∣ ( ˆ ˆ )∣ ∣
( )H

V x x
i

,
, 31

m n n

m m t S F n n

n m
exact,1

with c c cñ = ñ ñˆ ∣ ∣ ∣H ,n n n0 the exact eigenstates and òn the exact eigenvalues. Due to the interactions between
slow and fast degrees of freedom,which are not separable in the {xS, xF} space, the operator Ĥexact,1 can be
complicated to implement, as it involves a generally complex coupling between the two sub-spaces (or two
particles).

Therefore, CBODprovides a computational advantage over the exact STA approach. Indeed, it circumvents
the need to deal with the full spectra, proceeding, instead, in two-subsequent steps; treating first the fast degrees
of freedom and then the slow ones. CBOD thus benefits from the dimensional reduction of the problem to
engineer theCD term for the fast sub-systemdriving, equation (29).

In addition, CBODmay simplify the required drivings by potentially removing or reducing the coupling
between the two sub-spaces. In such a case, CBOD controls will be simpler to implement than the exact CD
terms. For the slow sub-system, equation (30), the off-diagonal terms are coupled via the time derivative of the
energy for the fast sub-system. This is the potential surfacewhich the slow sub-system experiences due to the fast
sub-system, and it is of no surprise that to enforce adiabatic evolution it is required to drive off-diagonal terms
with this as the scaling. The coordinate dependence of slow sub-systemCD, equation (30) is simplified in
comparison to the exact driving, equation (31), as the potential energy surfaces can only depend on xS.
Therefore, the slow sub-systemdriving only requires operators which act on the slow sub-system space andwill
have no cross-terms between the two sub-spaces. Therefore, CBOD readily simplifies the required control term
for the slow sub-system,without further approximations.

4.2. CDwith the relaxed BOA
Inwhat followswe derive themodified driving controls when the relaxed BOA is used, as discussed in
section 2.2. The requiredCD terms for the fast and exact systems are the same as in equations (25) and(27);
alternatively, by (29) and (31). The slow sub-systemhas amodifiedHamiltonian resembling that of a particle in
an electromagnetic field, see equation (11).

To obtain theCDunder the assumption of no degeneracies in the spectra according to equation (22), we first
need to obtain the time derivative of theHamiltonian
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where {·, · } denotes the anti-commutator and º ¶˙
t . The slow sub-systemCD is therefore given by

^ ^ ^ ^ ^

åå=

-
 +

¹

⎡
⎣⎢

⎛
⎝⎜

⎞
⎠⎟

⎤
⎦⎥{ ˙ ( ) } ( ) ( )H

E E
P

m
t V t Px xi

1 i
, , , , 35S

m n n n m
m S

S
n S n S n Sx,1 , ,S

where = ñáˆ ∣ ∣P m mm S S S, . As a result, evenwith the relaxed BOA, the slow sub-systemCD termonly depends on
operators related to the slow coordinate xS.

4.3. Applicability of CBOD
CBOD, as an approximate technique, does not necessarily enforce the evolution of the systemHamiltonian to
follow the adiabatic trajectory exactly. It resorts to theCD terms constructed via the BOA to drive the (exact)
system,which includes couplings between slow and fast sub-systems beyondBOA. Said differently, CBOD is
constructed to drive the fast and slowHamiltonians of the BOAHamiltonian (as opposed to the exact system
Hamiltonian) exactly through the adiabaticmanifold.Wewill assess the validity of CBODusing the fidelity
between the resulting state and that of the exact adiabatic evolution after amodulation of the system
Hamiltonian in a prescheduled time.

The implementation of theCBOD technique, in general, involves the following steps:
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1. Check the validity of BOA, i.e., that there are two separated energy scales in the region of interest.

2. Derive theCDs using the BOA.

3. Apply these (approximate) control terms to guide the dynamics of the (exact) systemHamiltonian.

Wewill consider next an example discussing each step in detail and certify CBODby comparing its performance
to the exact CD evolution.

5. Coupled harmonic system

To illustrate CBOD,we next consider the engineering of STA to drive two coupled harmonic oscillators, that can
represent, e.g., two atoms in a harmonic trap interacting via a spring-like term. Thismodel has been previously
used to assess the BOA [78], admits an exact solution [79–84] and is realizable in controllable quantum systems
of ion traps [85–88]. It, therefore, constitutes a natural test-bed for CBOD.

Specifically, we consider theHamiltonian

^
^ ^

^ ^ ^ ^= + + + + -( ) ( ) ( ) ( )( ) ( )H t
p

m

p

m
k t x k t x k t x x

2 2

1

2

1

2

1

2
, 36S

S

F

F
S S F F I S F0

2 2
2 2 2

with continuous variables x̂S and x̂F in one spatial dimension. Alternatively, it can be rewritten as

^
^ ^

^ ^ ^ ^k k= + + + -( ) ( ) ( ) ( ) ( )H t
p

m

p

m
t x t x k t x x

2 2

1

2

1

2
, 37S

S

F

F
S S F F I S F0

2 2
2 2

withκS=kS+kI andκF=kF+kI, whichmakes explicit the bilinear coupling. For the sake of generality, we
first provide a derivation of theCDs for this systemwhen all spring constants are time-dependent.

The spectral properties can be studied by diagonalizing the system in terms of two independent harmonic
oscillators, the normalmodes.We denote by ˆ ˆy p,i i, andκi (i=1, 2) the corresponding normal-mode
coordinates, conjugatemomentum and spring constants, for which explicit expressions are derived in the
appendix. In terms of them, the systemHamiltonian can be simplywritten as

m m
k k= + + +ˆ ( )

ˆ ˆ
( ) ˆ ( ) ˆ ( )H t

p p
t y t y

2 2

1

2

1

2
. 380

1
2

2
2

1 1
2

2 2
2

The BOA leads to an approximation of the systemHamiltonian Ĥ0 also in terms of two independent harmonic
oscillators, whose eigenstates under the conventional and relaxed BOA coincide, as the Berry connection
identically vanishes and the quantumgeometric tensor reduces to a time-dependent constant; see the appendix
for further details. Note, that in order for the slow sub-systemof the BOAHamiltonian to have a real harmonic
frequency it is required that k k >( ) ( ) ( )t t k tS F I

2.
Knowledge of the exact and BOA eigenfunctions allows us to establish the validity of the BOAwhenever

mF/mS=1. To this end, we consider the fidelity between an exact eigenstate of the two coupled harmonic
oscillatorsΨexact and the corresponding BOAΨBOA

= áY Y ñ∣ ∣ ∣ ( )F . 39Exact BOA
2

The Born–Oppenheimermethod provides a good approximation for the coupled harmonic oscillator problem
for a smallmass ratiomF/mS, see figure 1. As the trapping frequency of any of the two sub-systems—slowor fast
particles—is increased, the accuracy of the BOA increases, as shown infigures 1(a)–(b). This is consistent with
the fact that the energy scale separation between the two sub-systems is increased for a givenmass ratio as the
sub-system spring constants aremade larger,making the two sub-systemsmore decoupled. By contrast, when
decreasing the interaction strength, see figure 1(c), the stateΨBOA approachesΨExact as quantified by the higher
values of thefidelity. Naturally, the coupling between both sub-systems increases with the interaction spring
constant, leading to a breakdown of the BOA at large values of kI.

We next derive and compare the auxiliary control terms required to enforce adiabaticity in an arbitrary
prescheduled time using the exact CD andCBOD.

5.1. Exact CD
The exact solution of the coupled system (36) can bewritten in terms of the two independent harmonic
oscillators, the normalmodes, described byHamiltonian(38). Knowledge of theCD term for a single harmonic
oscillator [23, 89] readily yields the exact CD term for the coupled system
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( )

{ ˆ ˆ } ˙ ( )
( )

{ ˆ ˆ } ( )H t
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y p

4
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4
, , 401

1

1
1 1

2

2
2 2

as the sumof the generators of the squeezing operator for each normalmode. As such, they are spatially non-
local due to themomentumdependence. Alternative controls can be obtained bymeans of the unitary
transformation

 


mw
w
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w
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4
, 411

1
1
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2

which acts on the position andmomentumoperators in theHamiltonian as

^ ^ ^

^ ^ ^ ^

^ ^ ^ ^ ^ ^
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w m
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m w
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,
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,
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2

1,2
2
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2 1,2

1,2
1,2 1,2

2
1,2

2

1,2
2 1,2

2

Given that ¶ ¹† 0t the full drivingHamiltonian = +ˆ ˆ ˆH H H0 1 is transformed according to

    = - ¶ˆ ˆ ˆ ( )† †H H H i . 43T t

while the original wave functionΨ ismapped to

Y  Y = Y ( ). 44T

Making use of (42), it is found that the transformedHamiltonian ĤT , unitarily equivalent to Ĥ , takes the form

m m
mw mw= + + +ˆ ( )

ˆ ˆ
( ) ˆ ( ) ˆ ( )H t

p p
t y t y

2 2

1

2

1

2
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1
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2
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2

1
2

,2
2

2
2

with the corresponding frequencies being

w w
w
w

w
w

= - +( ) ( ) ˙ ( )
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( ){ } t t
t

t

t

t

3

4

¨

2
. 46T , 1,2

2
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2 1,2
2

1,2
2

1,2

1,2

Therefore, the exact CDof coupled harmonic oscillators can be implemented by amodification of the normal
mode frequency of the original systemHamiltonian Ĥ0. However, thismodificationwill require independent
control of the slow, fast and interaction spring constants.

5.2. CBOD
Within the BOA theHamiltonians of the slow and fast sub-systems are that of two harmonic oscillators, and the
correspondingCBOD terms are given by

w
w

= -ˆ ( ) ˙ ( )
( )

{ ˆ ˆ } ( )H t
t

t
x p

4
, , 47F

F

F
T T,1

w
w

= - ˆ ( ) ( )
( )

{ ˆ ˆ } ( )H t
t

t
x p

4
, , 48S

S

S
S S,1

where = -
k( )ˆ ˆ ( )

( )
x x xT F

k t

t S
I

F
and =ˆ ˆp pT F is the corresponding conjugatemomentumoperator, see the appendix.

For the coupled harmonic oscillators the CBODauxiliary controls under the conventional and relaxed BOA are
equivalent, as thewave functions coincide.Wewill consider a case inwhich the fast sub-system is also driven to

Figure 1.Ground state fidelity between the exact and BOAwave functions. Fidelity between the exact ground state wave function
of two coupled harmonic oscillators and the corresponding BOAwave function, as a function of themass ratio in a log-scale.
(a) Increasing the slow spring constant, enhances the accuracy of BOA (κF=100, kI=50). (b) Similarly, increasing the fast spring
constant increases thefidelity (κS=100, kI=50). (c)As the coupling between the slow and fast sub-systems is enhanced by
increasing the interaction spring constant, the BOAbegins to break down (withκS=100 andκF=100).
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enforce adiabaticity byCBOD.However, within the BOA the fast sub-system is usually assumed to evolve
adiabatically and, in that case, the control ĤF,1would not be required. The drivingHamiltonianwith theCBOD
control terms reads

^
^ ^

^ ^ ^ ^ ^ ^ ^ ^k k
w
w

w
w

= + + + - - -( ) ( ) ( ) ( ) ˙ { } ˙ { } ( )H t
p
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2 2
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2

1

2 4
,

4
, . 49S

S

F

F
S S F F I S F

S

S
S S

F

F
T F

2 2
2 2

The evolution under thisHamiltonian is not necessarily adiabatic with respect to the exact Ĥ0 eigenbasis, as the
CBODauxiliary terms are approximate. As a result, an STAdesigned byCBOD cannot be arbitrarily fast. The
direct exact solution of the Schrödinger equationwith thisHamiltonian is hindered by the term ˆ ˆx pS F resulting
from the last anti-commutator. However, this term can be absorbed into the fastmomentum.Dropping the
time dependence for simplicity, onefinds

^
^ ^ ^ ^ ^
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^
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2

where in the final linewe havemade an approximation consistent with the BOA, that the fast sub-system
momentumwill dominate over the additionalmomentum termwhich is a function of the slow sub-system
coordinate. The drivingHamiltonian takes then the form

^
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In a similarmanner to the previous scenario, we can use the unitary transformation of

 
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w
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to obtain the unitarily equivalentHamiltonian
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which is that of two oscillators with bilinear coupling, i.e., the original systemHamiltonian (51), withmodified
spring constants

g k
w
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Therefore, CBOD simplifies the engineering of STA in the systemby driving the slow and fast sub-systems
independently. In addition, it succeeds in doing sowithout the need to tailor the interaction termbetween the
two-sub-systems. This is contrary to the exact CD,which involves a controlledmodulation in time of all the
potential terms in the originalHamiltonian, including the interaction.

AsCBOD relies on the BOA, the dynamics generated by theHamiltonian (53) is not strictly adiabatic. The
exact solution to the corresponding time-independent Schrödinger equation can be obtained in a similar
manner to that shown for the exact solution in the appendix, with a separation into two independent normal-
mode harmonic oscillators. The nonadiabatic evolution of each normal-mode harmonic oscillator can then be
described exactly by a self-similar transformation of the corresponding wave functionΦ at the start of the
evolution. For a harmonic oscillator ofmassm and frequency w ( )t the scaling symmetry determines the
evolution of the ground state according to [1, 23, 89, 90]

 ò
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where w w= ( )00 and >( )b t 0 is a scaling factor obtained by solving the Ermakov equation

w
w

+ =( ) ( ) ( )
( )

( )b t t b t
b t

¨ , 572 2 0
2

3

with boundary conditions b(0)=1 and =˙( )b 0 0. By solving the above Ermakov equation numerically for the
parameters ofHamiltonian(53), the exact evolution of the systemunderCBODcan be obtained via
equation (56).

5.3. CBODvalidity
To investigate the validity of theCBOD techniquewe consider the followingmodulation of the spring constant

p
p
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2
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2
, 58

f

f

f
0

1

where k0 and k1 are offset and strength parameters of the ramping, respectively, andTf is the time-scale of the
modulation, with a singlemodulation after t=Tf. This ramphasfirst and second derivatives that vanish at
t=0 andTf, favoring adiabatic evolution [91], e.g., over a linear ramp.Wewill consider a ramping of the
individual terms inHamiltonian(36), i.e.κS,κF and kI.

We show thefidelity of the ground state under a ramping of each spring constant infigure 2, i.e.

= áY Y ñ∣ ( )∣ ( ) ∣ ( )F T T . 59f fExact CBOD
2

From the assessment of the validity of the BOA in this example, seefigure 1, theCBOD technique is expected to
be particularly sensitive to ramping the interaction spring constant. A significant drop off infidelity is observed
as the interaction strength is increased by the ramp.Overall, CBODmatches with highfidelity the exact adiabatic
evolution. This is reflected by the values F�0.99 observed infigure 2.

For large ramps of the interaction spring constant, the dotted green lines of figure 2, a slight breakdown of
the validity of CBOD formF/mS∼1 becomesmanifest. This ismost likely due to themomentum
approximation of equation (50), whichwas required to decouple the fastmomentum and slow coordinates in
theCDcontrol termswithin the BOA. This approximation is only valid in the limit ofmF/mS=1 and/or kI=
κF, which are both broken in this scenario.Hence, the lowerfidelity of theCBODprotocol for largemass ratio.
The breakdownof theCBOD formF/mS∼1 is consistent with the breakdown of the BOA. Provided that the fast
and slow degrees of freedom can so be defined, CBOD can generate highfidelity evolution of states under fast
modulations.

However, by contrast to exact CD, CBOD is not valid for arbitrarily fastmodulations. CBOD trades the
possibility of engineering arbitrarily fast STA for the ability to treat interacting systemswhichmay not be exactly
solvable and to simplify the experimental implementation of the required control terms in these systems. The
behavior of CBODunder fastermodulations is investigated infigure 3, by thefidelity of the exact andCBOD
techniques at the end of the process t=Tf. Aswould be expected, thefidelity decreases with faster ramping
times,Tf but thefidelity remains high (F�0.9) and this trend continues for smallerTf, for which thefidelity
exhibits a plateau. Infigure 3, each ramp is of amoderate strength and as this strength is increased the fidelity
decreases, as was shown infigure 2. Therefore, despite the dependence of thefidelity on themodulation time,
CBODcan be used for fast driving of the system.

Figure 2. Fidelity under counterdiabatic Born–Oppenheimer dynamics (CBOD). The ramping of a single spring constant of two
coupled harmonic oscillators is considered, according to the timemodulation in equation (58). Under exact CD, a system initialized in
the ground state evolves into the ground state of thefinalHamiltonian upon completion of the ramp. CBODapproximates the
required controls to assist adiabaticity, facilitating their implementation. Thefidelity between the final state evolved under the exact
CD andCBOD is shown (for t=Tf=1) in three different cases, corresponding to themodulation of one of each of the spring
constants in the systemsHamiltonian: (a) rampingκS, with kI=50,κF=100, k0=50. (b)RampingκF, with kI=50,κS=100,
k0=50. (c)Ramping kI, withκS=κF=100, k0=1.
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6. CBOD in trapped charged particles

CBODcan be used to design of STA in systems that are not exactly solvable, ormore generally, easily tractable,
analytically or numerically. To demonstrate this, we consider two particles interacting via a Coulombpotential,
with the slow particle being confined by a harmonic trap and the fast particle feeling only an attractive Coulomb-
like interaction. Thismodel is similar to that ofHooke’s atom,which is exactly solvable for certain parameter
values. ThemodelHamiltonian is

w= + + -
-

ˆ ˆ ˆ
ˆ

∣ˆ ˆ ∣
( )H

m m
m r

g

r r

p p

2 2

1

2
, 60S
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F

F
S S S

F S

2 2
2 2

where g is an interaction strength and r̂ is the radial coordinate of the spherical coordinate system for each of the
slow and fast particles. To justify a separation of variables under BOA,we assume thatmS?mF. In this section,
wewill derive the formof theCBODdrivings for thismodel.

Under the BOA, the slow and fastHamiltonian are

w e= + +ˆ ˆ
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2
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The fast sub-systemhas the formof the hydrogen atomHamiltonianwhich has known solutions,

y q f q f¢ ñ = ¢ ñ Ä ñ∣ ( ) ∣ ( ) ∣ ( ) ( )r R r Y, , , , 63F F n l F l m, ,

where ¢ = -ˆ ˆ ˆr r rF F S. The solutions to the radial ¢ ñ∣ ( )R rn l F, and angular q f ñ∣ ( )Y ,l m, separation of this wave
function can be found by solving the separated Schrödinger equations, see [63, 84, 92], and are characterized by
three quantumnumbers (n, l,m). The corresponding eigenvalues depend only on the principal quantum
number n and take the form


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. 64F
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The reducedHamiltonian thus becomes
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which has harmonic oscillator solutionswith energy
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Weconsider the driving of the systembymodulating the interaction strength g=g(t). Under the BOA the
dynamics arises only in the fast sub-system, as the slow sub-systems state is invariant under a driving of g. The
g-dependence of the fast sub-system state is entirely containedwithin the radial component of thewave function
[84, 92, 93], which takes the normalised form
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Figure 3. Speed of counterdiabatic Born–Oppenheimer dynamics (CBOD). The ramping of a single spring constant of two coupled
harmonic oscillators is considered as a function of the ramping timeTf, according to the timemodulation in equation (58). The
fidelity between the final state evolved under the exact CD andCBOD is shown in three different cases (for t=Tf), corresponding to
themodulation of one of each of the spring constants in the systemsHamiltonian: (a) rampingκS, with kI=50,κF=100, k0=50.
(b)RampingκF, with kI=50,κS=100, k0=50. (c)Ramping kI, withκS=κF=100, k0=1.
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where a ( )L xm are the generalised Laguerre polynomials. In this scenario, it is helpful towrite theCD term as
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Weobtain the g derivative of the radial component as
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wherewe have simplified the expression using the generalised Laguerre polynomial recurrence relations [94].
The Berry connection, á ¶ ñ˙ ∣g R Rn l g n l, , , takes the formof a knowndefinite integral [95] and is found to be


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withΓ(a) the gamma function and ( )a k the Pochhammer symbol, i.e. = G + G( ) ( ) ( )a a k ak . Using
equations (69) and(70) it is possible to construct the CBOD fast CDs in general. For the sake of illustration, we
consider the system to be prepared in the low energy states.We can compactly write the form for theCDof single
states for the ground state (n, l)=(1, 0)



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ñá
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, 71F
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which is an energy termplus a potential linear in the radial coordinate. Thefirst excited state is degenerate with
(n, l)=(2, 0) or (n, l)=(2, 1), and each has a different CD term, for (2, 0)
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and for (2, 1)


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We see that for higher energy states, the formof theCD, equation (68), required can bemore complex, with ¢r1 F

potentials for the (2, 0) state, as the CDhas a termproportional to the ratio of two Laguerre polynomials from the
derivative equation (69).

This example illustrates howCBODcan prove useful to engineer STA in complex systems. In this particular
model, the fullHamiltonian is not easily solvable. Yet, the derivation of theCBODauxiliary controls ismade
possible by relating the sub-systemHamiltonians towell-known solvablemodels.More generally, we expect that
CBODhelps cracking the complexity barrier in the design of STAby harnessing the separation of energy scales
between different degrees of freedom,whenever present.

7. Conclusions

STAprovide control protocols to guide the dynamics of quantumand classical systems along an adiabatic
reference trajectory, without relying on slow driving. A universal approach to designing STA is provided by the
CD technique that guides the evolution of an arbitrary quantum systembymeans of auxiliary control fields.
However, determining the auxiliary controls requires knowledge of the spectral properties of the system,
hindering its application to complex systems.

In this work, we have introducedCBODas a framework to design STA in complex systems. CBOD identifies
the required controls to speed up the dynamics of the systemby invoking the BOAwhenever a separation
between fast and slow degrees of freedom is justified. In such a scenario, the requiredCD terms for the fast and
slow variables can be obtained in two-subsequent steps, which in the spirit of the BOA, avoids the need to
diagonalize the high-dimensionalHamiltonian of the full system. Thus, CBOD facilitates the finding of the
requiredHamiltonian controls to speed up the dynamics, in scenarios where spectral properties are not readily
available. In addition, CBODalso simplifies the implementation of the STAby reducing the need to control the
coupling between fast and slow degrees of freedom.Wehave demonstrated the validity of CBODby testing it in a
paradigmatic test-bed of the BOA, an exactly-solvablemodel of two driven coupled harmonic oscillators with
unequalmasses for whichCBOD competes with the exact CD in the preparation of a target state.We have also
appliedCBOD to the design of STA in amore complex Coulomb system.We anticipate that the CBOD
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technique should facilitate the fast nonadiabatic control of the dynamics of complex systems in the plethora of
scenarios inwhich the BOAhas proved useful.
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Appendix. Two coupled harmonic oscillators with unequalmasses

A.1. Exact solution
The exact solution to the Schrödinger equation ofHamiltonian(37) is well-known [80]. First, we transform the
position andmomentum spaces canonically via the transformations
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This is followed by a rotation of the coordinates
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underwhich themomentum is invariant. To diagonalize the system the rotation angle is found to be
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TheHamiltonian is then diagonalized into normalmodes, i.e., two independent harmonic oscillators
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with reducedmass m = m mS F and spring constants
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The solution to the time-independent Schrödinger equation ofHamiltonian(A5) is that of two independent
harmonic oscillators in the coordinates y1 and y2 with total energy
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with i, j=0, 1, 2, ... and frequencies w k m=( ) ( )t t1,2 1,2 . The full wave functions take the formof the usual
Harmonic oscillator solutions, i.e.
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With the exact driving utilised in themain text the time-evolutionwill be the adiabatic solution
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A.2. BOA for two coupled harmonic oscillators
Wenow considerHamiltonian(37) in the regime of m mS F , where the BOA is valid. Following the steps of
section 2.1, the time-independent Schrödinger equation of the fast sub-system reads
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. Equation (A11) has solutions of a harmonic oscillator in the xT coordinate,
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and frequency w k=( ) ( )t t mF F F .
The slow sub-system then follows the Schrödinger equation of
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whichwill have harmonic solutions in xS
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with frequency w k= ¢ ( )t mS S S . Note, that k¢ ( )tS can be negative, turning the frequency imaginary and the
solutions considered in this work incorrect.Wewill take care to ensure that we remain in the real frequency
limit, i.e. k k >( ) ( ) ( )t t k tS F I

2. The total energy of the systemwill be
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and total wave function for a singlemodes is

f yY = ( ). A17nv n v

A.3. RelaxedBOA
Wenext consider the application of the relaxed BOA to the coupled harmonic oscillators. The Berry connection
in equation (12) and geometric tensor given by equation (13) are both integrals of the fast (or reduced) sub-
systemwave functions,fn, which are given in equation (A12). In particular, we consider the fast sub-system to
be in the ground state,
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The Berry connection identically vanishes

 f f= á ¶ ñ =∣ ( )i 0, A19x0 0 0S

and the geometric tensor simply reads


f f

w
k

= á¶ ¶ ñ =∣ ( ) ( )
( )

( )g
k t t m

t2
. A20x x

I F F

F
0 0 0

2

2S S

Excited states of the fast sub-system also result in a vanishing Berry connection and a geometric tensor of similar
form to above. Thereforewithin the relaxed BOA, the coupled oscillator problemhas the samewave functions as
the conventional BOAbutwith a different total energy. That difference is the value of the geometric tensor
multiplied by a factor, as shown in equation (11). In this example, the relaxed and conventional CDs are
identical, as thewave functions coincide.
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