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Abstract
Weconsider ametrology scenario inwhich qubit-like probes are used to sense an external field that
affects their energy splitting in a linear fashion. Following the frequency estimation approach inwhich
one optimizes the state and sensing time of the probes tomaximize the sensitivity, we provide a
systematic study of the attainable precision under the impact of noise originating from independent
bosonic baths. Specifically, we invoke an explicitmicroscopic derivation of the probe dynamics using
the spin-bosonmodel withweak coupling of arbitrary geometry.We clarify how the secular
approximation leads to a phase-covariant (PC) dynamics, where the noise terms commutewith the
fieldHamiltonian, while the inclusion of non-secular contributions breaks the PC.Moreover, unless
one restricts to a particular (i.e., Ohmic) spectral density of the bathmodes, the noise termsmay
contain relevant information about the frequency to be estimated. Thus, by considering general
evolutions of a single probe, we study regimes inwhich these two effects have a non-negligible impact
on the achievable precision.We then consider baths ofOhmic spectral density yet fully accounting for
the lack of PC, in order to characterize the ultimate attainable scaling of precisionwhenN probes are
used in parallel. Crucially, we show that beyond the semigroup (Lindbladian) regime the Zeno limit
imposing the 1/N3/2 scaling of themean squared error, recently derived assuming PC, generalises to
any dynamics of the probes, unless the latter are coupled to the baths in the direction perfectly
transversal to the frequency encoding—when a novel scaling of 1/N7/4 arises. As ourmicroscopic
approach covers all classes of dissipative dynamics, from semigroup to non-Markovian ones (each of
thempotentially non-phase-covariant), it provides an exhaustive picture, inwhich all the different
asymptotic scalings of precision naturally emerge.

1. Introduction

Quantummetrology is a rapidly evolving researchfieldwith a potential to soon become a commercial
technology [1, 2]. Over the last decades, it has developed inmany different directions encompassing a broad
spectrumof settings inwhich quantum systems are employed to precisely sense,measure or track physical
parameters [3–6]. Despite other important quantumphenomena enhancing precisionmeasurements [7], its
major part has been devoted to scenarios withmultiple probes, whose inter-entanglement allows to surpass
precision limits typical to classical statistics, i.e., the StandardQuantumLimit (SQL) [8]. As a result, the precision
of sensing a parameter (either intrinsic or externally imprinted, e.g., by afield) encoded in each of the probes
dramatically improves with the probe number. In optical interferometry [4], in which the SQL is dictated by the
photon shot noise, the use of squeezed light has allowed for ultrasensitive phasemeasurements [9], with a
spectacular application in gravitational-wave detectors [10, 11]. Similarly, in experiments involvingmultiple
atoms [5], in which the atomic projection noise defines the SQL, thanks to preparation of spin-squeezed [12] or
maximally entangled [13] states, novel standards of atomic transition-frequency have been proposed [14–16].
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On the other hand, large atomic ensembles [17] and nitrogen-vacancy centres [18] have becomemost sensitive
magnetometers to date [6];optomechanical devices have led to state-of-art displacementmeasurements [19],
while trapped-ion and optical-lattice atomic clocks have achieved both highest stability and accuracy in time-
keeping [20].

In parallel, novel theoreticalmethods have been developed in order to quantify the ultimate performance of
quantummetrology protocols and supplement the optimisation of their implementations. In particular, the
techniques of estimation theory [21] and statistical inference [22]have been generalised into the quantum realm,
introducing quantumnotions of, e.g.:Fisher Information (FI) [23], filtering [24] orwaveform estimation
[25];which then had to be adapted in order to account for the inevitable quantumnoise processes occurring in
real-life experiments [26–29].

Themainmotivation of ourwork is to provide amicroscopicmodel that, on the one hand, allows for an
explicit derivation of the up-to-date noisy quantummetrology results while giving them a clear connectionwith
themicroscopic details of the probe-environment interaction;but, on the other, is capable to go beyondwhat is
known thanks to its rich structure that, however, has an indisputable physical interpretation. In order to do so,
we resort to the canonical qubit-basedmetrology scheme depicted infigure 1, in whichwe set the probes to also
beweakly interactingwith bosonic baths during the sensing process. As a result, the dissipative dynamics of each
of them is described by the spin-bosonmodel [30] in theweak-coupling regime—amodel commonly used in
describing dynamics of open quantum systems, also beyond light-atom interactions, e.g, tomodel charge
transfer [31], tunneling inmaterials [32] ormagnetic flux in SQUIDs [33]. Importantly, depending on the
coupling geometry and the spectral density of bathmodes, themodel induces dissipative probe dynamics
encompassing common noise descriptions, whose use has been previouslymotivated in themetrological
context either phenomenologically [27, 28, 34], or by considering the classical stochastic-fluctuations approach
[35]. It then not only provides a unifying picture, but also gives novelmicroscopic derivations to somenoise-
types, e.g., rank-one Pauli noise [36] that includes transversal noise [37].Moreover, stemming from the
microscopic picture, it allows to take into account the effect of the dissipative dynamics being dependent on the
parameter being sensed—whichwe demonstrate to significantly improve the attainable sensing precision at a
single-probe level. Last but not least, it gives a clear interpretation of the phase-covariance assumption [38–40],
which forces the noise terms to commutewith the parameter-encodingHamiltonian, as it is then naturally
guaranteed by the secular approximationwithinwhich one discards fast oscillating terms in themaster equation
[41]. Hence, by considering themodel yielding non-secular dynamics induced by the baths withOhmic spectral
densities, we are able to explicitly show that it is theZeno limit (see [42, 43]) that dictates the asymptotic precision
scaling alsowhen the phase-covariance (PC) is broken. To this point, this limit was shown to be universal only in
the case of secular dynamics [44], hence this recent result is generalized for the consideredmodel. Yet it can even
be breachedwhen the coupling of each bath is perfectly transversal.

The presentmanuscript has the following structure: section 2 contains an extensive introduction to the field
of frequency estimation, illustrates the considered setup and recalls necessary tools for its analysis. The notion of
PC and its characterization in open quantum systems is established in section 3, alongwith the corresponding
form in terms of amaster equation. Subsequently, themicroscopicmodel of choice is illustrated in section 4,
wherewe demonstrate its capability to realize both PC and non-phase-covariant (NPC) dynamics. The following
sections deal with themetrologic properties of themodel.We clarify the effect ofNPCdynamics by using a single
probe in section 6, via a short time expansion of the dynamics, independent of the environmental spectral

Figure 1.Quantummetrology scheme—its consecutive stages with sensing probes being disturbed by bosonic baths. (I, blue):the
probesmodelled by two-level particles are prepared in a desired entangled state. (II, orange):the probes evolve for time t duringwhich
each of them is driven by an externalfield and decoheres due to interactions with the bath surrounding it. (III, green):a global
measurement is performed on all the probes, so that afluctuation of the fieldmay bemost precisely resolved based onmeasurement
outcomes.
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density one chooses to be realized by themodel. Section 7 contains a thorough study of the asymptotic scalings in
the regime of large number of probes.

2.Noisy quantum frequency estimation

In all quantummetrology schemes employingmultiple probes, as the one depicted infigure 1, the parameter to
be determined—e.g., the externalfield in sensing [6], the photon path-difference in optical interferometry [4],
or the atomic internal transition frequency in spectrocopy [14–16]—is crucially encoded onto each of the probes
in an independentmanner. As a result, by exploring the quantum entanglement in between them, the SQL can
be breached. In the classical setting, the SQL forces themean squared error (MSE) of estimation to decrease
according to the central limit theorem [45]—atmost as∼1/Nwith the number of probes—as the growth ofN
can then be effectively interpreted as an overall increase in the size of themeasurement data available. However,
when the probes are prepared in an entangled state, such an intuitionmust be abandoned. In particular, by
entangling all the probeswith one another, e.g., by preparing them in aGHZ state [13], theMSEmay drop even
as∼1/N2

—attaining the fundamentalHeisenberg Limit (HL) on precision [8].
In this work, we consider the task of frequency estimation that is directlymotivated by the atomic

spectroscopy experiments [14, 15]. However, it applies to any sensing scenario inwhich the duration of each
experimental repetition should be treated as a resource, while still operating in the regime of large statistics of the
measurement data gathered5. In such a case, the estimated parameter,ω0, corresponds to the effective
magnitude of aHamiltonian wH

0
inducing a unitary transformation on each of the probes

 = =w w w w
- w( ) ( ) ( ) ( ) ( )†t U t U t U t• with e , 1H ti

0 0 0 0
0

where w=w
ˆH h00
and ĥ is some fixed operator6. The parameterω0 can thus be naturally interpreted as the

atomic transition frequency in spectroscopy experiments [46] or, equivalently, the strength of an externalfield
being sensed, e.g., themagnetic field in atomic [17] orNV-centre-based [18]magnetometry setups. Let us
emphasize that within frequency estimation tasks the encodingHamiltonian, wH

0
, is assumed to befixed, what

contrasts the sensing scenarios inwhich either the parameterω0 varies in time andmust be tracked [25], or ĥ
itself is a time-dependent operator [47].

Importantly, in contrast to phase estimation tasks in optical interferometry [4], in frequency estimation one
must explicitly account for thefinite time-scale over whichω0 is imprinted on the probes. In particular, t in
equation (1) that constitutes the encoding time specifies also the duration of a single round (repetition) of the
protocol—we assume throughout this work that both the preparation andmeasurement stages infigure 1 take
negligible durations (see [48] for a generalisation). As a result, when optimising the protocol tomaximise the
precision attained, onemust take into account the fact that, although the total duration of an experiment,T, can
always be assumed to be significantly larger than the duration of a single protocol round (T?t), by decreasing t
the total number of repetitions, ν=T/t, is increased. Such a possibility can have a positive impact on the
achieved precision, as theMSE improves then at a classical,∼1/ν, rate due tomoremeasurement data being
gathered over the total experimental timeT.

2.1. Frequency estimation task as a quantum channel estimation protocol
Any frequency estimation task, andmore generally anymetrology scheme offigure 1, can be viewed at the
abstract level as a quantum channel estimation protocol [49, 50], depicted infigure 2. In particular, the
consecutive stages described infigure 1 can be formalised in the followingway. Initially, theN probes are
prepared in a potentially entangled quantum state ρ(N)(0). Subsequently, the frequencyω0 is encoded onto each
of the probes via the action of a completely positive and trace preserving (CPTP)map [51, 52]—a quantum
channel Lw ( )t

0
—that specifies each probe dynamics. As a result, the global state of the probes after the frequency

encoding stage of duration t reads

r r= Lw w
Ä( ) ( ) [ ( )] ( )( ) ( )t t 0 . 2N N N

0 0

In the absence of noise the probe channel corresponds to the unitaryω0-encoding introduced in equation (1),
i.e., L =w w( ) ( )t t

0 0
. However, in general, itmay incorporate the impact of any type of local noise that affects

each probe in an uncorrelated fashion.
Note that in this workwe do not consider the effects of global decoherencemechanisms that disturb all the

probes in a correlatedmanner. Such noise processes are known to impose fixed lower bounds on the achievable
precision inmetrology tasks that cannot be circumvented by any choice of probe states andmeasurements, even

5
For instance, whenmaximising the sensitivity of slope detection in external-field sensing scenarios [6].

6
Without loss of generality, we also require for convenience thatmaximal variance of ĥ is D =y y

ˆ∣hmax 1 42 .
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in the asymptotic limit of  ¥N [53–56]. As ourmotivation here is the investigation of the asymptotic
precision scaling in frequency estimation—in particular, its potential quantum enhancement beyond SQL
despite dissipative dynamics—wewant to consider schemes inwhich the error asymptotically vanishes withN
and it is this scaling that unambiguously quantifies the performance.

Themeasurement stage of anymetrology scheme offigure 1 corresponds infigure 2 to a generalised
quantummeasurement, either local or global, that is performed on the final state (2) yielding an outcome x. It is
formally defined by a positive operator valuedmeasure (POVM), { }Mx x, whose elements constitute positive-
semidefinite operators,Mx�0, that sum to identity, å =Mx x [51]. Themeasurement outcome x is then
associatedwith its corresponding POVMelement, so that the outcomes are distributed according to

r=w w( ) { ( ) }( )p x t Mtr N
x0 0
. Given that the protocol is repeated ν=T/t times over the total experiment duration

T, a dataset ofmeasurement outcomes = ¼n n{ }x x x, ,1 is collected. Then, based on the data, an estimator
w n˜ ( )x is constructedwhose value is aimed tomost accurately reproduce the estimated frequencyω0.Moreover,
as the experiment is assumed to lastmuch longer than a single protocol round,T?t, themeasurement data
collected can always be taken to be sufficiently large for the asymptotic (n  ¥) statistical analysis to apply.

Notice that themeasurement outcomes are independently distributedwith = w n
n

w=( ) ( )xp p xi i10 0
, as we

have, for simplicity, disregarded the possibility of conducting adaptive strategies inwhich one adjusts the
measurement, i.e., the POVM, in each protocol round based on the outcomes previously collected [57].We are
allowed to do so, as all the precision bounds discussed in the following sections are guaranteed to be saturated
without the need of adaptivemeasurements in the so-called ‘local estimation regime’ [45], i.e., when sensing
deviations ofω0 from a known value7. As such a scenario is themost optimistic one, the precision limits it
provides can be considered fundamental—being applicable to all themore conservative approaches as n  ¥
[58]. However, let us stress that the above requirement of ‘estimation locality’may, indeed, be relaxed by
allowing for themeasurements to be adaptive, given the promise that the true value ofω0 lies within afixed, yet
narrow enoughwindow [59]. Nevertheless, if onewas to consider the value ofω0 to be largely unpredictable, one
must explicitly followBayesian inference approaches to frequency estimation [60] inwhich the notions of SQL
andHLmust also be redefined [61].

Finally, the performance of the estimation protocol is quantified by theMSE of the estimator constructed,
i.e.

åw w wD -w n n
n

˜ ≔ ( )( ˜ ( ) ) ( )x xp , 3
x

2
0

2
0

whichmust beminimised by optimising the initial state, ρ(N)(0), and themeasurement POVM, { }Mx x, used in
each round of the protocol offigure 2.

2.2. Ultimate precision attained in quantum frequency estimation
TheminimalMSE (3)which can be attained by any consistent and unbiased estimator is determined by the
Cramér-Rao bound (CRB) [45]:

Figure 2.Quantumchannel estimationprotocol—a formal interpretationof thequantummetrology schemeoffigure 1. (I,blue):ρ(N)(0)
represents the initial collective state of theNprobes. (II, orange):as probes evolve independently, thequantumchannel representing global
dynamics factorises, L = Lw w

Ä( )N N
0 0

, into tensor product of probe channels, Lw0, which encode theparameter,ω0, to be estimated and
incorporate the impact of local noise. (III, green):a globalmeasurementperformedon theprobes is formally representedby aPOVM,
{ }Mx x , whose elements determine theprobability distributionof themeasurement outcomes labelledbyx.

7
A situation that naturally applies in the slope-detection scenarios (e.g., in Ramsey spectroscopy) of quantum sensing [6].
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 åw
n

D
w

w
w

w
˜

[ ]
[ ] ≔

˙ ( )
( )

( )
F p

F p
p x

p x

1
, where 4

x

2

cl
cl

2

0

0

0

0

is the FI that is fully defined by the probability distribution ofmeasurement outcomes, w ( )p x
0

, and its
dependence on the estimatedω0. Here, and throughout themanuscript, we use the dot symbol to denote the
derivative with respect to the estimated parameter, so that =

w
•̇ d •

d 0
. As r=w w( ) { ( ) }( )p x t Mtr N

x0 0
with the

measured state given in equation (2), the CRB constitutes the ultimate limit on the precision attained by the
protocol offigure 2 given a particular:initial state ρ(N)(0), POVM { }Mx x, and protocol duration t. Importantly,
the optimization of equation (4) overmeasurements can be completely avoided in the quantum setting, as one
mayfirst explicitlymaximise the FI over all POVMs by defining theQuantum-Fisher-Information (QFI) as [23]:

r r=w w w w[ ( )] ≔ [ ] { ( ) } ( )( )
{ }

( )F t F p t Lmax tr , 5Q
N

M
N

cl
2

x x0 0 0 0

which is now fully determined by the state rw ( )( ) tN
0

of equation (2)with wL
0
being its symmetric logarithmic

derivative (SLD) satisfying r r r= +w w w w w˙ ( ) ( ( ) ( ) )( ) ( ) ( )t L t t LN N N1

20 0 0 0 0
.

In general, the evaluation of the SLD and, hence, theQFI (5) requires the explicit eigendecomposition of the
state rw ( )( ) tN

0
, which becomes rapidly intractable due to its dimension growing exponentially with the probe

numberN. However, in the absence of noise this is not the case, as the evolution of the probes is fully dictated by
theirHamiltonians. Recalling equations (1) and (2)wemay thenwrite

L = =w w w w
Ä - w( ) ( ) ( ) ( ) ( )( ) ( ) † ( ) ( )

t U t U t U t• with e , 6N N N N H ti N

0 0 0 0
0

where, w= å = åw w= =
ˆ( ) [ ] [ ]

H H hN
n
N n

n
N n

1 0 10 0
is the effective global frequency-encodingHamiltonianwith n

indexing the probes. Thus, when considering pure initial states r y y= ñá( ) ∣ ∣( ) ( ) ( )0N N N in the protocol8, theQFI
(5) simplifies to [4]

 y = Dw w y
Ä[ ( )[ ]] ∣ ( )( ) ( ) ( )F t t H4 , 7Q

N N N2 2 N
0 0

whereD w y∣( ) ( )H N2 N
0

is just variance of the frequency-encodingHamiltonian for the state y ñ∣ ( )N .
Combining equations (4) and (5), we arrive at the quantumCramér-Rao bound (QCRB) [21] that we utilise

throughout this work as the benchmark dictating the ultimate achievable precision:

w
n r r

D =
w w

Î Î
˜

[ ( )] [ ( )]
( )

[ ] ( ) [ ] ( )F t T

t

F t
min

1 1
min . 8

t T Q
N t T Q

N
2

0, 0,
0 0

However, in the setting of frequency estimation, as indicated above, itmust also be optimized over the duration
time t of each protocol repetition. Then, as long asT?t, theQCRB (8) sets the fundamental limit on precision
for a given initial state ρ(N)(0), which is utilized in each round of the protocol offigure 2, while the probes evolve
according to particular dynamics specified by equation (2).

2.3. Realistic bounds onprecision in the presence of local noise
Now, stemming from equations (7) and (8), we can formally define the notions of SQL andHL in frequency
estimationwhen the noise is absent as, respectively,

w wD = D =˜ ˜ ( )T
t N

T
t N

1 1
and

1 1
. 92

SQL
2

HL 2

The aboveMSEs correspond to theminimal values of theQCRB (8) attainedwhenoptimising the protocol over all
separable and entangled initial statesρ(N)(0), respectively. In particular, wD ˜2

SQL is achievedbypreparing the probes

in a product fñÄ∣ N with fñ = Dy y∣ ˆ∣hargmax 2 , while wD ˜2
HL is attainedwith y l lñ = ñ + ñ∣ (∣ ∣ )( )N 1

2 min max ,

where l ñ∣ min max are the eigenvectors corresponding tominimal/maximal eigenvalues of theHamiltonian w
( )H N

0

in equation (7) [63].
However, things change quite drastically if noise is taken into account. Thefirst results in this directionwere

obtained in [26], which deals with a purely dephasing noise acting at rate γ independently and identically on each
of the probes, such that the resulting evolution is given by a quantumdynamical semigroup, i.e., it isfixed by a
Lindblad equation [64, 65]. The probes are described as qubits, as wewill do fromnowon. Evenwith the
preparation of entangled probes, one unavoidably recovers the SQL scaling, nomatter howweak the dephasing
is, with atmost a constant factor of improvement.While this analysis was dedicated to a specific initial
preparation andmeasurement (a generalized Ramsey scheme), it was afterwards extended to arbitrary
preparations andmeasurements and other kinds of semigroup dynamics [27, 28, 34]: in the presence of pure
dephasing, spontaneous emission, depolarization and loss, if one considers independent and identical noise and
the dynamics is given by a semigroup, the asymptotic scaling is unavoidably bounded to the SQL.

8
Pure initial statesmay always be considered optimal due convexity of theQFI (5) on states, r rå åw w[ ] [ ]( ) ( )F p p FQ i i

i
i i Q

i [62].
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Importantly, all the dynamics for which such limitationwas proven are characterized by the fact that the
action of the noise commutes with the unitary encoding of the parameter. In other terms, the dynamics of the
probes, besides being independent and identical, is PC [38–40], whichmeans that at any time t the quantum
channel Lw ( )t

0
can be decomposed into the unitary encoding term and a noise term, and these two commute.

More precisely, the dynamics of a two-level system is said to be PC, if for any rotation by an angle
f fs fs= -f { } { }, exp i • exp iz z , it holds

 fL = "f w[ ( )] ( )t t, 0, , . 100

This is easily shown to be equivalent to9  L = G = Gw w w w w( ) ( ) ◦ ( ) ( ) ◦ ( )t t t t t
0 0 0 0 0

, where Gw ( )t
0

is a noise
term, i.e the quantum channel acting on the probe that can associated purely with the noise.

By going beyond the assumptions of the above no-go theorems, i.e. the semigroup and PCproperties,
asymptotic precision scalings beyond SQL can be observed despite uncorrelated noise. On the one hand, by
breaking the PC and considering noise that is perfectly transversal to the frequency encoding, the ultimate lower
bound on precision has been derived [37]:

wD ^˜ ( )T
N

1
112

&semi 5 3

and shown to be asymptotically attainable up to a constant factor (denoted by). On the other, by
circumventing the semigroup assumption and considering pure dephasing noise fixed by a time dependent
dephasing rate γ(t), a scaling∝1/N3/2 has been found [42, 43, 66]. The super-classical 1/N3/2 scalingwas named
Zeno limit due to it being dictated by the quadratic decay of the survival probabilities for short times, analogously
to the Zeno effect [67, 68].

Recently [44], an achievable lower bound to the estimation error for thewhole class of PC dynamics,
including both semigroup and non-semigroup evolutionswas derived. Themaximal estimation precision is
fixed by the power-law decay of the short-time expansion of the noise parameters and it goes beyond the SQL if
and only if the semigroup composition law is violated at short times. Note thatmemory effects in the probes
dynamics, i.e., non-Markovianity [69, 70], do not provide any improvement of the estimation precision (apart
from the unrealistic case of a full revival of coherences). In particular, for any PCdynamics with linear decay of
the noise parameters, which corresponds to the semigroup evolution, one gets

wD ˜ ( )T
N

1
, 122

PC&semi

while a quadratic decay yields the Zeno scaling

wD ˜ ( )T
N

1
. 132

PC&Zeno 3 2

These two scaling behaviors, alongwith that in (11) for purely transversal noise, provide the optimal asymptotic
estimation precision achievable in the presence of different kinds of noise. Here, wewill connect these results to
themicroscopic description of the probe-environment interaction, butwewill also go beyond themby treating
the cases ofNC and non-semigroup noise.

3. PC versusNPCdynamics

From the above discussion, it should be clear that the PC, or otherwiseNPC, nature of the noise strongly
influences themetrological bounds on the achievable precision in the frequency estimationwhich are set by the
interactionwith the environment. Hence, it is worth presenting explicitly an intuitive way to differentiate
between PC andNPCdynamics, whichwewill exploit throughout the paper.We use a representation of qubit
quantum channels, which relies on theHilbert–Schmidt scalar product on theHilbert space of the linear
operators onfinite-dimensionalHilbert spaces, andwhich is directly linked to the action of the channels on the
Bloch sphere. For further details the reader is referred to [52, 71–76].

Recall that theHilbert–Schmidt scalar product among two linear operators ξ andχ is defined as

x c x cá ñ = { } ( )†, tr . 14

Hence, given the orthonormal basis of operators t s=a a= ¼ ={ } { }2 , 2j j x y z0, ,3 , , acting on 2, with sj the
Paulimatrices, any qubit state ρ can be represented as

9
Note that in [28, 34], as well as in [44], anω0-independent noise termΓ(t)was considered. Here, instead, wewill take into account a

possible dependence onω0 also in Gw ( )t0 .
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å sr t r t= á ñ = +
a

a a
=

( · ) ( )r,
1

2
. 15

0

3

Here, s is the vector of Paulimatrices and r is the Bloch vector associatedwith the state ρ, which has
components s r= { }r trj j for j=x, y, z andmust fulfill ∣ ∣r 1 to guarantee positivity. Aswell-known, any
qubit state is in one-to-one correspondencewith a vector inside of a unit sphere centered at the origin, i.e., the
Bloch sphere.

In the sameway, any linearmapΞ acting on the qubit operators can be represented as a 4×4matrix by
means of the relation

D Dår t r t t tX = á ñ = á X ñ
ab

ab b a ab a b
=

X X[ ] [ ] ( ), , . 16
0

3

Thus, given theCPTPdynamicalmapΛ, themost general formof thematrixDL associatedwith it reads

D =L ⎜ ⎟⎛
⎝

⎞
⎠ ( )

v V
01 , 17

T

where v is a real 3 dimensional column-vector, 0T is a 3 dimensional row-vector of zeros andV a real 3-by-3
matrix. Thefirst row guarantees the preservation of the trace, the real coefficients guarantee theHermiticity
preservation, while the general conditions for theCP can be found in [71]. Using equations (15)–(17), one can
easily see that the action of the dynamicalmapΛ on a state ρ associatedwith a Bloch vector r simply corresponds
to the affine transformation

+⟶ ( )r v rV , 18

where v describes translations of the Bloch sphere, whileV describes rotations, reflections and contractions. The
latter point can be shown via the singular value decomposition, which allows us towrite the 3×3 realmatrixV
as [71]

= j j ( )V R DR , 19n n1
1

2
2

where jRn1
1 and jRn2

2 are two rotationmatrices, about the axis n̂k by the anglejk for k=1, 2, whileD is the
diagonalmatrix = { }D d d ddiag , ,x y z . Then ∣ ∣dj describes the contraction along the j-axis ( ∣ ∣d 1j to guarantee
the positivity of the dynamics), and dj<0 implies a reflectionwith respect to the plane perpendicular to the
j-axis.

Such a representation of the dynamicalmaps allows us to easily detect PCdynamicalmaps out of all the
possible transformations of the Bloch sphere: for anyfixed time, a dynamicalmap satisfies equation (10) if and
only if itsmatrix representation reads

D
x x
x x=

-L

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟
( )

d d

d d

v d

1 0 0 0
0 cos sin 0

0 cos sin 0

0 0

. 20

z z

PC

With reference to the general formof a qubit dynamicalmap in equation (17) and the decomposition in
equation (19), we see that PCmaps are identified by: equal contractions along the x and y axes
( = { }D d d ddiag , , z ), a translation only along the z-axis ( = { }v v0, 0, z ) and a rotation only about the z-axis,
whichwe get by setting =ˆ ˆn z1 andj1=ξ, while =jRn2

2 (other completely equivalent choices can bemade,
sinceD commutes with the rotations about the z axis). Of course, PCmaps include only the affine
transformations of the Bloch sphere commutingwith the rotation about the z-axis10, whileNPCmaps include
also rotations about any axis different from the z-axis, translations with non-zero components along the x and y
axes and unequal contractions along the x and y axes, see figures 3(a) and (b).

Finally and crucially for our purposes, let us recall that given a PCdynamics, the functional formof the
correspondingmaster equation can be univocally characterized and it reads [44]

r
w s r

g s r s s s r

g s r s s s r

g s r s r

=- +
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+ + - - +
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t t t
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t t t

d

d
i ,

1

2
,

1

2
,

, 21

z

z z z

0

10
The global rotation about zwill be given by the encoding rotation by w * t plus possibly a further contribution, i.e., f w J= +t .
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for some, possibly time dependent, real coefficients g g g+ -ℓ ( ) ( ) ( ) ( )t t t t, , , z . Equivalently, in the other
direction, anymaster equation of the form as in equation (21)will give rise to a PCdynamics. Formally, any the
time-local generator ( )t of amaster equation


r

r=
( ) ( )[ ( )] ( )t

t
t t

d

d
, 22

is related to the the corresponding dynamicalmap by theDyson expansion,

  ò ò òåòL = = ¼ ¼t t
¬

=

¥

( ) ( ) ( ) ( )( )t T t t t te d d , 23
k

t t t

k
d

0 0
1

0
2

0
1

t
k

0

1

where ¬T is the chronological time-ordering operator;and, hence, to thematrix representation of themap,DL,
defined via equation (16). In particular, one can show that starting from themaster equation (21) the affine
representation of themapmust take form (20) [44].

4. Spin-bosonmodel: weak-couplingmaster equation and secular approximation

Wecannowmove on and introduce the generalmodel wewill exploit to investigate the difference between PC
andNPCdynamics from amicroscopic viewpoint and, in the following section, how they determine different
optimal precisions in frequency estimation.

As emphasized before, we assume that the probes are affected identically and independently by their
environments, so that the global dynamics isfixed by the one-particle dynamics, see figure 2 and equation (2).
Therefore, we focus on themicroscopic derivation of the open-systemdynamics of one probe, whichwe present
in the following. In particular, wemodel our sensing qubit with thewidely used spin-bosonmodel for quantum
dissipation [30].Within thismodel the environment corresponds to a set of non-interacting harmonic
oscillators linearly coupled to the system, whichmay be directly interpreted as interactions with a radiation field
or a phononic (crystal lattice) background. Thismodel provides uswith themost general description of the
corresponding open two-level systemdynamics, including special cases such as pure dephasing [41] or purely
transversal noise [77]. TheHamiltonian of the spin-bosonmodel consists of the two-level systemHamiltonian
H0, the freeHamiltonianHB of the environment and the interactionHamiltonianHI, which sumup to  =( )1

*

å

å

w s
w

J
s

J
s

= + + = +

+ + Ä +⎜ ⎟⎛
⎝

⎞
⎠ ( ) ( )

†

†

H H H H a a

g a g a

2

cos
2

sin
2

. 24

B I
z

n
n n n

x z

n
n n n n

0
0

The systemʼs frequencyω0 represents the encoded frequency, while an and
†an are the bosonic annihilation and

creation operators of the bathmode n of frequencyωn, which is coupled to the two-level systemwith the strength
gn. The parameter J defines the coupling angle, i.e., the angle between the x-axis and the direction of the coupling
operator (in the xz-plane): for J p= 2 wehave pure dephasing (or parallel, with respect toH0) interaction,
while for J = 0 wehave purely transversal (or perpendicular) interaction.

Figure 3.Various dynamical regimes of the weak-coupling spin-bosonmodel in the Bloch sphere picture. (a): theNPCdynamics
specified by equations (34)–(37) can be viewed as a general affine transformation (18) of the Bloch sphere (see section 3) contracting it
to an ellipsoid that is parametrised by (in order):a rotation jRn1

1, contractions dx, dy, dz, along the three axes, a reflection, a second
rotation jRn2

2 and a translation by a vector v (for simplicity, we denote the two rotations by a singleR above). (b):PCdynamics (38) is
then obtained by applying the secular approximation that forces the cylindrical symmetry (indicated by a circular arrow) of the ellipsoid
around the z axis. (c):high-temperature limit of the spin-bosonmodel forces a generalmap of theNPCdynamics to be unital, i.e., the
translation, =v 0, to vanish. (d):when both high-temperature and secular approximations apply, the resulting quantummap in the
Bloch representation is both cylindrically symmetric and unital.
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Finally, note that theHamiltonian is physically equivalent to a transformedHamiltonianwhere the system
only couples via sz to the environment, but both sz and sx are included in the systemHamiltonian; e.g., this
would describe an experimental realizationwhere the system is driven by the application of an off-axismagnetic
field (see appendix A).

4.1. Second-order TCLmaster equation
To obtain a closed formof themaster equation ruling the evolution of the probe subject to the noisefixed by
equation (24), we exploit a perturbative approach, assuming that the system isweakly coupled to the
environment. In particular, we use the time-convolutionless (TCL)master equation up to the second order
[41, 78]. Its general form in the interaction picture is given by (denoting as r̃( )t the system state in the interaction
picturewith respect toH0+HB)

ò
r

t t r r= - Ä
˜( ) {[ ( ) [ ( ) ˜( ) ]]} ( )t

t
H t H t

d

d
d tr , , , 25

t

E I I E
0

whereHI(t) is the interactionHamiltonianHI in the interaction picture. In appendix B, we describe how to get
the desiredmaster equation for the reduced systemdensitymatrix starting from the equation (25). At this point,
let us just briefly introduce themain required quantities to define such amaster equation, alongwith their
physicalmeaning. First, the interactionHamiltonian in the interaction picture is given by

J
s

J
s

= + Ä-⎜ ⎟⎛
⎝

⎞
⎠( ) ( ) ( )H t B te cos

2
sin

2
e , 26I

H t x z H ti i0 0

where

*å= +w w-( ) ( ) ( )†B t g a g ae e 27
n

n
t

n n
t

n
i in n

is the interaction picture of the environmental operator appearing in the interactionHamiltonian, see
equation (24). The partial trace over the environment introduces the two-time correlation function

t r[ ( ) ( ) ]B t BtrE E of the environment under its free dynamics, alongwith its complex conjugate t r[ ( ) ( ) ]B B ttrE E .
This function encompasses thewhole relevant information about the environment needed to characterize the
open-system evolution in theweak coupling regime: as wewill see, itfixes each coefficient of themaster
equation. In addition, if the initial state of the bath is thermal, i.e.

r
b

=
-( ) { } ( )H

Z
0

exp
, 28E

B

with the inverse temperatureβ and b= -{ { }}Z Htr exp B , since [HB, ρE(0)]=0 the correlation function only
depends on the difference of its time arguments t−τ. Therefore we can define the correlation functionC(t) via

t r t r t= - º -[ ( ) ( ) ] [ ( ) ( ) ] ( ) ( )B t B B t B C ttr tr 0 . 29E E E E

Using the definition ofB(t) in equation (27), this expression can bewritten as

å w w= + +w w-( ) [ ( ) ( ( ) ) ] ( )C t g N Ne 1 e , 30
n

n n
t

n
t2 i in n

where w r=( ) { }†N a atrn E n n E represents the average number of excitations in the bathmode n. For the
considered thermal state it is given by

w
bw

=
-

= -
bw

⎜ ⎟
⎡
⎣⎢

⎛
⎝

⎞
⎠

⎤
⎦⎥( ) ( )N

1

e 1

1

2
coth

2
1 . 31

The bath correlation functionC(t) is conveniently expressed in terms of the spectral density of the environment,
which is defined by

åw d w w= -( ) ( ) ( )J g . 32
n

n n
2

This quantity describes the density of the bathmodesweightedwith the square of their individual coupling
strength to the system. In fact, the bath correlation function (30) can bewritten as

ò
ò
ò

w w w w

w w w w w w

w w

= + +

= Q - - Q -

º

w w

w

w

¥
-

-¥
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( ) ( )[ ( ) ( ( ) ) ]

( )[ ( ) ( ) ( ) ( )]

( ) ( )

C t J N N

N J J

j

d e 1 e

d e

d e . 33

t t

t

t

0

i i

i

i

In the second linewe used the formal identity−N(−ω)=N(ω)+1 (see equation (31)) in order to introduce
the function j(ω), i.e., the anti-Fourier transformof the bath correlation function. TheHeaviside stepfunction
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wQ( ) keeps track of the fact that J(ω) is defined only for positive frequencies. Finally, the relation in equation (33)
allows us to perform the continuum limit straightforwardly by replacing the spectral density in equation (32)
with a smooth function of the frequency bathmodes [41].

As said, the bath correlation functionC(t) or, equivalently, the bath spectral density J(ω) alongwith the initial
state of the bath fix the reducedmaster equation in theweak coupling regime: sincewe are dealingwith the
second order perturbative (TCL) expansion, only the two-time correlation functionC(t) is involved, while the
bathmulti-time correlation functionswould only be involved in higher order terms (see also the recent [79]). As
shown in appendix B, themaster equation (back in the Schrödinger picture) is then given by



å
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r r
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while theHamiltonian correction isfixed by the elements:
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where = á ñ( ) ∣ ( )∣H t i H t jij
LS LS for i, j=1, 2.

Let us stress that we did not invoke the Born-Markov approximation [41] in our derivation—the above
time-local master equation includes fully general non-Markovian effects and it will provide us with a
satisfactory description of the noisy evolution of the probes as long as the interaction with the environment
is weak enough (i.e., the higher orders of the TCL expansion can be neglected). In addition, we are taking
into account the dependence of the coefficients of the dissipative part of themaster equation on the free
system frequencyω0, see equation (36), i.e., on the parameter to be estimated. This is a natural consequence
of the detailedmicroscopic derivation of the system dynamics [41], in contrast with the phenomenological
approaches, where themaster equation is postulated on the basis of the noise effects to be described. Let us
emphasize that only in the case of pure dephasing, for which J p= 2 and all dissipative terms in (36)
apart from bzz(t) vanish, the dissipative part of themaster equation can be assured not to depend onω0.
Otherwise, this is not generally the case unless a special choice of J(w) is made (e.g., discussed later in
section 5.2).

4.2. Secular approximation
Finding an explicit solution to themaster equation in equation (34) is in general a complicated task, even
after fixing the explicit form of the spectral density of the bathmodes. On the other hand, the structure
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of the dynamics can be simplified considerably bymaking the so-called secular approximation [41, 78, 80, 81],
which relies on a time-scale separation between the system free-evolution time τ0 and the relaxation time τR
of the system subject to the interaction with the environment.Whenever the free dynamics is much faster
than the dissipative one, i.e., t w t~ -  R0 0

1 , one can neglect terms oscillating with we ti 0 because they will
be averaged out to 0 over a time interval of the order of τR. If we apply this approximation to the weak
couplingmaster equation, see in particular equation (B.7), all off-diagonal coefficients in equation (34) and
the off-diagonal elements of theHamiltonian in equation (37) vanish, so that one is left with themaster
equation

r
s r

s r s s s r

s r s s s r

s r s r

=- +

+ -

+ -

+ -

++ + - - +

-- - + + -

⎜ ⎟

⎜ ⎟

⎡
⎣⎢

⎤
⎦⎥

⎛
⎝

⎞
⎠

⎛
⎝

⎞
⎠

( ) ( ) ( )

( ) ( ) { ( )}

( ) ( ) { ( )}

( )( ( ) ( )) ( )

t

t
H

H t
t

b t t t

b t t t

b t t t

d

d
i

2
,

1

2
,

1

2
,

, 38

z
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11
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where all the non-zero coefficients are still those of equation (36). Thismaster equation can be explicitly solved
for generic coefficients ++ --( ) ( ) ( )b t b t b t, , zz and ( )H t11

LS (see, e.g., [44, 82]).
Crucially, we see how the secularmaster equation in equation (38) precisely corresponds to themost

general form of amaster equation associated with a PC qubit dynamics recalled in section 3, see
equation (21). Hence the difference between secular and non-secular dynamics provides us with a direct
physical explanation of the difference between PC andNPC dynamics. The complete (weak-coupling)
dynamics described by themaster equation in equation (34)will generally lead to NPC dynamical maps,
represented by genericmatricesDL( )t as in equation (17) and corresponding to a completely general affine
transformation of the Bloch sphere. Instead, if one applies the secular approximation, thus getting themaster
equation in equation (38), the resulting dynamics is PC andwill be then characterized by dynamicalmaps
with a structure as in equation (20). In other words, within this framework, the distinction between PC and
NPC dynamics precisely corresponds to the distinction between dynamics within or outside the secular
regime, i.e., the regime τ0= τRwhere the secular approximation is well-justified. Needless to say, and as we
will see explicitly in the next sections, the two kinds of dynamics describe also qualitatively different open-
system evolutions. As a paradigmatic example, one can easily see how for any secularmaster equation the
populations and coherences are decoupled, while the inclusion of non-secular terms leads to a coupling
between them. The latter can be relevant for different phenomena, such as exitonic transport [83, 84], or the
speed of the evolution in non-Markovian dynamics [85, 86]. Finally, note that general constraints on the
variation of the coherences for a given variation of the populations in the presence of a generic completely
positive PCmap have been recently derived in [87].

5. Solutions in the high-temperature regime

In order to get analytic solutions for theNPCdynamics, whichwill also be useful to compare the different impact
ofNPC and PCdynamics on themetrological properties of the probes, let us restrict to the case of a bath at a high
temperature. Because of that, we can treat the function j(ω) in the bath correlation functionC(t), see
equation (33), as a symmetric function ofω: for large values of the temperature, i.e., small values ofβ, one has
thatN(ω)≈1/(βω), see equation (31), and therefore j(ω)≈j(−ω). Looking at the correlation function in
equation (33), we see that in this regime *»( ) ( )C t C t thuswe have *w wG - » G( ) ( )t t, ,0 0 , see equation (35).
Togetherwith equation (36), we then obtain
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while theHamiltonian correction is given by
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These identities can be exploited to simplify the structure of themaster equation, and hence of the corresponding
dynamicalmap. In appendix C,we show explicitly that the constraints in equation (39) imply thematrix form

D =L
⎛
⎝⎜

⎞
⎠⎟( ) ( )( )

V t
0

0
1 , 41t

T

so that the translations of the Bloch sphere can be neglected and thus the dynamics can be described by unital
maps, i.e., such that  L =( )[ ]t . Note that the unitality of the reducedmap is a general consequence of the high
temperature limit  ¥T , inwhich the initial state of the bath becomesmaximallymixed [88]. By further
applying the singular value decomposition to thematrixV(t) one can get the geometrical picture associatedwith
the dynamicalmap, in terms of rotations and contractions of the Bloch sphere, see section 3. Indeed, an
analogous result holds if we start from the PCmaster equation, see equation (38), and in thefigures 3(c) and (d)
one can see a graphical representation of the corresponding transformations of the Bloch sphere.

Wewill present, in particular, two different solutions of the high-temperaturemaster equations (the PC and
NPCones); namely, for short times and a generic spectral density, as well as for anOhmic spectral density at
any time.

5.1. The short-time evolution
Using theDyson expansion of equation (23)we obtain the short-time solution ofmaster equation (34) as
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Truncating theDyson series is justified due to the theweak-coupling approximation, while we have kept the
terms up to the third order (and not only to the second order) for a reasonwhichwill become clearwhenwe
evaluate theQFI of the corresponding evolved state in section 6.1. The short time dynamicalmaps do not depend
on the specific formof spectral density, but only on the global parameterα. Furthermore, evaluating the
eigenvalues of theChoimatrix reveals that themap is CP [89].

Repeating the same calculations for the PCmaster equation in equation (38) in the secular approximation,
we arrive at

D
J w

w J

a J

=
- - + - +

- - - +

-

w a

w a
L

⎛

⎝

⎜⎜⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟⎟⎟

( )

( )
( )( )

( )
t q

t q

t

1 0 0 0

0 1 1 sin 0

0 1 1 sin 0

0 0 0 1 cos

. 44t

t t

t t3 ,PC

2 4
2

0

0 2 4
2

1

2
2 2

0
2 2 2

0
2 2 2

5.2. Finite-time evolution for anOhmic spectral density
Here, in order to characterize the reduced dynamics at any time t, we focus on a specific spectral density of the
bath—theOhmic spectral density:

w lw= w w-( ) ( )J e , 45c

whereλ quantifies the global strength of the system-environment interaction, whileωc sets the cut-off frequency
which defines the relevant environmental frequencies in the open-systemdynamics.We further assume
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thatωc?ω0, so that the dependence ofΓ(ς, t) on ς can be neglected andΓ(ω0, t)≈Γ(−ω0, t)≈Γ(0, t), as then,
see equations (33) and (35):
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where in the first and last approximated equalities we used the high-temperature condition andω0/ωc= 1,
respectively. The coefficients of themaster equation in equation (36) then simplify to
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while theHamiltonian correction,HLS(t), vanishes.We stress that it is the specific choice ofOhmic spectral
density that assures the coefficients of themaster equation to be independent ofω0—a fact, typically taken for
granted in quantummetrology scenarios [4, 34, 37, 44, 90–92].

Now, using equation (47) one can easily see (e.g., by diagonalizing thematrix with elements given by the
coefficients bjk(t)) that the time-localmaster equation can bewritten as

r
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where the rate γ(t) and the dissipative operator s̄ are given by
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It is worth noting that the dissipative part of themaster equation isfixed by one single operator s̄, i.e., we
have themost general qubit rank-one Pauli noise, recently proved to be correctable in the semigroup case
(γ(t)= const) in quantummetrology by ancilla-assisted error-correction [36], which has been demonstrated
experimentally for transversal coupling,ϑ=0, in [93]. In addition, the only noise rate γ(t) is a positive function
of time, which guarantees not only theCP of the dynamics, but also that the dynamicalmaps can be always split
intoCP terms. In this case, one speaks of (CP)-divisible dynamics, which coincides with the definition of
Markovian quantumdynamics put forward in [94]; see also [69]. As expected, in the limit of an infinite cut-off,
w  ¥c , the rate goes to a positive constant value, g pl b( ) ( )t 2 , so that we recover a Lindblad time-
homogeneous (semigroup) dynamics [78]; see appendix C.1, wherewe also give the explicit formof the
corresponding dynamicalmaps for J p= 0, 2, i.e., transversal and pure dephasing noise-types, respectively.

Finally, note that a purely transversal interactionHamiltonian (J = 0) yields a purely transversalmaster
equation, i.e., the only dissipative operator s s=¯ x in equation (48) is orthogonal toH0, which is generally not
guaranteed for arbitrary spectral densities. s s=¯ x characterizes what is usually known in the literature [37, 91]
as (andwhatwewill here denote as) transversal noise.

Let us now consider the corresponding dynamics under the secular approximation that provides uswith a
PCdynamics. The coefficients in the third line of equation (47) alongwith +-( )b t are set to 0 andwe are thus left
with the PCmaster equation

år
r g s r s s s r= - + -
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with J= =+ -d d cos2 , while J=d sinz
2 . Once again, the dynamics is CP and due to the positivity of γ(t) and

the djs it is evenCP-divisible. Despite having now three different dissipative operators, these claims hold because
there is only one single time-dependent functionwhich defines all the rates.

Infigure 4we illustrate the different dynamics geometrically by comparing the different evolutions of the
open system for theNPCdynamics described by equation (48) and the PCdynamics fixed by equation (50),
respectively, see appendix C.1. Infigures 4(a)–(c), we report the evolution for the same dynamics (i.e., the same
ω0,ωc,λ,β and J), for the three different initial conditionswhich correspond to the three canonical orthogonal
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axes in the Bloch sphere. Of course, this is enough to detect all the possible linear transformations that the set of
states undergoes during the evolution. In the PCdynamics we have contractions and rotations about the z-axis,
as well as equal contractions along the x- and y-axes. These are all transformations commutingwith the unitary
rotation about the z-axis, as recalled in section 3.On the other hand, in the non-secular dynamics we can observe
a rotation about an axis with components in the plane perpendicular to the z-axis, which clearly breaks the PCof
the dynamics. Figure 4(d) is devoted to illustrate anotherNPC effect, which is already present in the dynamics in
figures 4(a)–(c), but is not clearly observable due to the other transformations of the Bloch sphere.We consider a
dynamics where J = 0, thus excluding any rotation apart from that about the z-axis11. Aswe see, theNPC
dynamics introduces different contractions along the x and y directions, contrary to the PC case. The effects on
parameter estimation of the rotations about the x- and y-axes, as well as the different contractions along them
will be investigated in section 6.2.

Finally, note that although the non-secular terms introduce a transient behavior, which departs from the
secular (i.e., PC) evolution, the system relaxes, in any case, to the fullymixed state.When probe systems can be
interrogatedwithin the transient dynamics,metrological advancesmay arise, as discussed in the following
sections.

6. Single-qubit quantumFisher information

Weare now in a position to study the precision that can be reached in frequency estimation under the general
dynamics considered here.We start by addressing the case of a single probe, which already enables us to point
out some relevant differences in the behavior of theQFI under a PC and aNPCdynamics, respectively. In the
next section, we focus on the asymptotic scalingwith the numberN of probes.

As recalled in section 2, theQFI fixes themaximumachievable precision via theQCRB in equation (8). For a
single qubit probe, one can directly evaluate theQFI by diagonalizing the state rw ( )t

0
at time t, see section 2.2.

Here, instead, we use a different and equivalent formulation of theQFI [95], which directly connects it to the
Bloch sphere picture of the probe dynamics. Given the Bloch vector ( )r 0 associatedwith the initial state ρ(0) and
recalling that we are dealing onlywith unital dynamics, see section 5, so that the affine transformation of the
Bloch sphere in equation (18) reduces at any time t and for anyω0 to  w( ) ( ) ( )r rV t0 0

0
, theQFI at time t>0

can be expressed as

r = +
-w w

w w

w
[ ( )] ∣ ˙ ( ) ( )∣ ( ( ) ( ) · ˙ ( ) ( ))

∣ ( ) ( )∣
( )r

r r
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F t V t

V t V t

V t
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0 0

1 0
; 51Q

2
2
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0

the second term is set to 0 for pure states at time t, i.e., for =w∣ ( ) ( )∣rV t 0 1
0

. Note that wemark the derivative
with respect to the parameter by a dot, i.e., wº ¶ ¶w wV̇ V 00 0

. In the following, we focus on initially pure states,
i.e., =∣ ( )∣r 0 1, since anymixturewould decrease theQFI as a consequence of its convexity [4]. It is then
convenient tomove to spherical coordinates and adequately parametrise pure states
by q f q f q= { }r sin cos , sin sin , cos .

Figure 4.Qubit evolution in the Bloch sphere picture for the resultingNPC (48) and PC (50) dynamics (orange and blue, respectively).
In (a)–(c) the evolution parameter J p= 4 is chosen, so that when starting from an equator state, (a)–(b), theNPCdynamics clearly
differs fromPC leading to a rotation around an axis that is tilted away from z. Initialising the qubit in an excited state, (c), the PC
dynamics yields just a decay to a completelymixed state, while forNPC the rotational behaviour is still manifested. In (d), perfectly
transversal (J = 0) coupling is considered to illustrate that even though for bothNPC and PC an equitorial state evolves in the xy
plane, the secular approximation of PC stronglymodifies the speed of contraction.

11
Once again, this could be shown by exploiting a block-diagonal structure of the generator ( )t and thus of the resulting dynamicalmaps;

comparewith appendixC.
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6.1. Short-time limit
Thus, let us start by looking at the short-time expansion of theQFI in equation (51). The spherical
parametrisation provides uswith a clear relation among the short-timeQFI for theNPC and PCdynamics, see
equations (42) and (44), respectively. As amatter of fact, the first non-trivial term (i.e., thefirst contribution to
FQwhich is induced by the noise and therefore the first contributionwhere FQ differs betweenNPC and PC
dynamics) in theQFI is of the order t4 and it isfixed by those terms up to t3 in w ( )V t

0
and ẇ ( )V t

0 . After a
straightforward calculation, we arrive in fact at
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Themaximumvalue of theQFI for a PCdynamics is obtained for J = 0, i.e., for a pure transversal Hamiltonian
[37] and for θ=π/2, i.e., for a state lying on the equator of the Bloch sphere;moreover, the dephasing noise,
i.e., J p= 2, is themost detrimental in this regime. Although the expression for ( )FQ

4 in theNPC case is too
cumbersome to yield a comprehensible analytical solution for a state whichmaximizes theQFI in the short time
limit, even for afixed value of the parameter J, we report an approximated evaluation in appendixD.

As can be directly inferred comparing the two formulas in equation (52), a crucial difference between PC and
NPCdynamics is that in the former case theQFI only depends on the initial distance of the Bloch vector from the
z-axis and hence on the angle θ, while theNPC terms introduce a dependence of theQFI on the direction of the
Bloch vector itself and therefore on the anglef. Such a dependence is a consequence of the non-commutativity
of the encodingHamiltonianwith the action of the noise. For any PCdynamicalmap Lw ,PC0

, if we rotate the
state ρ about the z-axis by a certain anglef, we have that

 r r rL = L = Lw f f w w[ [ ]] [ [ ]] [ [ ]] ( )F F F , 53Q Q Q,PC ,PC ,PC0 0 0

by virtue of equation (10) the invariance of theQFI under rotations independent from the parameter to be
estimated.

Now, the contributions due to theNPC terms are able to enhance theQFI, as can be seen infigure 5(a),
wherewe illustrate the behavior of the differenceD º -( ) ( )F F FQ Q Q

4
,PC
4 as a function of the initial conditions.

Besides the dependence on the initial phasef, one can clearly observe the presence of several areaswhere the
NPC terms do increase theQFI.Moreover, there are twomaxima of the increment, one in the neighborhood of
f=0 and one in the neighborhood off=π; we plotΔFQ for valuesfä[0,π], since it is a symmetric function
under the reflection f p f -2 , see equation (52). In the plot, wefixed J p= 4 but the behavior is
qualitatively the same for different values of J. Indeed,ΔFQ goes to 0 for J going toπ/2 since for a pure
dephasingHamiltonian the secular approximation has no effect, so that the dynamicalmaps in equations (42)
and (44) coincide.

Moreover, the presence ofNPC terms can enhance the value of theQFImaximized over all the initial
conditions and hence enlarge themaximal achievable precision. This is explicitly shown by taking into account
the states lying on the equatorial plane of the Bloch sphere, which as saidmaximize ( )FQ,PC

4 . For θ=π/2, the

Figure 5.Difference betweenNPCandPCQFI at short time scales and contributions due to the dependence of themaster-equation rates
on w0. (a)–(b):difference (adimensional) between theQFI ofNPCand the PCdynamics, a aD = -( ) ( ) ( )( ) ( )F t F F tQ Q Q

4 4
,PC
4 4 , as a

functionof:(a)f and θ for afixed coupling angle J p= 4; (b)off and J for statesmaximizing ( )FQ,PC
4 in equation (52) atθ=π/2.

(c):increase of theQFI at short time-scales for PCandNPCdynamicswhen theω0 dependence of the noise rates is taken into account,
here d = -( ˜ )F F F FQ Q Q Q. The inset shows theQFI plotted exactly and after neglecting the dependence of the noise rates onω0

(denotedby •̃ ).
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second relation in equation (52) reduces to

a J f f
J f f
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which clearly shows that themaximumvalue of ( )FQ,PC
4 can be actually overcome for any value of J p¹ 2. In

figure 5(b), we plot the increase of theQFI due to theNPC terms for θ=π/2, while varying the initial phasef
andmixing angle J. TheQFIwith theNPC terms is always bigger or equal than ( )FQ,PC

4 and themaximum
enhancement occurs forf close to kπwith k= 0, 1, 2 and the pure transversal noise corresponding to J = 0.
However, the latter condition depends on the specific choice of the initial state: for q p¹ 2 one can have the
maximal amplification due to theNPC terms for non-zero values of J.

6.1.1. Different contributions to theQFI
To get amore quantitative and general understanding of the different contributions fixing theQFI in PC and
NPCdynamics, let usmove a step back and recall them explicitly.

First, the non-commutativity between the noise and the free evolutionwill induce some specific
contributions to theQFI, typical of theNPC regime. For illustration, let us use the decomposition
  = +( ) ( ) ( )t t t , where = - +( ) [ ( ) ·]t H H ti ,0

LS is theHamiltonian term,while
 s s s s= å -( ) ( )( · ( ){ ·})† †t b t 1 2 ,ij ij i j j i represents the dissipator. In the PC casewe have that

  =[ ( ) ( )]t t, 0which does not hold forNPCdynamics, as can be directly checked, for instance, by comparing
equations (34) and (38). Recalling theDyson expansion in equation (23), we have to consider terms as
  ¼( ) ( ) ( )t t tk1 2 to obtain the dynamicalmapsfixing the evolution of the probes. If theHamiltonian and
the dissipative part do not commute, then the dependence onω0 within( )t willmixwith the dissipative terms
contained in( )t andwill be thus spread amongmore parameters of the dynamicalmap at time t or,
equivalently, onmore features of the Bloch vector at time t, possibly enhancing theQFI. In particular, this
mechanism leads to the dependence of theQFI on the phase of the probes initial state in theNPC case, a feature
which is not sharedwith the PC case, see equation (53).

Second, the noise terms themselves depend onω0: as already pointed out in section 4.1 the coefficients of the
master equationwill in general contain a dependence on the parameter to be estimated. To quantify explicitly
such a phenomenon, we compared, for both PC andNPCdynamics, theQFIwhich is obtained including the
dependence of the rates onω0, with theQFIwhere such a dependence is disregarded. In particular, in the latter
case we replace the dependence of the coefficients ( ) ( )b t H t,ij ij

LS onω0 with the dependence on a generic
frequencyΩ, and only after that theQFI has been evaluated, we setΩ=ω0. Let us denote this auxiliary object as
F̃Q, contrary to the former calculations of theQFIwhich have been denoted by FQ.We stress that F̃Q is actually
the object utilized inmore phenomenological approaches to quantummetrology, where themaster equation is
postulated to describe some specific kinds of noise, rather thanmicroscopically derived so that the contributions
due to the dependence of the rates onω0 are not accounted for. On the other hand, let usmention that in [35] the
role of the dependence of the emission and absorption rates on the free system frequency for a qubit system
coupled to aGaussian classical noise has been investigated.

Figure 5(c) summarizes the effects of the two contributions described above. In themain panel we plot the
percentage increase d = -( ˜ )F F F F100Q Q Q Q for both PC andNPCQFI.We see that in both cases the
dependence onω0 of the noise terms is non-negligible and the compliance of these noise terms can increase the
QFIway beyond the value of the auxiliaryQFI, e.g. reaching 10% forNPC and 15% for PC atαt2≈0.6.

In the case of the PCdynamics, we can derive a very intuitive geometrical picture of the information
encoding. In appendixDwe show that the auxiliaryQFI ˜ ( )F tQ,PC is simply proportional to ( )t D tz

2 2 whereDz(t)
is the length of the projection of the Bloch vector into the xy plane, see equation (D.3). Hence the information
about the frequencywewant to estimate, i.e. the rotation speed about the z-axis, is fully enclosed into the
distance of the Bloch vector from the rotation axis. Crucially, if we take the dependence of the rates onω0 into
account, some further contributions to theQFIwill appear, see equation (D.4). There is one additional termdue
to the dependence ofDz(t) onω0 and a second term in accordance with equation (20), which contains the noise
parameters vz(t) and d(t). By construction, these two terms are positive for any PCdynamics, so that the
dependence of the rates onω0 will always yield an improvement on the estimation precision, as already indicated
infigure 5(c).

The time course of theQFI provides us alsowith a further access to the contribution of the non-
commutativity by comparing FQ,PC and FQ,NPC, see the inset offigure 5(c). This effect is evenmore relevant than
the contribution due to the dependence of the noise rates onω0 and, in any case we can further confirm that the
inclusion of nonsecular termsmodifies significantly the one-probeQFI, as already discussed referring to
figures 5(a) and (b).
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6.2. Finite-time analysis for theOhmic spectral density
In this paragraphwe examine the behavior of theQFI forfinite times, when the dynamics are dictated by the
master equation expressed in equations (48) and (50). This will allow us to analyzemore in detail the difference
between theNPC and the PC contributions to theQFI. The results presented in this section are numeric,
calculated using equation (51) and the same parametrization of the Bloch vector as before. Figure 6 contains the
foundation of the following discussion.

Let usfirst note that the dependence on the initial phasef alreadymentioned above affects thewhole time
evolution of theNPC-QFI. Figures 6(a) and (b) show the evolutionwith J = 0 for an initial state in an equally
weighted superposition, i.e., a state in the -ˆ ˆx y plane of the Bloch sphere (θ=π/2), but with initial phases
f=π/2 andf=0, respectively. Comparing the twofigures, one observes that the initial phase is of no
relevance for PCdynamics on thewhole timescale, while theNPCdynamics introduces a dependence onf. The
NPC contributions enhance themaximumvalue of theQFI and shift its position, depending on the value of the
initial phase.

For theOhmic spectral density considered here, the noise terms do not depend onω0, see section 5.2, so that
=˜ ( ) ( )F t F tQ Q and the same result holds for the PC case.Hence, FQ,PC(t) is directly fixed by the distance of the

Bloch vector from the z-axis, alongwith the elapsed time t, see equation (D.3) in appendixD, while the further
contributions within theNPC-QFI FQ(t) can be fully ascribed to the non-commutativity of theHamiltonian and
dissipative part, see the discussion in the previous paragraph.

While the independence of theQFI from the parameter to be estimated in the PC case can be readily shown
[34, 44], we can see from figure 6 that theNPC-QFI depends onω0. In particular, with growing valuesω0, the
NPC-QFI converges to its PC counterpart: higher values ofω0 imply a faster free dynamics of the system, which
thus reduces the relevance ofNPC terms and increases the validity of the secular approximation, see section 3.

We further observe that the overall effect of theNPC terms can yield an increase or a decrease of theQFI,
depending on the time interval considered. On the one hand, theNPC terms induce a contraction in the x–y
plane, which is no longer isotropic. Comparing the evolution of theQFIs infigures 6(a) and (b)with the
evolution of the Bloch vector in the insets, it is clear how the non-isotropic contractions can bring the Bloch
vector further or closer to the z-axis, thus increasing or decreasing theQFI.On the other hand, asmentioned in
the previous paragraph, due to the non-commutativity of the dynamics additional information aboutω0 is
enclosed in other features of the Bloch vector; the action of decoherence itself adds some information aboutω0

to the information imprinted by the rotation about the z-axis given by theHamiltonian encoding.

Figure 6.Difference atfinite timesbetween theQFIs ofNPCandPCdynamics forbathsofOhmic spectral density. Time evolutionof the
QFI fordifferent initial states and values of J. TheNPCcurves are shown inorange (light grey) andblack for, respectively,ω0=1 and
ω0=5,while thePCcurve after the secular approximation is shown inblue (dark grey) and it describes both the case ofω0=1andω0=5;
thenoise parameter isλ/β=0.1. The insets show the corresponding evolutionof theBlochvector, hereNPC inorange (light grey), PC in
blue (dark grey). The initial conditions are the following: (a)f p q p J= = =2, 2 0, (b) f q p J= = =0, 2 0,(c) f = 0,
q p J p= =2 4,(d) f q p J p= = =0, 4 4.
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The delicate interplay of the differentmechanisms of production and annihilation of theQFI is also
illustrated infigures 6(c) and (d). Herewe consider values of J different from0, so that the states initially on the
equator of the Bloch sphere are no longer confined to the xy-plane. Comparing figures 6(b) and (c), we see how
the introducedNPC rotation partially counterbalances the oscillations due to the non-isotropic contraction.
Furthermore, the role of the differentNPC terms strongly depends on the initial state. As an example, figure 6(d)
shows the strongest (relative) enhancement of themaximumvalue of theQFI due to the action of both theNPC
rotations and contractions.

7.N-probe quantumFisher information and achievablemetrological limits

In thisfinal section, wewant to explore theQFI for an estimation utilizingmultiple probes, up to the asymptotic
limit  ¥N . In this way, wewill also provide a complete picture for themodel at hand of the different scalings
of the error in the presence of noise, including semigroup or non-semigroup noise, as well as PCorNPCone.

As recalled in section 2.2, evaluating theQFI becomes amore andmore difficult task, with the increasing of
the dimensionality of the probing system.However, sincewe are assuming a non-interacting probe system
subject to independent and identical noise, we can exploit the finite-N channel extensionmethod [28, 34]. Given
theKraus representation of the dynamicalmapΛ(t) of a single probe, i.e.,

år rL =( )[ ] ( ) ( ) ( )†t K t K t , 55
i

i i

theQFI of the resultingN-probe state can be bounded from above by the relation

r r a bº + -[ ( )] [ ( )] [ ∣∣ ( )∣∣ ( )∣∣ ( )∣∣ ] ( )( ) ( ) ˜ ˜ ˜F t F t N t N N t4 min 1 , 56Q
N

Q
N

K K K
2

which, alongwith theQCRB, directly provides uswith a lower bound to the estimation error, i.e. theMSE of
equation (8). Theminimum in equation (56) is taken over all Kraus representations, connected via a unitary
transformation according to = å˜ ( ) ( ) ( )K t u t K ti j ij j , while the unitary transformationwill generally depend on

ω0 as well.We also introduced the quantities a b= å = å( ) ˜̇ ( ) ˜̇ ( ) ˜̇ ˜˜
†

˜
†

t K t K t K K, iK j j j K j j j and recall that the dot
notation represents a derivative with respect to the parameterω0.We remark that this bound is already
optimized over all possible input states and canhence be calculatedwithout specifying both concrete preparation
andmeasurement procedures. Furthermore, the optimization can be cast into a semidefinite programming task,
which allows for an efficient numerical evaluation, see [34].

In addition, to investigate the attainability of thebound,wewill consider ameasurement of the parity operator

s= =⨂ ( )Px k
N

x
k

1 [12]. Using the error propagation formula and sinceD = á ñ - á ñ = - á ñP P P P1x x x x
2 2 2 2, the error

wD ˜ P
2

0, under paritymeasurement reads [91]
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2

In particular, focusing on an initial GHZ state, onefinds

x c x c Vá ñ = + + - + - -( ) {[ ( ) ( )] [ ( ) ( )] [ ( ) ] ( ) } ( )P t t t t t t
1

2
i i 1 1 , 58x

N N N N

where ξ(t),χ(t) and ς(t) are proper time- and frequency-dependent functions obtained as in [91], fromwhich
equation (57) can be evaluated.Note that the last termonly contributes ifN is an even number and hence the
precisionmay heavily changewhenN is changed by one.However, for all the cases examined here, we have
ς(t)=0.

We focus on the case of anOhmic spectral density, which provides uswith numerically easily solvable
differential equations for any time t, cut-off frequencyωC and coupling strength. Furthermore, by taking the
limit w  ¥C we recover the semigroup limit asmentioned in section 5.2 and appendix C.1.2, whichwill be
useful to compare our results to those already known in the literature.

7.1. Asymptotic scaling of the ultimate estimation precision
The starting point is themaster equation given by equation (48). In particular, we considered three different
NPCnoise scenarios: thefirst two cases of a purely transversal noise, i.e., J = 0, for a non-semigroup (see
figure 7(a)) and for a semigroup (figure 7(b)) dynamics. As a third case, we chose noise with a (small)
longitudinal component fixed by J p= 100 for a non-semigroup dynamics (see figure 7(c)). Infigures 7(a)–(c)
we report the numerical study of r [ ( )]( )t F tQ

N , which fixes a lower bound to the estimation error, see

equations (8) and (56), alongwith the estimation error for the paritymeasurement, wD ˜ TP
2

0, , see equation (57).
As clearly observed infigure 7, the two quantities have the same asymptotic scaling, therefore the bound is
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achievable, atmost up to a constant factor. Hencewe can infer the scalingwith respect toN of the error for the
optimal estimation strategy. Denoting the latter as wD ˜ T2

0 , we can in fact write the lower and upper bounds as

 w w
r

wD D  D µ
h˜ ˜

[ ( )]
˜ ( )

( )
T T

t

F t
T

N

1
, 59P

Q
N

2
0,

2
0

2
0

where the implication follows from the fact that since both the lower and the upper bound approach 0 for
 ¥N asN− ηwith the same value of η, this will be the case also for wD ˜ T2

0 .
Table 1 contains the values of the optimal scaling η for the differentNPCnoise scenarios as inferred fromour

numerical analysis, alongwith the corresponding PC scaling behavior (i.e., those for the dynamics after the
secular approximation, see equation (50)) taken from [34, 44]. The optimal scaling of the estimation error for the
full NPCdynamics isfixed by two key features: whether we have a semigroup or a non-semigroup evolution and
the direction of the noisefixed by the angle J. The presence of a time-dependent rate γ(t) as in equation (49)
always leads to an improved scaling, with respect to the constant rate γ of the semigroup evolution; in particular,
for any J ¹ 0we have the Zeno η=3/2 scaling, associatedwith the linear increase of the rate γ(t) for short
times [43, 44].Moreover, we numerically find the novel η=7/4 scaling for a non-semigroup, purely transversal
noise.

We stress that for any value of J different from 0 the full NPC dynamics leads to the same scaling
behavior as in the corresponding PC case.We can say that the transversal noise represents a special case of

Figure 7. SensingwithN probes in parallel undergoingNPCOhmic dynamics (48). The panels (a)–(c) show theMSE as functions ofN
that is attainedwith the paritymeasurement andGHZ inputs, wD ˜ TP

2
0, of equation (57) (blue circles), in comparisonwith the general

lower bound on the error, r [ ( )]( )t F tQ
N with FQ defined in equation (56) (orange crosses);bothminimised over the round duration t

with corresponding optimal topt plottedwithin the insets (inmatching colours). In cases, (a) J = 0 andωc=10, (b, semigroup) for
ϑ=0 and w  ¥c , and (c) J p= 100 and w = 10;c in all the three casesα=1. All the curves are normalizedwith respect to their
values atN=1; the grey areasmark the regions below theHL and above the SQL scalings respectively, while the green (dashed) line
follows the scaling h-N , with the different η denoting the asymptotic scaling observed. The panel (d) shows the ratio F tQ (orange) for
the upper bound on theQFI and the inverse error wD( ˜ )T1 P

2
0, [blue (dark grey)] forN=160 and the same parameters shown in (a).

Panel (e) illustrates the dependency of theMSE on J forN=160 as a polar plot. Solid lines correspond to r [ ( )]( )t F tQ
N , while dashed

lines represent wD ˜ TP
2

0, . NPCnoise is coloured in orange, PC noise in blue and theNPC semigroup limit in green. Note that the lines
for the semigroup cases are reduced by a factor 200.

Table 1.Ultimate scaling exponent, η in equation (59), of the optimal
estimation error wD ˜ T2

0 for different types of noise in the asymptotic
limit of  ¥N .

η NPC PC NPC, semigroup PC, semigroup

J = 0 7/4 3/2 5/3 1

J ¹ 0 3/2 3/2 1 1
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NPCnoise, whichmight be seen as a ‘purely NPC noise’. For any J ¹ 0, the dissipative part of themaster
equation given in equation (48) together with the resulting dynamical maps, will have a component
longitudinal to the parameter imprinting, fixing the asymptotic scaling to the less favorable one proper to PC
dynamics and hence extending the Zeno regime recalled in section 2.3 to the scenario governed byNPC
noise. This result, already known for the semigroup regime [37] (see also section 2.3), is here extended to the
non-semigroup case. Summarizing, we can conclude that the ultimate achievable estimation precision can
overcome the SQLwhenever we have a non-semigroup (short-time) evolution, irrespective of the direction
of the noise, or in the cases where we have a purely transversal noise, irrespective of whether we have a
semigroup or not.

Interestingly, similar results have been derived recently [96] for rather different, infinite dimensional
probing systems. The probes are prepared inGaussian states and undergo aGaussian dynamics, possibly non-
semigroup andNPC. TheNPC contributions are induced by the presence of squeezing in the initial bath state.
Also there the optimal asymptotic scaling of the error is found to be the same for PC andNPCdynamics, going
from the SQL for a semigroup to the Zeno limit for a linear increase of the dissipative rates. Such a transition for a
PC evolution of aGaussian systemhas been shown also in [97].

7.2. Finite-N behavior
The plots infigures 7(a)–(c) allow us to get some interesting information also about the behavior of the
estimation error for afinite number of probes, showing that the asymptotic scaling is approached in a possibly
non-trivial way.

First of all, we note that for smaller values ofN, the lower bound to the estimation precision r [ ( )]( )t F tQ
N

and the error under parity wD ˜ TP
2

0, seem to follow the SQL and then, only for intermediate and high values ofN,
the two quantities converge to the asymptotic behavior, approaching it always from above. This was already
shown for a semigroupNPCnoise, alsowith a longitudinal component (see [37], in particular figure 3) and here
we see how the same happens for a non-semigroupNPCnoise. Actually, the effect is evenmore pronounced for
a non-semigroup non-transversal noise, where the asymptotic behavior emerges only if almost 104 probes are
used, see figure 7(c). Additional numerical studies (not reported here) show that the asymptotic scaling is
approached earlier when the coupling to the bath is increased. Even if it is clear that the finite-N behavior do not
spoil the validity of the different scalings pointed out in the previous paragraph, it should also be clear the
relevance of such behavior inmany experimental frameworks, when, indeed, the high-N regimemight be not
achievable. In such situations, the experimental data would follow a scaling which is different from the
asymptotic one for all practical purposes.

In addition, the behavior of the estimation error for finite values ofN provides us with amore complete
understanding of the specific role played by the geometry of the noise, i.e. the coupling angle J. In figure 7(e)
we study r [ ( )]( )t F tQ

N and wD ˜ TP
2

0, , but now for different values of J pÎ [ ]0, 2 and a fixed number of
probesN=160. For this value ofN and J = 0 the two quantities have essentially already reached their
asymptotic values, see figure 7(a), while this is not the case for J ¹ 0, see figure 7(c). Now, figure 7(d) shows
how both r [ ( )]( )t F tQ

N and wD ˜ TP
2

0, change continuously with the variation of J. They increase from J = 0
up to J p= 2, with the increment beingmore pronounced for values of J close to 0. The sudden transition
between different scalings for, respectively, J = 0 and J ¹ 0 is a peculiarity of the asymptotic limit,

 ¥N . Furthermore, this also confirms that noise in the direction of the parameter imprinting ismore
detrimental than any other direction, if the absolute noise strength is kept identical.

As a final remark, note that the optimal time of the estimation error for a paritymeasurement as a
function ofN has discrete jumps between smooth periods, see the lower insets in figures 7(a)–(c). These
jumps originate from the fact that wD ˜ TP

2
0, does possessmultiple local maxima instead of one global maxima

as r [ ( )]( )t F tQ
N does, see figure 7(d). The jump occurs when the global maximumof wD ˜ TP

2
0, changes to a

different peak, which was only a local maximumbefore. On the other hand, for large values ofN wD ˜ TP
2

0, will
converge to a function with only one localmaximum, as the following ones have been damped off, so that the
optimal time will stay a smooth function ofN. The jumps in the optimal evaluation time for a parity
measurement can be observed also in the polar plot in figure 7(e), in terms of non-smooth variation as a
function of J.

8. Conclusions

Wehave exploited a detailed analysis of the spin-bosonmodel, which is a general, well-known andwidely used
noisemodel, to investigate how the ultimate achievable limits to frequency estimation are affected by the
differentmicroscopic features of the interaction between the quantumprobes and their environment. Hence, we
used common tools of the theory of open quantum systems to extend the characterization of noisy quantum
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metrology beyond the common framework, where the description of the noise is usually postulated on a
phenomenological basis.

First, we derived themaster equation fixing the dynamics of the probes, employing the second order TCL
expansion. Thereby, we clarified that the distinction between PC andNPC noise, which plays a key role in
frequency estimation [44], corresponds to the distinction between secular and non-secular dynamics.
Moreover, we characterized explicitly the dependence of the noise rates, as well as of the correction to the
systemHamiltonian, on the free frequency of the probes, i.e., on the parameter to be estimated. This is
another aspect commonly overlooked in phenomenological approaches to noisymetrology.

Then, employing a solution to themaster equation in the short time regime, valid for any spectral density,
and a solution on thewhole time scale for anOhmic spectral density, we investigated the single probeQFI and
hence how themicroscopic details of themodel influence the estimation precision. In particular, we compared
the differences between the effects of, respectively, PC andNPCdynamics. The non-secular contributions can
both increase or decrease theQFI, also depending on the initial condition, as they lead to a dependence of the
QFI on the initial phase of the probes state. However, in general, themaximum (over time)QFI is higher in the
NPC case, due to the positive contributions induced by the non-commutativity of the noise and the free
Hamiltonian. Furthermore, we examined thementioned dependence of the noise terms on the estimated
frequency.While for non-secular dynamics no definite statement can bemade, we found that this dependence is
always beneficial for secular dynamics.

In the last part of the paper, wemoved to the regime ofmultiple probes and gave a complete
characterization of the possible asymptotic scalings of the estimation precision, putting results already
existing in the literature onto a common ground, as well as exploring new regimes. In particular, we
extended the validity of the super-classical Zeno scalingN−3/2 ontoNPC, non-semigroup dynamics, as long
as J ¹ 0. Furthermore, we identified the novel -N 7 4 scaling for J ¹ 0, i.e., for a NPC and non-semigroup
dynamics, due to a coupling with the environment fully orthogonal to the direction of the encoding of the
parameter.

Concluding, our analysis offers a complete and physicallymotivated characterization of the scenarioswhere
one can actually achieve super-classical precision in frequency estimation in the presence of (independent)
noise. In addition, themicroscopic characterization of the probes dynamics enabled us to present an in depth
study of the influence of themicroscopic details of the probe-environment interaction on the precision. The
adopted scheme can be directly linked towidely used sensing scenarios as exploitedwith color-centers in
diamond, superconducting qubits or optomechanical setups.
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AppendixA. Equivalencewith and engineered couplingHamiltonian

Despite the fact that theHamiltonian given in equation (24) can arise as the naturalmodel for specific systems,
we can also engineer this type of coupling out of a pure dephasing spin bosonHamiltonian by a continuous
driving of the central spin. Therefore consider theHamiltonian

*åws s w s
= +

W
- Ä + +˜ ( ) ( )†H

t
g a g a H

2

cos

2 2
, A.1z x L z

n
n n n n B

whereΩ is the associated Rabi frequency of the drivingwith the frequencyωL, e.g. these correspond to amplitude
and frequency of a driving laser. In a frame rotatingwith the frequencyωLwe employ the rotatingwave
approximationwith respect to that frequency and arrive at

*åw w
s s

s¢ =
-

+
W

- Ä + +˜ ( ) ( )†H g a g a H
2 2 2

. A.2L
z x

z

n
n n n n B

Inserting the substitutions w w w J w J- = - W = -sin , cosL 0 0 and transforming theHamiltonianwith the
help of the unitarymatrix
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=

J J J J J J

J

J J J

- + - +

+

+

⎛

⎝

⎜⎜⎜

⎞

⎠

⎟⎟⎟
( )

( )( ( ) ) ( ) ( ) ( ( ) ( ))

( )
( )( ( ) ( ))

U , A.3

sec sin 1 sin 1

2

1 sin sec tan

2

sin 1

2

1

2 sec sec tan

directly yields theHamiltonian (24), = ¢˜†H U H U , described in themain text. Note that due to the linearity
of the substitutions and the parameter-independent unitary transformation, if one knows the driving
laser frequency and amplitude,ωL andΩ, the parameter estimation ofω0 is fully equivalent to the estimation
ofω.

Appendix B.Derivation of theweak-couplingmaster equation

In this appendix, we briefly sketch the derivation of theweak-couplingmaster equation in equation (34) andwe
provide the expression of the coefficients bjk(t)where j, k={+,−, z}, as well as the correction to the
HamiltonianHLS(t) in terms of the bath correlation functionC(t).

Recall that we start from equation (25), which is obtained as the second order term in the expansion
of the TCLmaster equation in the interaction picture, assuming an initial product state but without any
assumption about the form of the global state at time t [94]. Themaster equation is then readily obtained
following the derivation described at pages 128–129 in [78], the only difference being that we keep the
integration at the rhsof equation (25) from 0 to t, since we are notmaking the Born-Markov approximation.
Hence, following [78], we expand the system operator in the interactionHamiltonian in equation (24), i.e.,

J
s

J
s

= +⎜ ⎟⎛
⎝

⎞
⎠ ( )A cos

2
sin

2
, B.1x z

via the projectors in the eigenspaces of the system freeHamiltonian,

 

å= P( ) ( )H , B.20

where  w w= = - P = ñá∣ ∣2, 2, 1 11 0 2 0 1 andP = ñá∣ ∣0 02 . Thus, we define

 
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åV = P P ¢

V¢- =

( ) ( ) ( ) ( )A A , B.3

andwe have

å åV V= =
V V

( ) ( ) ( )†A A A . B.4

Note that in our case ς can take the values±ω0 and 0. Explicitly,

J
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w
J
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J
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- =
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A
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2
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2
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2
. B.5

z

0

0

The decomposition of the interaction operator in equation (B.4) allows us to express the interaction
HamiltonianHI(t) as

å åV V= Ä = Ä
V

V

V

V-( ) ( ) ( ) ( ) ( ) ( )†H t A B t A B te e . B.6I
t ti i

Replacing these expansions in equation (25), using equation (B.5) and replacing the integration variable τwith
t−τ, one arrives at [78]
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Here h.c. stands for hermitian conjugate andwe introduced the functions

òV t tG = Vt( ) ( ) ( )t C, d e . B.8
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Recall thatC(t) is defined in equation (33).We still need to separate theHamiltonian and the dissipative
contributions of the dynamics. Before doing so, we go back to the Schrödinger picture via
r r= -˜( ) ( )t te eH t H ti i0 0 , which adds a contribution r- [ ( )]H ti ,0 and removes all the phase terms we ti 0 and

we t2i 0 in the previous equation (since s s= w-
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e e eH t H t ti i i0 0 0 , while s s=-e eH t
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we canwrite equation (B.7) in the Schrödinger picture as
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which can bewritten as themaster equation (34) in themain text, when equation (B.5) is used. Thereby,
exploiting equation (B.9), the coefficients arefixed as in equation (36), i.e.,
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while theHamiltonian contribution due to the interactionwith the environment is given by
V V= å ¢V V VV¢ ¢( ) ( ) ( ) ( )†H t d t A ALS

, , which corresponds to equation (37) in themain text, that is,
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Summarizing, starting from the globalHamiltonian in equation (24), after introducing the environmental
correlation functionC(t) in equation (33) and the systemʼs operators in equation (B.3), one directly gets the
weak-couplingmaster equation via the equations (B.8)–(B.10).

AppendixC. Solutions of themaster equation in the high temperature limit

As said in themain text, we can use the approximation j(ω)≈j(−ω) to simplify the structure of themaster
equation in the high temperature regime. First, note that since ( )t is a linearmap acting on the space of linear
operators in  , we can represent it via a 4×4matrix, using the same representation recalled in section 3, see
equation (16). In particular, the coefficients in the dissipative part of the generator as in equation (39) imply the
matrix representation of ( )t as
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Explicitly, using the definition ofΓ(ω0, t) andΓ(0, t) in equation (35), as well asH
LS(t) in equation (B.12) and j

(ω)≈j(−ω), we end upwith
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Indeed, applying the same constraint on the secularmaster equation in equation (38), we get the PCmaster
equation, where the coefficients in the last line of equation (39) are set to 0, alongwith *=( ) ( )H t H t10

LS
01
LS in

equation (B.12). The corresponding time-local generator is hence given by
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Now, the form of the time-local generator as in equation (C.1) implies the form for the dynamical map
as in equation (41). Bymeans of, e.g., equation (23)we see that the block-diagonal structure of the
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generator directly implies the same block-diagonal structure of the dynamical map. Thus, we get
equation (41)with

ò= t t
¬( ) ( )( )V t T e . C.5Ld

t

0

C.1.Ohmic spectral density
C.1.1. Differential equations for the densitymatrix elements. Due to the simplemaster equations in theOhmic
regime described in section 5.2, equations (49) and (50), it ismore convenient to solve the dynamics taking into
account the evolution of the elements of the systemʼs densitymatrix, r r= á ñ( ) ∣ ( )∣t t jiij for i, j=1, 2.

For theNPCdynamics, themaster equation in equation (49) is equivalent to the following systemof
equations (of course, *r r=( ) ( )t t01 10 and ρ00(t)=1−ρ11(t)):

*
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which can be easily solved numerically. For the PCdynamics, equation (50) leads us to
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Contrary to theNPC case, populations and coherences are decoupled. Indeed, the solution of this systemof
equations reads

ò

ò
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Infigure 4we reported the evolution of the Bloch vector ( )r t for different initial conditions for ρ(0). The
components of the vector ( )r t are directly related to thematrix elements of the corresponding state, see section 3.
Finally, the CP of the dynamics is guaranteed by themaster equations themselves, asmentioned in themain text.

C.1.2. Semigroup limit. Taking the limit w  ¥C , the decay rate given by equation (49) becomes time
independent,

g
l
b

w
p l
b

= =w ¥ ( ) ( )tlim arctan
2

. C.9s CC

In theNPC case, this yields the generator

D
g J w g J
w g

g J g J

=
- -

-
-

⎛

⎝

⎜⎜⎜⎜

⎞

⎠

⎟⎟⎟⎟
( )

( ) ( )

( ) ( )

( )t

0 0 0 0
0 2 sin sin 2
0 2 0

0 sin 2 0 2 cos

. C.10
s s

s s

NPC

2
0

0

2

AppendixD.One-probeQFI:maximum for the short-timeNPC expression and some
general formulas for PCdynamics

First, wewould like to provide an approximate evaluation of themaximumof the short-time expression of the
NPC-QFI, see equation (52), to gain some understanding of the dependence of the optimalQFI on the initial
state also forNPCdynamics. To second order in time, we have =( ) ( )F FQ Q

4
,PC
4 and theQFI ismaximal for θ=

π/2.We assume this to be around the optimal input even if the fourth order is considered. Taking the derivative
of ( )FQ

4 with respect tofwe obtain
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This equation can be numerically solved forf and yields:

q
p

f J» = { } ( )
2

and arctan sin . D.2opt opt

The (quasi-) optimality of this choice has been checked numerically, confirming that the value of the optimal
fopt ismore sensitive to changes in tha bath-coupling angle J.

Now, using the characterization of PCdynamics presented in section 3 and the formula for theQFI in
equation (51), wewill provide some analytical formulas for the one-probeQFI of a PC dynamics; for the sake of
generality, wewill not restrict to the unital case (i.e., to the  ¥T regime for the spin-bosonmodel, see
figure 3). Any PCdynamicalmap can bewritten as in equation (20), where ξ=ω0t+j and, in general, also the
other coefficients vz, dz, dwill depend both onω0 and on t. However, if we neglect for amoment the dependence
of the noise rates (for a PCdynamics bii(t), i=±, z) onω0, it is easy to see that the dependence onω0 will be
enclosed only in ξ, that is the coefficient due to the unitary component of themap. In this case theQFI, whichwe
denote as ˜ ( )F tQ,PC , will be simply given by

=˜ ( ) ( ) ( )F t
t

D t
2

, D.3Q z,PC

2
2

where = + = +( ) ( ) ( ) ∣ ( )∣ ( ) ( )D t x t y t d t x y0 0z
2 2 2 2 is the distance of the state at time t from the z-axis

andwe have usedCartesian coordinates to define the Bloch vector =( ) { ( ) ( ) ( )}r t x t y t z t, , . Instead, if we
include the dependence of the noise parameters onω0, we obtain the ‘full’QFI

w w w
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where for the sake of compactness we used explicitly that z(t,ω0)=vz(t,ω0)+z(0) dz(t,ω0)Note that all the
contributions are positive; in particular 1−Dz(t,ω0)

2− z2(t)�0 due to the positivity of the dynamics.

ORCID iDs

J Kołodyński https://orcid.org/0000-0001-8211-0016

References

[1] Dowling J P and SeshadreesanKP 2015Quantumoptical technologies formetrology, sensing, and imaging J. Lightwave Technol. 33
2359–70

[2] SchleichWP et al 2016Quantum technology: from research to applicationAppl. Phys.B 122 130
[3] TóthG andApellaniz I 2014Quantummetrology from a quantum information science perspective J. Phys. A:Math. Theor. 47 424006
[4] Demkowicz-Dobrzański R, JarzynaMandKołodyński J 2015Quantum limits in optical interferometry Progress inOptics ed EWolf vol

60 (Amsterdam: Elsevier) pp 345–435
[5] Pezzè L, Smerzi A,OberthalerMK, Schmied R andTreutlein P 2016Non-classical states of atomic ensembles: fundamentals and

applications in quantummetrology arXiv e-print
[6] DegenCL, Reinhard F andCappellaro P 2017Quantum sensingRev.Mod. Phys. 89 035002
[7] BraunD, AdessoG, Benatti F, Floreanini R,MarzolinoU,MitchellMWandPirandola S 2017Quantum enhancedmeasurements

without entanglement arXiv e-print
[8] Giovannetti V, Lloyd S andMaccone L 2004Quantum-enhancedmeasurements: beating the standard quantum limit Science 306

1330–6
[9] Schnabel R 2017 Squeezed states of light and their applications in laser interferometers Phys. Rep. 684 1–51
[10] LIGO Collaboration 2011A gravitational wave observatory operating beyond the quantum shot-noise limitNat. Phys. 7 962–5
[11] LIGO Collaboration 2013 Enhanced sensitivity of the LIGOgravitational wave detector by using squeezed states of lightNat. Photon. 7

613–9
[12] Ma J,WangX, SunCP andNori F 2011Quantum spin squeezing Phys. Rep. 509 89–165
[13] GreenbergerDM,HorneMAandZeilinger A 1989Going beyondBellʼs theoremBell’s Theorem,QuantumTheory andConceptions of

theUniverse (Fundamental Theories of Physics vol 37) edMKafatos (Berlin: Springer) pp 69–72
[14] WinelandD J, Bollinger J J, ItanoWMandMoore F L 1992 Spin squeezing and reduced quantumnoise in spectroscopy Phys. Rev.A 46

R6797–800
[15] WinelandD J, Bollinger J J, ItanoWMandHeinzenD J 1994 Squeezed atomic states and projection noise in spectroscopy Phys. Rev.A

50 67–88
[16] LeibfriedD, BarrettMD, Schaetz T, Britton J, Chiaverini J, ItanoWM, Jost J D, Langer C andWinelandD J 2004TowardHeisenberg-

limited spectroscopywithmultiparticle entangled states Science 304 1476–8
[17] BudkerD andRomalisM2007OpticalmagnetometryNat. Phys. 3 227–34

26

New J. Phys. 20 (2018) 053009 J FHaase et al

https://orcid.org/0000-0001-8211-0016
https://orcid.org/0000-0001-8211-0016
https://orcid.org/0000-0001-8211-0016
https://orcid.org/0000-0001-8211-0016
https://doi.org/10.1109/JLT.2014.2386795
https://doi.org/10.1109/JLT.2014.2386795
https://doi.org/10.1109/JLT.2014.2386795
https://doi.org/10.1109/JLT.2014.2386795
https://doi.org/10.1007/s00340-016-6353-8
https://doi.org/10.1088/1751-8113/47/42/424006
https://doi.org/10.1016/bs.po.2015.02.003
https://doi.org/10.1016/bs.po.2015.02.003
https://doi.org/10.1016/bs.po.2015.02.003
https://doi.org/10.1103/RevModPhys.89.035002
https://doi.org/10.1126/science.1104149
https://doi.org/10.1126/science.1104149
https://doi.org/10.1126/science.1104149
https://doi.org/10.1126/science.1104149
https://doi.org/10.1016/j.physrep.2017.04.001
https://doi.org/10.1016/j.physrep.2017.04.001
https://doi.org/10.1016/j.physrep.2017.04.001
https://doi.org/10.1038/nphys2083
https://doi.org/10.1038/nphys2083
https://doi.org/10.1038/nphys2083
https://doi.org/10.1038/nphoton.2013.177
https://doi.org/10.1038/nphoton.2013.177
https://doi.org/10.1038/nphoton.2013.177
https://doi.org/10.1038/nphoton.2013.177
https://doi.org/10.1016/j.physrep.2011.08.003
https://doi.org/10.1016/j.physrep.2011.08.003
https://doi.org/10.1016/j.physrep.2011.08.003
https://doi.org/10.1103/PhysRevA.46.R6797
https://doi.org/10.1103/PhysRevA.46.R6797
https://doi.org/10.1103/PhysRevA.46.R6797
https://doi.org/10.1103/PhysRevA.46.R6797
https://doi.org/10.1103/PhysRevA.50.67
https://doi.org/10.1103/PhysRevA.50.67
https://doi.org/10.1103/PhysRevA.50.67
https://doi.org/10.1126/science.1097576
https://doi.org/10.1126/science.1097576
https://doi.org/10.1126/science.1097576
https://doi.org/10.1038/nphys566
https://doi.org/10.1038/nphys566
https://doi.org/10.1038/nphys566


[18] Taylor JM,Cappellaro P, Childress L, Jiang L, BudkerD,Hemmer PR, YacobyA,WalsworthR and LukinMD2008High-sensitivity
diamondmagnetometer with nanoscale resolutionNat. Phys. 4 810–6

[19] ClerkAA,DevoretMH,Girvin SM, FlorianMand Schoelkopf R J 2010 Introduction to quantumnoise,measurement, and
amplificationRev.Mod. Phys. 82 1155–208

[20] LudlowAD, BoydMM,Ye J, Peik E and Schmidt PO 2015Optical atomic clocksRev.Mod. Phys. 87 637–701
[21] HelstromCW1967Minimummean-squared error of estimates in quantum statistics Phys. Lett.A 25 102
[22] Barndorff-NielsenOE,Gill RD and Jupp PE 2003On quantum statistical inference J. Royal Stat. Soc.B 65 775–804
[23] Braunstein S L andCaves CM1994 Statistical distance and the geometry of quantum states Phys. Rev. Lett. 72 3439–43
[24] Bouten L, VanHandel R and JamesMR2007An introduction to quantum filtering SIAM J. Control Optim. 46 2199–241
[25] TsangM,WisemanHMandCaves CM2011 Fundamental quantum limit towaveform estimation Phys. Rev. Lett. 106 090401
[26] Huelga S F,Macchiavello C, Pellizzari T, Ekert AK, PlenioMB andCirac J I 1997 Improvement of frequency standards with quantum

entanglement Phys. Rev. Lett. 79 3865–8
[27] Escher BM, deMatos Filho R L andDavidovich L 2011General framework for estimating the ultimate precision limit in noisy

quantum-enhancedmetrologyNat. Phys. 7 406–11
[28] Demkowicz-Dobrzański R, Kołodyński J andGuţăM2012The elusiveHeisenberg limit in quantum-enhancedmetrologyNat.

Commun. 3 1063
[29] TsangM2013Quantummetrologywith open dynamical systemsNew J. Phys. 15 073005
[30] Leggett A J, Chakravarty S, Dorsey AT, FisherMPA,Garg A andZwergerW1987Dynamics of the dissipative two-state systemRev.

Mod. Phys. 59 1–85
[31] GargA,Onuchic JN andAmbegaokar V 1985 Effect of friction on electron transfer in biomolecules J. Chem. Phys. 83 4491–503
[32] Golding B, ZimmermanMNandCoppersmith SN1992Dissipative quantum tunneling of a singlemicroscopic defect in amesoscopic

metalPhys. Rev. Lett. 68 998–1001
[33] Makhlin Y, SchönG and ShnirmanA 2001Quantum-state engineeringwith Josephson-junction devicesRev.Mod. Phys. 73 357–400
[34] Kołodyński J andDemkowicz-Dobrzański R 2013 Efficient tools for quantummetrologywith uncorrelated noiseNew J. Phys. 15

073043
[35] Szańkowski P, TrippenbachMandChwedeńczuk J 2014 Parameter estimation inmemory-assisted noisy quantum interferometry

Phys. Rev.A 90 063619
[36] Sekatski P, SkotiniotisM,Kołodyński J andDürW2017Quantummetrologywith full and fast quantum controlQuantum 1 27
[37] Chaves R, Brask J B,MarkiewiczM,Kołodyński J andAcínA 2013Noisymetrology beyond the standard quantum limit Phys. Rev. Lett.

111 120401
[38] HolevoA S 1993Anote on covariant dynamical semigroupsRep.Math. Phys. 32 211–6
[39] HolevoA S 1996Covariant quantumMarkovian evolutions J.Math. Phys. 37 1812–32
[40] Vacchini B 2010Covariantmappings for the description ofmeasurement, dissipation and decoherence in quantummechanics Lecture

Notes Phys. 787 39–77
[41] BreuerH-P and Petruccione F 2002The Theory of OpenQuantum Systems (Oxford:OxfordUniversity Press)
[42] Matsuzaki Y, Benjamin SC and Fitzsimons J 2011Magneticfield sensing beyond the standard quantum limit under the effect of

decoherence Phys. Rev.A 84 012103
[43] ChinAW,Huelga S F and PlenioMB2012Quantummetrology in non-Markovian environments Phys. Rev. Lett. 109 233601
[44] SmirneA, Kołodyński J, Huelga S F andDemkowicz-Dobrzański R 2016Ultimate precision limits for noisy frequency estimation Phys.

Rev. Lett. 116 120801
[45] Kay SM1993 Fundamentals of Statistical Signal Processing: Estimation Theory (EnglewoodCliffs, NJ: PrenticeHall)
[46] Bollinger J J, ItanoWM,WinelandD J andHeinzenD J 1996Optimal frequencymeasurements withmaximally correlated states Phys.

Rev.A 54R4649–52
[47] Pang S and JordanAN2017Optimal adaptive control for quantummetrologywith time-dependentHamiltoniansNat. Commun. 8

14695
[48] Dooley S,MunroW J andNemotoK2016Quantummetrology including state preparation and readout times Phys. Rev.A 94 052320
[49] Fujiwara A 2001Quantum channel identification problemPhys. Rev.A 63 042304
[50] Fujiwara A and ImaiH 2008Afibre bundle overmanifolds of quantum channels and its application to quantum statistics J. Phys. A:

Math. Theor. 41 255304
[51] NielsenMAandChuang I L 2010QuantumComputation andQuantum Information (Cambridge: CambridgeUniversity Press)
[52] Bengtsson I andŻyczkowski K 2006Geometry of Quantum States: An Introduction toQuantumEntanglement (Cambridge: Cambridge

University Press)
[53] DornerU 2012Quantum frequency estimationwith trapped ions and atomsNew J. Phys. 14 043011
[54] Jeske J, Cole JH andHuelga S F 2014Quantummetrology subject to spatially correlatedMarkovian noise: restoring the heisenberg

limitNew J. Phys. 16 073039
[55] Knysh S I andDurkinGA2013 Estimation of phase and diffusion: combining quantum statistics and classical noise arXiv e-print
[56] Knysh S I, Chen EH andDurkinGA2014True limits to precision via unique quantumprobe arXiv e-print
[57] BerryDW,Higgins B L, Bartlett SD,MitchellMW, PrydeG J andWisemanHM2009How to perform themost accurate possible

phasemeasurementsPhys. Rev.A 80 052114
[58] GuţăMand JenčováA 2007 Local asymptotic normality in quantum statisticsCommun.Math. Phys. 276 341–79
[59] Fujiwara A 2006 Strong consistency and asymptotic efficiency for adaptive quantum estimation problems J. Phys. A:Math. Gen. 39

12489
[60] MacieszczakK, FraasM andDemkowicz-Dobrzański R 2014 Bayesian quantum frequency estimation in presence of collective

dephasingNew J. Phys. 16 113002
[61] JarzynaMandDemkowicz-Dobrzański R 2015True precision limits in quantummetrologyNew J. Phys. 17 013010
[62] Alipour S andRezakhani AT 2015 Extended convexity of quantum fisher information in quantummetrology Phys. Rev.A 91 042104
[63] Giovannetti V, Lloyd S andMaccone L 2006Quantummetrology Phys. Rev. Lett. 96 010401
[64] LindbladG1976On the generators of quantumdynamical semigroupsCommun.Math. Phys. 48 119–30
[65] Gorini V, Kossakowski A and Sudarshan ECG1976Completely positive dynamical semigroups of n-level systems J.Math. Phys. 17

821–5
[66] MacieszczakK 2015Zeno limit in frequency estimationwith non-Markovian environments Phys. Rev.A 92 010102
[67] Misra B and Sudarshan ECG1977The Zenoaʼs paradox in quantum theory J.Math. Phys. 18 756–63
[68] Facchi P andPascazio S 2008Quantum zeno dynamics:mathematical and physical aspects J. Phys. A:Math. Theor. 41 493001

27

New J. Phys. 20 (2018) 053009 J FHaase et al

https://doi.org/10.1038/nphys1075
https://doi.org/10.1038/nphys1075
https://doi.org/10.1038/nphys1075
https://doi.org/10.1103/RevModPhys.82.1155
https://doi.org/10.1103/RevModPhys.82.1155
https://doi.org/10.1103/RevModPhys.82.1155
https://doi.org/10.1103/RevModPhys.87.637
https://doi.org/10.1103/RevModPhys.87.637
https://doi.org/10.1103/RevModPhys.87.637
https://doi.org/10.1016/0375-9601(67)90366-0
https://doi.org/10.1111/1467-9868.00415
https://doi.org/10.1111/1467-9868.00415
https://doi.org/10.1111/1467-9868.00415
https://doi.org/10.1103/PhysRevLett.72.3439
https://doi.org/10.1103/PhysRevLett.72.3439
https://doi.org/10.1103/PhysRevLett.72.3439
https://doi.org/10.1137/060651239
https://doi.org/10.1137/060651239
https://doi.org/10.1137/060651239
https://doi.org/10.1103/PhysRevLett.106.090401
https://doi.org/10.1103/PhysRevLett.79.3865
https://doi.org/10.1103/PhysRevLett.79.3865
https://doi.org/10.1103/PhysRevLett.79.3865
https://doi.org/10.1038/nphys1958
https://doi.org/10.1038/nphys1958
https://doi.org/10.1038/nphys1958
https://doi.org/10.1038/ncomms2067
https://doi.org/10.1088/1367-2630/15/7/073005
https://doi.org/10.1103/RevModPhys.59.1
https://doi.org/10.1103/RevModPhys.59.1
https://doi.org/10.1103/RevModPhys.59.1
https://doi.org/10.1063/1.449017
https://doi.org/10.1063/1.449017
https://doi.org/10.1063/1.449017
https://doi.org/10.1103/PhysRevLett.68.998
https://doi.org/10.1103/PhysRevLett.68.998
https://doi.org/10.1103/PhysRevLett.68.998
https://doi.org/10.1103/RevModPhys.73.357
https://doi.org/10.1103/RevModPhys.73.357
https://doi.org/10.1103/RevModPhys.73.357
https://doi.org/10.1088/1367-2630/15/7/073043
https://doi.org/10.1088/1367-2630/15/7/073043
https://doi.org/10.1103/PhysRevA.90.063619
https://doi.org/10.22331/q-2017-09-06-27
https://doi.org/10.1103/PhysRevLett.111.120401
https://doi.org/10.1016/0034-4877(93)90014-6
https://doi.org/10.1016/0034-4877(93)90014-6
https://doi.org/10.1016/0034-4877(93)90014-6
https://doi.org/10.1063/1.531481
https://doi.org/10.1063/1.531481
https://doi.org/10.1063/1.531481
https://doi.org/10.1007/978-3-642-02871-7
https://doi.org/10.1007/978-3-642-02871-7
https://doi.org/10.1007/978-3-642-02871-7
https://doi.org/10.1103/PhysRevA.84.012103
https://doi.org/10.1103/PhysRevLett.109.233601
https://doi.org/10.1103/PhysRevLett.116.120801
https://doi.org/10.1103/PhysRevA.54.R4649
https://doi.org/10.1103/PhysRevA.54.R4649
https://doi.org/10.1103/PhysRevA.54.R4649
https://doi.org/10.1038/ncomms14695
https://doi.org/10.1038/ncomms14695
https://doi.org/10.1103/PhysRevA.94.052320
https://doi.org/10.1103/PhysRevA.63.042304
https://doi.org/10.1088/1751-8113/41/25/255304
https://doi.org/10.1088/1367-2630/14/4/043011
https://doi.org/10.1088/1367-2630/16/7/073039
https://doi.org/10.1103/PhysRevA.80.052114
https://doi.org/10.1007/s00220-007-0340-1
https://doi.org/10.1007/s00220-007-0340-1
https://doi.org/10.1007/s00220-007-0340-1
https://doi.org/10.1088/0305-4470/39/40/014
https://doi.org/10.1088/0305-4470/39/40/014
https://doi.org/10.1088/1367-2630/16/11/113002
https://doi.org/10.1088/1367-2630/17/1/013010
https://doi.org/10.1103/PhysRevA.91.042104
https://doi.org/10.1103/PhysRevLett.96.010401
https://doi.org/10.1007/BF01608499
https://doi.org/10.1007/BF01608499
https://doi.org/10.1007/BF01608499
https://doi.org/10.1063/1.522979
https://doi.org/10.1063/1.522979
https://doi.org/10.1063/1.522979
https://doi.org/10.1063/1.522979
https://doi.org/10.1103/PhysRevA.92.010102
https://doi.org/10.1063/1.523304
https://doi.org/10.1063/1.523304
https://doi.org/10.1063/1.523304
https://doi.org/10.1088/1751-8113/41/49/493001


[69] Rivas Á,Huelga S F and PlenioMB2014Quantumnon-Markovianity: characterization, quantification and detectionRep. Prog. Phys.
77 094001

[70] BreuerH-P, Laine E-M, Piilo J andVacchini B 2016Colloquium: non-Markovian dynamics in open quantum systemsRev.Mod. Phys.
88 021002

[71] KingC andRuskaiMB2001Minimal entropy of states emerging fromnoisy quantum channels IEEETrans. Inf. Theory 47 192–209
[72] Andersson E, Cresser J D andHallM JW2007 Finding theKraus decomposition from amaster equation and vice versa J.Mod.Opt. 54

1695–716
[73] AsoreyM,Kossakowski A,MarmoG and Sudarshan ECG2009Dynamicalmaps and densitymatrices J. Phys. Conf. Ser. 196 012023
[74] Chruściński D andKossakowski A 2010Non-markovian quantumdynamics: local versus nonlocal Phys. Rev. Lett. 104 070406
[75] Chruściński D, Kossakowski A, Aniello P,MarmoGandVentriglia F 2010A class of commutative dynamics of open quantum systems

Open Syst. Inf. Dyn. 17 255–77
[76] SmirneA andVacchini B 2010Nakajima-Zwanzig versus time-convolutionlessmaster equation for the non-Markovian dynamics of a

two-level system Phys. Rev.A 82 022110
[77] ClosG andBreuerH-P 2012Quantification ofmemory effects in the spin-bosonmodel Phys. Rev.A 86 012115
[78] BreuerH-P, Kappler B and Petruccione F 2001The time-convolutionless projection operator technique in the quantum theory of

dissipation and decoherenceAnn. Phys. 291 36–70
[79] Gasbarri G and Ferialdi L 2018Phys. Rev.A 97 022114
[80] Maniscalco S, Intravaia F, Piilo J andMessina A 2004Misbeliefs andmisunderstandings about the non-Markovian dynamics of a

damped harmonic oscillator J. Opt. B:Quantum Semiclass. Opt. 6 S98
[81] FlemingC, CummingsN I, Anastopoulos C andHuBL 2010The rotating-wave approximation: consistency and applicability from an

open quantum system analysis J. Phys. A:Math. Theor. 43 405304
[82] Lankinen J, LyyraH, Sokolov B, Teittinen J, Ziaei B andManiscalco S 2016Complete positivity, finite-temperature effects, and

additivity of noise for time-local qubit dynamics Phys. Rev.A 93 052103
[83] Oviedo-Casado S, Prior J, Chin AW,Rosenbach R,Huelga S F andPlenioMB2016 Phase-dependent exciton transport and energy

harvesting from thermal environments Phys. Rev.A 93 020102
[84] Jeske J, IngD J, PlenioMB,Huelga S F andCole JH 2015 Bloch-Redfield equations formodeling light-harvesting complexes J. Chem.

Phys. 142 064104
[85] SunZ, Liu J,Ma J andWangX 2015Quantum speed limits in open systems: non-Markovian dynamics without rotating-wave

approximation Sci. Rep. 5 8444
[86] Zhang Y-J,HanW,Xia Y-J, Cao J-P and FanH2015Classical-driving-assisted quantum speed-up Phys. Rev.A 91 032112
[87] LostaglioM,KorzekwaK andMilneA 2017Markovian evolution of quantum coherence under symmetric dynamics Phys. Rev.A 96

032109
[88] Życzkowski K andBengtsson I 2004Onduality between quantummaps and quantum statesOpen Syst. Inf. Dyn. 11 3–42
[89] ChoiM-D1975Completely positive linearmaps on complexmatrices Linear Algebr. Appl. 10 285
[90] DürW, SkotiniotisM, Fröwis F andKraus B 2014 Improved quantummetrology using quantum error correction Phys. Rev. Lett. 112

080801
[91] Brask J B, Chaves R andKołodyński J 2015 Improved quantummagnetometry beyond the standard quantum limit Phys. Rev.X 5

031010
[92] Zhou S, ZhangM, Preskill J and Jiang L 2018Nat. Commun. 9 78
[93] UndenT et al 2016Quantummetrology enhanced by repetitive quantum error correction Phys. Rev. Lett. 116 230502
[94] Rivas Á,Huelga S F and PlenioMB2010 Entanglement and non-markovianity of quantum evolutions Phys. Rev. Lett. 105 050403
[95] ZhongW, SunZ,Ma J,WangX andNori F 2013 Fisher information under decoherence in Bloch representation Phys. Rev.A 87 022337
[96] JarzynaMandZwierzM2017 Parameter estimation in the presence of themost general Gaussian dissipative reservoir Phys. Rev.A 95

012109
[97] LatuneC L, Sinayskiy I and Petruccione F 2016Quantum force estimation in arbitrary non-Markovian gaussian bathsPhys. Rev.A 94

052115

28

New J. Phys. 20 (2018) 053009 J FHaase et al

https://doi.org/10.1088/0034-4885/77/9/094001
https://doi.org/10.1103/RevModPhys.88.021002
https://doi.org/10.1109/18.904522
https://doi.org/10.1109/18.904522
https://doi.org/10.1109/18.904522
https://doi.org/10.1080/09500340701352581
https://doi.org/10.1080/09500340701352581
https://doi.org/10.1080/09500340701352581
https://doi.org/10.1080/09500340701352581
https://doi.org/10.1088/1742-6596/196/1/012023
https://doi.org/10.1103/PhysRevLett.104.070406
https://doi.org/10.1142/S1230161210000163
https://doi.org/10.1142/S1230161210000163
https://doi.org/10.1142/S1230161210000163
https://doi.org/10.1103/PhysRevA.82.022110
https://doi.org/10.1103/PhysRevA.86.012115
https://doi.org/10.1006/aphy.2001.6152
https://doi.org/10.1006/aphy.2001.6152
https://doi.org/10.1006/aphy.2001.6152
https://doi.org/10.1103/PhysRevA.97.022114
https://doi.org/10.1088/1464-4266/6/3/016
https://doi.org/10.1088/1751-8113/43/40/405304
https://doi.org/10.1103/PhysRevA.93.052103
https://doi.org/10.1103/PhysRevA.93.020102
https://doi.org/10.1063/1.4907370
https://doi.org/10.1038/srep08444
https://doi.org/10.1103/PhysRevA.91.032112
https://doi.org/10.1103/PhysRevA.96.032109
https://doi.org/10.1103/PhysRevA.96.032109
https://doi.org/10.1023/B:OPSY.0000024753.05661.c2
https://doi.org/10.1023/B:OPSY.0000024753.05661.c2
https://doi.org/10.1023/B:OPSY.0000024753.05661.c2
https://doi.org/10.1016/0024-3795(75)90075-0
https://doi.org/10.1103/PhysRevLett.112.080801
https://doi.org/10.1103/PhysRevLett.112.080801
https://doi.org/10.1103/PhysRevX.5.031010
https://doi.org/10.1103/PhysRevX.5.031010
https://doi.org/10.1038/s41467-017-02510-3
https://doi.org/10.1103/PhysRevLett.116.230502
https://doi.org/10.1103/PhysRevLett.105.050403
https://doi.org/10.1103/PhysRevA.87.022337
https://doi.org/10.1103/PhysRevA.95.012109
https://doi.org/10.1103/PhysRevA.95.012109
https://doi.org/10.1103/PhysRevA.94.052115
https://doi.org/10.1103/PhysRevA.94.052115

	1. Introduction
	2. Noisy quantum frequency estimation
	2.1. Frequency estimation task as a quantum channel estimation protocol
	2.2. Ultimate precision attained in quantum frequency estimation
	2.3. Realistic bounds on precision in the presence of local noise

	3. PC versus NPC dynamics
	4. Spin-boson model: weak-coupling master equation and secular approximation
	4.1. Second-order TCL master equation
	4.2. Secular approximation

	5. Solutions in the high-temperature regime
	5.1. The short-time evolution
	5.2. Finite-time evolution for an Ohmic spectral density

	6. Single-qubit quantum Fisher information
	6.1. Short-time limit
	6.1.1. Different contributions to the QFI

	6.2. Finite-time analysis for the Ohmic spectral density

	7. N-probe quantum Fisher information and achievable metrological limits
	7.1. Asymptotic scaling of the ultimate estimation precision
	7.2. Finite-N behavior

	8. Conclusions
	Acknowledgments
	Appendix A.
	Appendix B.
	Appendix C.
	C.1. Ohmic spectral density
	C.1.1. Differential equations for the density matrix elements
	C.1.2. Semigroup limit


	Appendix D.
	References



