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Abstract

We present an iterative near-field in-line phase contrast method that allows quantitative determina-
tion of the thickness of an object given the refractive index of the sample material. The iterative
method allows for quantitative phase contrast imaging in regimes where the contrast transfer function
(CTF) and transport of intensity equation (TIE) cannot be applied. Further, the nature of the iterative
scheme offers more flexibility and potentially allows more high-resolution image reconstructions
when compared to TIE method and less artefacts when compared to the CTF method. While, not
addressed here, extension of our approach in future work to broadband illumination will also be
straightforward as the wavelength dependence of the refractive index of an object can be readily
incorporated into the iterative approach.

Introduction

Propagation based x-ray phase contrast imaging exploits the change in phase that occurs when x-rays propagate
through a material [1, 2]. It allows for improved imaging of objects that exhibit poor x-ray absorption contrast,
or which are sensitive to x-ray damage.

Various analytical techniques—such as transport of intensity (TIE) [3] and contrast transfer function (CTF)
[4, 5] methods—have been developed for propagation-based x-ray phase contrast imaging. These methods rely
on different approximations [1, 2, 5] and show different susceptibility to noise [6, 7] and to other sources of
imaging artefacts. Typically all these approaches are applied in the Fresnel regime, which can be referred to as the
near field consistent in this context of phase contrast imaging.

In recent years, approaches described as coherent diffractive imaging (CDI) [8] have been successful in
recovering the complex transmission function of a sample through iterative methods that rely on oversampling
in the far field [9]. A common algorithm often used in CDI is Fienup’s error reduction (ER) algorithm [10]. A
range of iterative methods have allowed for the inclusion of complex constraints [11], variable supports through
the iteration sequence [12] and models for the partial coherence of the illuminating wavefield [13]. The effects of
significant wavefront curvature have also been incorporated in, for example, Fresnel CDI (FCDI) [14].

Following the success of far-field iterative methods, iterative near-field methods have also been explored
where the Fresnel approximation now applies due to curvature in the propagated wavefield rather than purely
from the incident wavefield as in the case of FCDI [15-21].

In this work, we demonstrate the iterative implementation of an analytical phase retrieval approach that was
developed for use with compositionally uniform objects [22]. As with other near-field or Fresnel iterative
approaches, the different approximations involved offer improved robustness to noise and artefacts compared
to the analytical methods. The uniform material approximation also offers an advantage in that it readily allows
the thickness of an object to be recovered, which is a quantity that is often straightforward to validate.

©2016 IOP Publishing Ltd and Deutsche Physikalische Gesellschaft
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Algorithm

The standard ER algorithm [10] can be written in operator notation as
P = T, (1)
where the ith iterate of the exit surface wavefield of the sample, 1), is defined as the product of the incident
wavefield, 1), , and the transmission function, T. The modulus constraint is defined as
T = P17 P, ©))

where Pand P~ represent, separately, the forward and reverse propagation operators of the paraxial wavefield.
The modulus constraint, 7,,,, operating on the detector plane wavefield, 4, is defined as

~

it = 2T, )
K]
where I is the measured intensity. The support constraint is
P, reS,
= 4
P {0’ r ¢S, (4)

where r is a two-dimensional position vector in the plane of the wavefield perpendicular to the direction of
propagation and § is the area of the support, which contains the sample.
In the numerical implementation of the algorithm the wavefield must be oversampled in the detector plane
[9] and the algorithm may be commenced with a guess for 2//°.
Convergence of the algorithm is assessed by evaluating the quantity
oy W, — 1) -
N-1 >

Zn:OIn

where the sum is performed over all N pixels in the numerically sampled quantities.
To obtain information about the sample, the final iterate of the wavefield can be divided by the known or
recovered [23] incident wavefield to obtain the complex transmission function of the sample

o =

T = Ae™'¢

_ exp[—kj: 3 dz]exp[—ikj: 5 dz], ©)

where the amplitude, A, and phase, ¢, can be written in terms of the complex refractive index,
n =1 — § + i6. Thereal part of the refractive index, 6, defines the phase shift that occurs, while the magnitude
of imaginary component, 3, determines the absorption.

It can be seen that T' can be expressed as a linear projection through the sample. Therefore if sufficient
angular projections through the sample can be recovered the three-dimensional distribution of the complex
refractive index can be recovered using standard tomographic methods [1, 2].

In the case of a uniform sample of known composition the recovered transmission function can be used to
calculate the thickness of the sample directly via

= )

InT

—k(@B+i8) |

This can be incorporated into the sample plane support constraint so that the current estimate of the sample
thickness is used to calculate the next iterate of the transmission function and the wavefield so that information

from both the phase and amplitude are combined [11]. Accordingly, in our implementation the sample plane
support constraint may be written as

mapi = {exp[kﬂt]exp[lkét] res,

0 r¢sS. @)

In simulation tests of the algorithm the error metric for the known sample can also be monitored via

N-1,;
Yoot — 1) 0
L ©)

Zn:O t"

Figure 1 shows the results of a numerical simulation that demonstrates the effectiveness of the algorithm in
obtaining a quantitative reconstruction of an object in the near field at 9 keV. Our test object, shown in
figure 1(a), has a uniform composition with 3 = 2.33 x 10~°and § = 2.69 x 107>, and has thickness from 0

5 .
(Xsample )l =

2
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Figure 1. Simulation example demonstrating effectiveness of our algorithm. (a) shows the flower object used in the simulation
example. (b) is the oversampled phase contrast image. (c) is the convergence of the algorithm in the detector (blue) and sample (red)
planes calculated using equations (7) and (9); and (d) a line out (blue line in figure 1(a)) comparing the object (blue) and the
reconstruction (green)—an image of the iterative reconstruction is shown in figure 2(a).

Table 1. Validity conditions for the TIE, CTF and the iterative method for various propagators. p (r) repre-
sents the absorption component of the sample, u is the Fourier conjugate of r = (x, y), z.f is the effective
propagation distance, A is the wavelength and other variables are as defined previously.

Technique Validity condition Reference
CTE 2u(r)<1and‘¢(r+@)—¢(r—@ )<<1 [5]
I j
TIE ijzi(%/\zeffu V)T@ <1 5]
. . 2V2 hzeit
Iterative (Convolution) N (an? <1 [24]
2
Iterative (Single FFT) DN g [24]
Iterative (Angular spectrum) 22 X — <1 [24]
N(Ax)z\/l - 2(2x)z

(black) to 1 pum (white) according to the linear grayscale in figure 1(a). A point source 0.76 m from the sample
and a sample-to-detector distance of 0.24 m were used with a pixel size of 342 nm in the sample plane resulting
in a detector pixel size 0of 450 nmin the 710 x 710 pixel image shown in figure 1(b). The Fresnel propagator in
its convolution form [1, 24] was used to propagate between the sample and detector planes. It can be seen in
figures 1(c) and (d) that the algorithm converges smoothly to an accurate estimate for the thickness.

For the iterative method to work, the sampling requirements for the relevant propagator must be satisfied
[24]. For a uniform sample those requirements are set out in table 1. In the case of the TIE and CTF analytic
approaches, the influence of the sample transmission function—which, in the projection approximation [25], is
readily related to the sample thickness—can also be incorporated into the validity conditions, as set out in
table 1.

The validity conditions for the TIE and CTF are defined by the need to linearise the relevant expressions for
the propagated wavefield [5]. The iterative method instead requires that the relevant combination of the exit
wavefield from the sample and the propagator term is properly sampled. This is most easily written in the case of
the single fast Fourier transform (FFT) method where the requirement is

2
2J2 N (Ax) N 2V pAx <
AZefp ™

1. (10)

For the convolution and angular spectrum methods the expression is a little more complicated, but a good rule
of thumb from our simulation work is that provided both the propagator term and phase of the sample
transmission function are well sampled—thatis V¢ < &, where Ax is the pixel size—then the iterative
approach will provide an accurate answer. Accordingly, due to the different validity conditions, samples that do
not satisfy the phase gradient conditions required for TIE and CTF may still be recovered using an iterative
approach.

Using the same simulation as the previous example, figure 2 shows a demonstration of the robustness of the
iterative method when compared to the CTF (with a Tikhonov regularisation [26] of & = 0.01) and TIE. In this
geometry the phase gradient validity condition for the CTF is violated. It can be seen that only the iterative
approach provides a high fidelity reconstruction of the input object.

3
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Figure 2. Comparison of the iterative, CTF and TIE methods. (a) shows the flower object used in figure 1 reconstructed via the
iterative method, (b) via the CTF, and (c) via the TIE.
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Figure 3. Experimental example of effectiveness of the algorithm. (a) shows the sample design, where the blue and green regions
represent a thickness of 350 nm and 650 nm respectively. The regions of overlap (red) have a thickness of 1000 nm. (b) is the
experimentally obtained phase contrast image having been flat-field corrected. (c) is the reconstruction using the described algorithm.
(d)is alineout for the vertical line shown in (¢).

Experiment

A proof-of-concept experiment was undertaken at diamond light source’s B16 Test Beamline [27]. A
conventional in-line phase imaging geometry was used with an energy of 9 keV.

A point source was created through the use of a Kirkpatrick—Baez mirror, where the horizontal and vertical
full width half maximum (FWHM) of the focus was 0.837 pm and 0.607 pm respectively. The source to sample
distance, z;, was 0.76 m and the sample to detector distance, z,, was 0.24 m. The area imaged contained an object
that was constructed from Au deposited on a Si;N, window that was larger than 700 um x 700 pm. The design
of this object can be seen in figure 3(a) and was fabricated via direct current sputtering. The object consisted of
two overlaying deposits, with the deposits having a thickness of 350 or 650 nm (blue and green shades)
respectively. The regions where the deposits overlapped (red) resulted in a thickness of 1000 nm. The sample was
contained within an area of 105 gm x 105 pm of the Si;N, window.

A cooled 14-bit charge-coupled device camera was used in conjunction with a 20 x objective lens to image
the distribution of optical photons produced in a YAG:Ce 35 pum thick scintillator. The resulting detector pixel
size was 450 nm. As a result, the effective pixel size at the sample plane was 342 nm. A total of 62 sample phase-
contrast and sample-free white-field images were acquired. The exposure time for each of these images was 75 s.

Under these conditions the experimental geometry satisfies the validity conditions for the iterative and TIE
methods, but in some regions violated the phase conditions for the CTF. From simulations the CTF violation
was not expected to cause significant artefacts. The projection approximation is also satisfied.

Results

Variations in the illumination and non-uniformity in the scintillator were removed by dividing the sample phase
contrast image with the white-field image taken with no sample present. The field of view used in the analysis is
shown in figure 3(b). The 710 x 710 pixel area resulted in an oversampling factor equal to four. Despite the
background normalisation step, the image contained noticeable artefacts (seen in figure 3(b)) likely due to beam
instability over the acquisition time.
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ual (nm) Iterative (nm) ‘ CTF (nm) ‘ TIE (nm)

350 (blue) 368 + 14 403 £ 8 412+ 10
650 (green) 684 + 66 674+£99 | 718 +136
1000 (red) 1057 £ 72 1023 £62 | 1138£ 72

Figure 4. Comparison of thicknessess determined by the iterative method, CTF and TIE. Regions with nominal thickness 1000 nm
(red), 650 nm (green) and 350 nm (blue) are shown in the figure. The mean thickness over these areas are listed in the table for the
iterative method, CTF and TIE.
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Figure 5. Reconstructions for: (a) our iterative algorithm; (b) the CTF with o« = 0.01; (c) the TIE; and (d) comparison of lineouts over
the region shown in (a). The green line represents the iterative method, while blue is CTF and red TIE.

The Band 6 values required for our algorithm were calculated from the relevant scattering form factors,
obtained from Henke et al [28]. To obtain the correct sample density, the average intensities transmitted
through the sample for various regions were calculated and used in conjunction with Beer’s Law. While the
phase contrast redistributes the intensity in the form of some fringing, an average over the whole area of the
sample that includes all fringes should include all the transmitted power and give an accurate measure of the
average intensity. We found the density of the deposited gold to be 13.8 & 2.0 g cm ™ compared to bulk density
of 19.3 g cm ™. This is consistent with previous work using similarly deposited samples [29, 30].

Using the Fresnel propagator in its convolution form, 1000 iterations of our algorithm were applied to the
phase contrast image in order to test the quality of the solution and its convergence properties. During this
process a very loose square support was applied. Using a shrink-wrap support [ 12] gives results that are not
significantly different for the sample and in the results shown we have instead used a loose support in order to
better compare regions outside the sample with those recovered using the TIE and CTF algorithms. The error
metric stabilised around the 500th iteration. Figure 3(c) shows the reconstruction of the sample thickness using
our iterative algorithm.

We compared our thickness reconstruction to that of both the TIE and CTF as shown in figures 4 and 5. A
Tikhonov regularisation [26] was applied to the CTF with &« = 0.01. The mean of the region outside the sample
was used to define zero sample thickness for the CTF and TIE, as these methods include an arbitrary constant
phase offset in the result.

Qualitatively, all three algorithms show similar non-uniformities in the sample reconstruction for regions
that are of uniform thickness most of which are attributable to instabilities in the illumination and consequent
non-uniform flat-fielding of the data. Assuming the manufactured regions are of constant height (see figure 6)
standard deviation of the recovered thickness in each of the regions is shown in figure 4 is taken as an estimate of
the error due to the reconstruction process. The resulting thickness and uncertainty for each method is shown in
the table in figure 4.

The residual values inside the loose support but outside the sample provides an additional analysis of the
estimated error. The standard deviation of these values, which was 46 nm, may be attributed to the level of
uncertainty in the measured intensities at the detector due to sources other than the sample, such as scatter from
components in the imaging system, beam variation and noise in the detector. It can be seen that this is a relatively
large part of the overall uncertainty and that taking care to reduce these sources of error may allow more
quantitatively accurate results to be obtained.
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Figure 6. Sample characteristics: (a) optical microscope image; (b) height profile measured along the line in (a) using a stylus
profilometer.

a) b) c) d)
Figure 7. Recovered square object using the iterative method after simulating the loss of phase contrast at the detector by Gaussian
smoothing the simulated image fora710 x 710 pixel object. Our test object, was a simple square object with a uniform composition
of =233 x 107°and § = 2.69 x 10~°. The energy of the x-rays simulated were 9 keV, with a pixel size of 342 nm in the sample

plane resulting in a detector pixel size of 450 nm, while z; and z, were 0.76 m and 0.24 m respectively. (a) No smoothing. (b)
Smoothing FWHM = 1 pum. (¢) FWHM = 5 pm. (d) FWHM = 10 pm. (e) Lineouts from each for the region shown in (a).
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While the iterative and CTF methods offer better spatial resolution than the TIE approach, they also
introduce a cross-hatching image artefact. This artefact is consistent with the loss of phase contrast information
in the measured image due to effects such as finite source size, noise and detector resolution as demonstrated in
figure 7. In our case the scintillator system employed means that the detector point spread function will be the
limiting factor. In addition, the sampling requirements may be affected by issues such as detector resolution and,
consequently, the choice of algorithm for obtaining the desired information will depend on the interplay of
system parameters and the actual sample.

Conclusion

We have experimentally demonstrated an iterative near-field in-line phase contrast method that allows
quantitative determination of the thickness of an object when monochromatic x-ray illumination is used. The
image reconstruction and quantitative results were validated against existing analytic phase retrieval methods.
The iterative approach can be used under conditions where the analytic methods are not valid and does not need
to be adjusted for an arbitrary constant phase offset.

For this demonstration we employed hard x-ray illumination and isolated single material objects. However,
the algorithm should be viable at other wavelengths and while it is also compatible with ptychographic or other
scanning techniques it does offer a way for single-shot recovery when multiple exposure approaches are not
practical.

Extension of our approach to broadband illumination will also be straightforward as the wavelength
dependence of the refractive index of an object can be readily incorporated into the iterative approach.

Acknowledgments

The authors acknowledge the support of the Australian Research Council through the Centres of Excellence for
Coherent X-ray Science and Advanced Molecular Imaging. We thank Diamond Light Source for access to
beamline B16 (proposal number MT9625) that contributed to the results presented here.

6



I0OP Publishing NewJ. Phys. 18 (2016) 043003 AJCarroll etal

This work was performed in part at the Melbourne Centre for Nanofabrication (MCN) in the Victorian
Node of the Australian National Fabrication Facility (ANFF).

References

[1] Paganin D M 2006 Coherent X-ray Optics (Oxford: Oxford University Press)
[2] Nugent K A 2010 Coherent methods in the x-ray sicences Adv. Phys. 59 1-99
[3] Teague M R 1983 Deterministic phase retrieval: a Green’s function solution J. Opt. Soc. Am. 73 1434-41
[4] Pogany A, Gao D and Wilkins S W 1997 Contrast and resolution in imaging with a microfocus x-ray source Rev. Sci. Instrum. 68 2774
[5] Turner L D, Dhal B, Hayes J, Mancuso A, Nugent K A, Paterson D, Scholten R, Tran C and Peele A G 2004 X-ray phase imaging:
demonstration of extended conditions with homogeneous objects Opt. Express 12 29605
[6] Paganin D M, Barty A, McMahon P J and Nugent K A 2004 Quantitative phase—amplitude microscopy: III. The effects of noise
J. Microsc. 2145161
[7] Arhatari B D and Peele A G 2010 Optimisation of phase imaging geometry Opt. Express 18 2372739
[8] Miao ], Charalambous P, Kirz ] and Sayre D 1999 Extending the methodology of x-ray crystallography to allow imaging of micrometre-
sized non-crystalline specimens Nature 400 342—4
[9] Miao]J, Sayre D and Chapman H N 1998 Phase retrieval from the magnitude of the Fourier transforms of nonperiodic objects J. Opt.
Soc. Am. A151662-9
[10] Fienup J 1982 Phase retrieval algorithms: a comparison Appl. Opt. 21 2758-69
[11] Clark] N etal 2010 Use of a complex constraint in coherent diffractive imaging Opt. Express 18 1981-93
[12] MarchesiniS, He H, Chapman H N, Hau-Riege S P, Noy A, Howells M R, Weierstall U and Spence ] C H 2003 X-ray image
reconstruction from a diffraction pattern alone Phys. Rev. B68 140101
[13] Chen B et al2012 Diffraction imaging: the limits of partial coherence Phys. Rev. B 86 235401
[14] Williams GJ, Quiney HM, Dhal B B, Tran C Q, Nugent K A, Peele A G, Paterson D and de Jonge M D 2006 Fresnel coherent diffractive
imaging Phys. Rev. Lett. 97 025506
[15] Gureyev T E 2003 Composite tecniques for phase retrieval in the Fresnel region Opt. Commun. 220 49-58
[16] Xiao X and Shen Q 2005 Wave propagation and phase retrieval in Fresnel diffraction by a distorted-object approach Phys. Rev. B 72
33103
[17] MengF, Liu Hand Wu X 2007 An iterative phase retrieval algorithm for in-line x-ray phase imaging Opt. Express 15 8383-90
[18] LiE etal2008 Phase retrieval from a single near field diffraction pattern with alarge Fresnel number J. Opt. Soc. Am. A 25 2651-8
[19] VoNT, Atwood R C, Moser H O, Lee P D, Breese M B H and Drakopoulos M 2012 A fast-converging iterative method for x-ray in-line
phase contrast tomography Appl. Phys. Lett. 101 224108
[20] Ruhlandt A, Krenkel M, Bartels M and Salditt T 2014 Three-dimensional phase retrieval in propagation-based phase-contrast imaging
Phys. Rev. A89 1-8
[21] Stockmar M, Cloetens P, Zanette I, Enders B, Dierolf M, Pfeiffer F and Thibault P 2013 Near-field ptychography: phase retrieval for
inline holography using a structured illumination Sci. Rep. 3 1927
[22] Paganin D M, Mayo S C, Gureyev T E, Miller P R and Wilkins S W 2002 Simultaneous phase and amplitude extraction from a single
defocused image of a homogeneous object J. Microsc. 206 33—40
[23] Quiney HM, Peele A G, Cai Z, Paterson D and Nugent K A 2006 Diffractive imaging of highly focused x-ray fields Nat. Phys. 2 1014
[24] Barty A 1999 Quantitative phase amplitude microscopy PhD Thesis The University of Melbourne, Melbourne
[25] Bartels M 2013 Cone-beam x-ray phase contrast tomography of biological samples: Optimization of contrast, resolution and field of view
vol 13 (Géttingen, Germany: Universititsverlag Gottingen)
[26] Tikhonov A N 1963 Solution of incorrectly formulated problems and the regularization method Sov. Math. Dokl. 41035-8
[27] Sawhney K]S, DolbnyaIP, Tiwari M K, Alianelli L, Scott SM, Preece G M, Pedersen U K and Walton R D 2010 A test beamline on
diamond light source AIP Conf. Proc. 1234 387-90
[28] Henke B, Gullikson E and Davis ] 1993 X-ray interactions with matter—center for x-ray optics: Lawrence Berkeley National Laboratory
At. Data Nucl. Data Tables 54 181-342
[29] Jones M W et al 2013 Phase-diverse Fresnel coherent diffractive imaging of malaria parasite-infected red blood cells in the water
window Opt. Express 2132151
[30] Vine D], Williams G J, Abbey B, Pfeifer M A, Clark J N, de Jonge M D, McNulty I, Peele A G and Nugent K A 2009 Ptychographic
Fresnel coherent diffractive imaging Phys. Rev. A 80 063823



http://dx.doi.org/10.1080/00018730903270926
http://dx.doi.org/10.1080/00018730903270926
http://dx.doi.org/10.1080/00018730903270926
http://dx.doi.org/10.1364/JOSA.73.001434
http://dx.doi.org/10.1364/JOSA.73.001434
http://dx.doi.org/10.1364/JOSA.73.001434
http://dx.doi.org/10.1063/1.1148194
http://dx.doi.org/10.1364/OPEX.12.002960
http://dx.doi.org/10.1364/OPEX.12.002960
http://dx.doi.org/10.1364/OPEX.12.002960
http://dx.doi.org/10.1111/j.0022-2720.2004.01295.x
http://dx.doi.org/10.1111/j.0022-2720.2004.01295.x
http://dx.doi.org/10.1111/j.0022-2720.2004.01295.x
http://dx.doi.org/10.1364/OE.18.023727
http://dx.doi.org/10.1364/OE.18.023727
http://dx.doi.org/10.1364/OE.18.023727
http://dx.doi.org/10.1038/22498
http://dx.doi.org/10.1038/22498
http://dx.doi.org/10.1038/22498
http://dx.doi.org/10.1364/JOSAA.15.001662
http://dx.doi.org/10.1364/JOSAA.15.001662
http://dx.doi.org/10.1364/JOSAA.15.001662
http://dx.doi.org/10.1364/AO.21.002758
http://dx.doi.org/10.1364/AO.21.002758
http://dx.doi.org/10.1364/AO.21.002758
http://dx.doi.org/10.1364/OE.18.001981
http://dx.doi.org/10.1364/OE.18.001981
http://dx.doi.org/10.1364/OE.18.001981
http://dx.doi.org/10.1103/PhysRevB.68.140101
http://dx.doi.org/10.1103/PhysRevB.86.235401
http://dx.doi.org/10.1103/PhysRevLett.97.025506
http://dx.doi.org/10.1016/S0030-4018(03)01353-1
http://dx.doi.org/10.1016/S0030-4018(03)01353-1
http://dx.doi.org/10.1016/S0030-4018(03)01353-1
http://dx.doi.org/10.1103/PhysRevB.72.033103
http://dx.doi.org/10.1103/PhysRevB.72.033103
http://dx.doi.org/10.1364/OE.15.008383
http://dx.doi.org/10.1364/OE.15.008383
http://dx.doi.org/10.1364/OE.15.008383
http://dx.doi.org/10.1364/JOSAA.25.002651
http://dx.doi.org/10.1364/JOSAA.25.002651
http://dx.doi.org/10.1364/JOSAA.25.002651
http://dx.doi.org/10.1063/1.4769046
http://dx.doi.org/10.1103/PhysRevA.89.033847
http://dx.doi.org/10.1103/PhysRevA.89.033847
http://dx.doi.org/10.1103/PhysRevA.89.033847
http://dx.doi.org/10.1038/srep01927
http://dx.doi.org/10.1046/j.1365-2818.2002.01010.x
http://dx.doi.org/10.1046/j.1365-2818.2002.01010.x
http://dx.doi.org/10.1046/j.1365-2818.2002.01010.x
http://dx.doi.org/10.1038/nphys218
http://dx.doi.org/10.1038/nphys218
http://dx.doi.org/10.1038/nphys218
http://dx.doi.org/10.1063/1.3463220
http://dx.doi.org/10.1063/1.3463220
http://dx.doi.org/10.1063/1.3463220
http://dx.doi.org/10.1006/adnd.1993.1013
http://dx.doi.org/10.1006/adnd.1993.1013
http://dx.doi.org/10.1006/adnd.1993.1013
http://dx.doi.org/10.1364/OE.21.032151
http://dx.doi.org/10.1103/PhysRevA.80.063823

	Introduction
	Algorithm
	Experiment
	Results
	Conclusion
	Acknowledgments
	References



