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Abstract
In a companion manuscript (Frolov \textit{et al} 2014 \textit{New J. Phys.} \textbf{16} art. no.) , we developed a novel optimization method for the placement, sizing, and operation of flexible alternating current transmission system (FACTS) devices to relieve transmission network congestion. Specifically, we addressed FACTS that provide series compensation (SC) via modification of line inductance. In this sequel manuscript, this heuristic algorithm and its solutions are explored on a number of test cases: a 30-bus test network and a realistically-sized model of the Polish grid (\textasciitilde2700 nodes and \textasciitilde3300 lines). The results from the 30-bus network are used to study the general properties of the solutions, including nonlocality and sparsity. The Polish grid is used to demonstrate the computational efficiency of the heuristics that leverage sequential linearization of power flow constraints, and cutting plane methods that take advantage of the sparse nature of the SC placement solutions. Using these approaches, we can use the algorithm to solve a Polish transmission grid in tens of seconds. We explore the utility of the algorithm by analyzing transmission networks congested by (i) uniform load growth, (ii) multiple overloaded configurations, and (iii) sequential generator retirements.
Keywords: power system transmission, power compensation devices, non-convex optimization

1. Introduction

Flexible alternating current transmission system (FACTS) devices can play several important roles in transmission networks including improving small-signal and transient stability [1, 2], improving voltage regulation [3, 4] and relieving transmission congestion [5]. This paper builds on a number of recent studies that use series compensation (SC) devices, a particular type of FACTS device, to improve transmission grid operation by modifying transmission line inductance to relieve transmission congestion [6–11]. In a companion paper [12], we formulated a problem for the optimal placement and sizing of SC devices. In addition, we developed methods that enable efficient solution of the optimization problem to enable the consideration of SC device placements over large networks. The highlights of our approach from [12] are:

- The use of sequential linear programming (SLP) that linearizes transmission line constraints around the current solution, leading to the efficient solution of a series of relatively simple linear programs (LP).
- The use of an $\ell_1$ norm for the cost of SC devices. Even without any explicit incorporation of sparsity, the $\ell_1$ norm implicitly induces solution sparsity, i.e., only a small number of lines are selected for inductance modification. The selected lines are often not the most severely overloaded line or even overloaded at all.
- The solution sparsity enables efficient solution of the optimization problem via cutting plane methods.

This current manuscript focuses on demonstrating the methods developed in [12] on both test and realistically-sized transmission networks, and the analysis of the properties of the results. The cases considered differ in the size of the network and in how the stress is applied to the network to induce congestion.

Our first set of cases utilizes a 30-bus network. The simplicity of the network allows us to observe and interpret some general qualitative features of the solutions. Primary among these are a combination of local and non-local effects and the sparsity of the solutions. Quite often, our algorithm [12] places SC devices not on the overloaded lines, but on nearby lines, increasing their susceptance to draw power flow away from the overloads. If the overload is too great or if the local network configuration does not allow an entirely non-local solution, the non-local approach is supplemented with the placement of SC devices directly on the overloaded line to reduce its susceptance. Another consistent observation is the sparsity of the optimal SC placements, i.e., we find that very few susceptance modifications are needed to relieve one or a cluster of overloads.

In general, the qualitative features revealed by the 30-bus case studies carry over to a series of case studies on a realistically-sized model of the Polish grid ($\sim$2700 nodes and $\sim$3300 lines). Our primary motivation for using the Polish grid model is to demonstrate the computational efficiency of our approach developed in [12]. However, we also use this larger network to explore SC device placement for a range of causes of network stress including uniform load growth, relief of multiple configurations of congestion, and sequential generator retirement.
Concerns about CO₂ emissions [13, 14] and the safety of nuclear plants [15–17], the imposition of renewable portfolio standards, and the low price of unconventional natural gas [18] have led to the retirement or planned retirement of many large coal and nuclear-fueled generators that have provided inexpensive energy to grids in Germany and the USA, among others. The capacity lost via the retirements will eventually have to be replaced, typically by new natural gas-fired generation or renewable generation. If the retirements progress sequentially over time, this replacement may not be required immediately because the extra generation capacity in these systems may be sufficient to serve the loads with sufficient reserves. The retirement of each generator that supplies low-cost energy will lead to a new nominal ordering of generation units to provide the lowest-cost energy to the system. However, the configuration of power injections created by this new lowest-cost ordering may lead to new network violations requiring the output of the lower-cost generators to be reduced in favor of higher-cost units. Here, we seek to use SC devices to relieve the network congestion to make the lowest-cost generation injections feasible.

The remainder of this manuscript is organized as follows. In section 2 we apply our algorithm to the 30-bus model and discuss some of the universal properties of the solutions. In section 3 we apply our algorithm to a model of the Polish grid to demonstrate computational efficiency and interpret the solution structure. The simultaneous resolution of multiple scenarios, and its application for removing stress associated with generator retirement, are described. Section 4 describes stochastic extensions of the research. Finally, in section 5 we discuss conclusions and directions for future research.

2. Qualitative properties of the solutions: 30-bus grid

We first apply our algorithms [12] for the placement and sizing of SC devices to a small 30-bus test model available in MatPower [19] (see figure 1). Our intent is to explore the qualitative properties of the solutions generated by our algorithm in order to build intuition and physical understanding. Later, we demonstrate our algorithms on a much larger, realistically-sized transmission network, in section 3, where we utilize the Polish grid (∼2700 buses, see figure 3) which is also available in Matpower [19].

Before applying our algorithm to the 30-bus network, we first stress the network. Transmission networks can be stressed in a number of different ways, and we explore several on the Polish grid in section 3. However, uniform load growth is simple to apply, and we use it here to explore the properties of solutions reached by our algorithm on the 30-bus network. Starting with a base configuration of load, we solve a DC optimum power flow (DC-OPF) to find the favored configuration of generation. Next we scale both generation and load by the same factor $\alpha > 1$. We increase $\alpha$ until we reach $\alpha_c$, i.e., the load/generation scale factor that first induces a transmission line overload. We continue to increase $\alpha$ beyond $\alpha_c$ and use our SC placement and sizing algorithm [12] to correct the overloads at minimum cost. We use the ratio $\alpha/\alpha_c$ as a measure of network stress.

For the stressed 30-bus network, our algorithm selected SC device placements with a number of interesting features that we discuss below.

5 To convert MatPower cases into the standard format (matrix L and vector p), transformers and phase shifters are turned off, double lines are combined to form one line with value of throughput and inductance calculated from two lines. Double generators were also combined to form one generator.
2.1. Non-locality

The non-local influence of SC devices is illustrated on two examples of the 30-node network—the first with $\alpha/\alpha_c = 1.4$ (see figure 1) and the second with $\alpha/\alpha_c = 1.9$ (see figure 2). In both cases, there were several lines that were overloaded (shown in red) after scaling load and generation by $\alpha$. We then ran our SC placement and sizing algorithm [12] to correct these overloads. The lines with modified susceptance are marked in green with the adjacent percentages indicating the degree of susceptance modification. For the moderately stressed case ($\alpha/\alpha_c = 1.4$) in figure 1, our algorithm chose not to decrease the susceptance of the overloaded (red) lines to restrict the power flow on them. Instead, it modifies the susceptance of nearby lines to reroute power flows around the congested transmission lines. In fact, the increase in susceptance in the two green lines in figure 1 simultaneously relieves two overloads by encouraging more power flow from generator G1 towards the load node at the end of lines L2 and L3. This modification offsets the flow over the overloaded line L3 and diverts power flow away from overloaded line L1. Nonlocal effects are a general property of optimal SC solutions, suggesting that the optimal placement of SC devices (and FACTS in general) is a nontrivial problem and that computationally efficient algorithms (such as the one we develop in [12]) will be required for solving realistically-sized networks.

The nonlocal effect of SC devices is apparent again in the severely stressed case ($\alpha/\alpha_c = 1.9$) in figure 2. Arrowheads on the lines indicate the direction of the original $\alpha/\alpha_c = 1.9$ power flows and the smaller arrows (green/down or red/up) indicate whether the original power flows are decreased or increased after the SC devices were placed. Similar to the previous case, the original power flows out of generator G1 overloaded line L1. In this instance, our algorithm drives $\beta \to 0$ on line L4 and simultaneously increases $\beta$ on line L2, effectively
cutting G1 off from the upper part of the network and rerouting the power from G1 to the lower right of the network. As in the $\alpha/\alpha_c = 1.4$ case, the increase in power flow on L2 also relieves the overload on L3. This redistribution of power flows from G1 has even longer range effects. The major reduction of flow on line L4 draws more power from G2 (in spite of the decrease in $\beta$ on L5) relieving the overload on L6. In addition, it forces a reversal of the power flow on line L7 relieving the overload on L8.

In the highly-stressed case (and other cases not shown), we note that our algorithm chose susceptance corrections that set a line’s total susceptance to zero, effectively removing the line from the network. We explored this somewhat curious solution by manually removing the line in question (L4 in figure 2) and rerunning our algorithm. The resulting solution had approximately the same structure (i.e., same susceptance corrections in the rest of the network) as the original solution where the algorithm automatically drove the susceptance of L4 to zero. The fact that removing a line may be optimal/beneficial is consistent with the phenomenon of the Braes paradox, well documented in the power system literature, see e.g., [20] and references therein.

2.2. Sparsity

Instead of selecting small modifications to many lines throughout the network, our algorithm makes significant susceptance modifications to only a few lines, with the number of modified lines typically the same or slightly smaller than the number of overloads in the base case. This solution sparsity is observed in the small 30-bus network in figure 1 and figure 2 and will also be observed in the much larger Polish network (see figure 4). We note that nowhere in our optimization formulation in [12] do we explicitly include a constraint on, or promote, sparsity. Specifically, our $\ell_1$ norm cost function does not penalize spreading susceptance modification
across the network as compared to concentrating the modification on a few lines. However, the sparsity of the solution emerges naturally.

One natural conjecture is that the $l_1$ norm in the cost function of equation (5) of [12] is the likely cause of sparsity, similar to the emergence of sparsity in compressed sensing, see e.g., [21]. However, there may be another, and equally plausible, explanation, suggesting that the sparsity emerges from the ‘N-1 redundancy’ engineered into electrical networks. Specifically, $N - 1$ redundancy generally requires that there be at least two paths to deliver power to loads. If one of the paths becomes overloaded, an increase in susceptance in an alternate path will deliver more power thus relieving the congestion on the first path. Alternatively, the susceptance of the overloaded path may be decreased, pushing power flow onto the alternate paths.

3. Application to realistic-sized cases: Polish grid

The numerical experiments on the small 30-node test network in section 2 built up some intuition about the properties of the solutions to optimal placement and sizing of SC devices. In this section, we apply the algorithm of [12] to the example of the Polish grid—a realistically-sized network (~2700 buses) also available in MatPower [19]. In all of the case studies performed on the Polish grid, our algorithm converged in an unexpectedly small number of iterations; less than a dozen for all the cases we experimented on, with each iteration taking $\sim 30$ seconds on a standard quad-core processor.

3.1. Stressing via uniform load growth

In this first study, we apply stress to the Polish grid using the same uniform load scaling as used in the 30-bus example. We consider network stress up to $\alpha/\alpha_c = 1.38$. The results for several values of $\alpha/\alpha_c$ are presented in tabular form in table 1. Figure 3 highlights the small region of the entire Polish grid where all of the overloads and susceptance modifications in table 1 occur.

The results in table 1 demonstrate behavior qualitatively similar to the much smaller 30-bus network. For small $\alpha/\alpha_c$, up to at least 1.04, the optimal solution is local, i.e., our algorithm chooses to relieve the single overloaded line (line 375) by simply reducing the susceptance of this line. As $\alpha/\alpha_c$ grows, non-local behavior becomes apparent. For $\alpha/\alpha_c \geq 1.1$, additional lines become overloaded (lines 2162 and later 2585); however, none of these additional lines are selected for susceptance modification even though line 375 continues to be selected for susceptance modification in all of the solutions.

The details of the solution in the highlighted region of figure 3 are shown in figure 4 for $\alpha/\alpha_c = 1.38$. This is a highly stressed scenario which is close to the stress level of when our algorithm fails to find a solution ($\alpha/\alpha_c = 1.39$). Before susceptance modification by the SC devices, the general arrangement of power flows results in power being sent from generator G1 towards generator G2 (on lines #2585 and #375) and subsequently to generator G3 (on line #2162) to feed loads beyond G3. It is these three lines which are overloaded at $\alpha/\alpha_c = 1.38$ before the correction by SC devices. In addition, power is brought towards generator G2 via line #2156. The corrections by the SC devices include a reduction in susceptance on line #375 to reduce the flow from G1 and relieve the overload of #375 and #2585. However, this is still not sufficient to relieve the overload of #2162. A decrease in
The susceptance of line #2156 and an increase on line #1976 decreases the bottom-to-top flow on #2162 to relieve its overload.

Figure 5 displays the details of the solution and its evolution as a function of the network stress from $\alpha/\alpha_c = 1.0$ to $1.38$. The total cost of susceptance modification grows modestly from $\alpha/\alpha_c = 1$ to about 1.29. In this range, lines #375 and #2162 are overloaded in the base case. The

**Table 1.** Table of (initially) overloaded lines and modified lines for the Polish grid in figure 3 for a few specific values of $\alpha/\alpha_c$. The modified lines are selected by our SC device placement algorithm [12]. The solution for $\alpha/\alpha_c = 1.38$ is shown in detail in figure 4.

<table>
<thead>
<tr>
<th>Rescaling</th>
<th>Initially overheated lines</th>
<th>Modified lines</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Local</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.02</td>
<td>375</td>
<td>375</td>
</tr>
<tr>
<td>1.04</td>
<td>375</td>
<td>375</td>
</tr>
<tr>
<td><strong>Non-Locality</strong></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1.1</td>
<td>375 2162</td>
<td>375</td>
</tr>
<tr>
<td>1.24</td>
<td>375 2162</td>
<td>375</td>
</tr>
<tr>
<td>1.29</td>
<td>375 2162 2585</td>
<td>315 375</td>
</tr>
<tr>
<td>1.35</td>
<td>375 2162 2585</td>
<td>375 2156</td>
</tr>
<tr>
<td>1.38</td>
<td>375 2162 2585</td>
<td>375 1976 2156</td>
</tr>
</tbody>
</table>

**Figure 3.** Non-geographical visualization of the entire Polish grid. The highlighted region contains all of the overloaded and SC-modified lines for the cases shown in table 1. Part of the highlighted region is shown in more detail in figure 4 for $\alpha/\alpha_c = 1.38$ with the red nodes here corresponding to the large colored nodes of figure 4.
steady reduction in the susceptance of line #375 begins the separation of generator G1 from G2 and G3, as discussed above for $\alpha/\alpha_c = 1.38$. This reduction directly relieves the overload of #375 and indirectly relieves the overload of #2162. As $\alpha/\alpha_c$ is increased beyond 1.29, the overloads on #375 and #2162 continue to increase but line #2585, that connects directly to generator G1, also overloads. The algorithm modestly lowers the susceptance of line #375 but the major change is to lower the susceptance of line #2156 to decrease the bottom-to-top flow on line #2162. Beyond $\alpha/\alpha_c = 1.35$, even this is insufficient and the susceptance of line #1976 is raised to increase the top-to-bottom flow on that line (nominally toward G3) to help offset the flow into G3 on line #2162.
3.2. Robust optimal placement and sizing: correcting multiple configurations

The example of uniform load scaling discussed above only considered one overload scenario at a time. As discussed in [12], we can also robustly optimize a single placement and sizing of SC devices to correct multiple overload scenarios—the overload scenarios are defined by their power injection vectors \( p^{(1)}, \ldots, p^{(n)} \), where \( n \) is the number of scenarios. The sequential linear program (SLP) in section IV-C of [12] is modified to include network constraints for each of the \( n \) overload scenarios. Then, on every iteration of the cutting plane step (see figure 1 of [12]), we find the \( m^{(i)} \) transmission constraint inequalities to be ‘included’ in the SLP for overload scenario \( i \). We combine the list of inequalities across all \( n \) scenarios to create a single extended list of length \( 2m^{(1)} + \ldots + 2m^{(n)} \). We then replace the list of the directed edge labels \( E^{(in)} \) in equation (7) of [12] with the new composite list and iterate the improved algorithm as described in section IV-C of [12].

To demonstrate this method, we consider a simple situation where we robustly optimize the placement and sizing of SC devices against two overload scenarios. The first scenario is the Polish grid’s winter off-peak configuration (from MatPower [19]). To generate a second scenario, we modify the same winter off-peak configuration. First, we non-uniformly scale the loads by multiplying each load by a scale factor \( X \) distributed between 0.3 and 1.7. The non-uniform load scaling is followed by a generation adjustment via the solution of an optimal power flow. With our two scenarios of load and generation determined, they are both uniformly scaled (as done in the previous subsection) to study the robust optimization results as a function of the system stress \( \alpha / \alpha_c \).

Figure 6 shows the resulting cost of optimal SC susceptance modifications for the robust optimization (green curve) compared to the optimal SC susceptance modifications that independently consider one or the other scenario (red and blue curves). Since the robust optimization is jointly correcting both overload scenarios, the total cost is higher...
than either of the independent scenarios. However, it is lower than the yellow curve, which is the sum of the maximum cost per line in the two independent scenarios, i.e., the cost one would naively compute by optimizing SC placement and sizing for the two independent scenarios.

The cost advantage in the previous discussion stems from the robust formulation utilizing some of the SC devices to correct overloads in both scenarios. For this to occur, the overloaded lines in the two scenarios must be in reasonable proximity to each other. If instead, the overloaded lines in the two scenarios are spatially well separated, the lack of interaction between the SC devices and transmission line constraints at these locations would effectively split the robust optimization back into two separate, independent optimizations. A second case where the robust optimization would not improve the results is when the scenarios have exactly the same set of line overloads. In the study presented in figure 6, we have purposely selected a randomly-generated second scenario that displays some overlap with the original, uniformly-scaled Polish winter base case.

### 3.3. Stressing via sequential generator retirement

We use the process outlined in figure 7 to apply our SC-device placement and sizing algorithm to the problem of sequential generator retirements. Starting with a fixed set of loads and network susceptances, we solve an OPF while ignoring transmission line thermal limits but still respecting generation limits. If this modified OPF is infeasible (due to generator limit violations), then new generation must be built to serve the existing load, and we exit. If this modified OPF is feasible, the solution is the lowest cost generation stack possible. The idea is to reduce the operational cost for the system by making cheap generators available. This means that we can use the developed approach and place SCs so that they will reorder power flows in the system and cheap generators will be able to inject more power and not overload the lines.
Next, we check to see if the network power flows associated with the lowest-cost solution violates any transmission line limits. If not, we retire the next generator in the sequence and repeat the process. If there are line violations, we apply our SC-device placement and sizing algorithm from Part I of this work [12]. If the overloads can be resolved, we update the susceptances, retire the next generator in the sequence, and repeat the process. If the overloads cannot be resolved, we exit the process.

The algorithm of figure 7 was tested on the Polish grid (summer case) model with the results illustrated in figures 8–10. This case allowed the retirement of the four generators (red dots in figure 8) before becoming infeasible with respect to generation limits. The size of the red dot indicates the relative order of retirement, i.e., the generator with the largest dot was retired first. The order was determined by retiring the generator with the largest power output from the previous OPF in the process of figure 7. The retirement of these generators forces the others to increase their output to compensate (light blue dots in figure 7, and this response is widely distributed across the entire network. The resulting congestion is associated with the response of the two generators at either end of the red line in figure 8. This line is #2162 in the detailed view of the congested region in figure 9.

As with the cases studied earlier, our SC placement and sizing algorithm makes both local and non-local changes to the line susceptances to correct the overloads. Specifically, the susceptance of line #375 is decreased (by ~20%) while the susceptance of line #315 is

![Figure 8. Illustration of Polish grid used for the study of sequential generator retirement. The retired generators are marked with red dots with the dot size indicating the order of retirement (from large to small). The blue dots mark the generators whose output is increased by the optimal power flow with the size of the dot indicating the magnitude of the power output increase. All line overloads and susceptance corrections occur in the highlighted region. The red line is overloaded. The blue line is overloaded and has its susceptance modified. The green line only has its susceptance modified. The green dots in the highlighted region only serve to highlight the colored lines. A detail of the highlighted region is shown in figure 9.](image)
increased (by \( \sim 25\% \)) to draw power flow toward line #315 to relieve the overloads on both lines #375 and #2162.

To measure the relative value of the SC devices, we also solve an OPF with all the transmission line limits enforced and no SC devices installed. The transmission congestion in this uncompensated system increases the total generation costs over the system that uses SC-modified line susceptances. Figure 10 compares the cost of generation in these two systems. As expected, the cost of generation grows as the low-cost generation is removed via retirement. After the fourth stage of retirement, the system with optimal SC-device placement shows cost \( \sim \$1.0 \text{ KJh}^{-1} \) lower than the system without SC devices. Over the entire year, this difference amounts to approximately $9 M, however, the congestion is not likely to be present all hours of

Figure 9. Cropped portion of figure 9, magnifying the region of the grid where all overloaded and corrected lines are located. Blue nodes are generators and yellow nodes are loads. The generators that respond to the retirements by increasing their outputs are at either end of line #2162. The transmission line color coding is the same as in figure 8.

Figure 10. Total cost of generation versus the amount of generation retired, for the Polish network of figure 8. The blue circles indicate the cost for the case when the network congestion is relieved by redispachting generation via an optimal power flow. The red circles are the cost for the case when the congestion is relieved by SC devices using the algorithm of [12]. The amount of generation is measured by the amount of power supplied by the generator on the last iteration, not by the capacity. This results in small differences in the generation removed in the two cases.
the year and the estimated annual savings should be weighted by the fraction of the time the congestion appears.

4. Stochastic extensions

The approach which is discussed in the paper and introduced in [12] is formulated as a deterministic problem and for now we are resolving the placement and sizing of SCs assuming a given (stressed) configuration(s) of the grid. However, we intend to extend it in the future to account for uncertainty and stochasticity in the grid parameters and operational conditions/forecast. We can use the approach operationally by running the optimization in parallel (or possibly combining with) OPF for every (evolving) state of the system, and then accounting for the remaining uncertainty and stochasticity by introducing and resolving the stochastic version of the optimization problem, e.g., implemented through the so-called chance-constrained (CC) approach [22]. The CC approach may also be merged into the more challenging planning (grid extension) setting where, in order to size and place the SC devices, we ought to account simultaneously for the multiple forecast scenario, while allowing independent operational dispatch for every scenario blurred by additional fluctuations/uncertainty.

5. Conclusions

In a companion manuscript [12], we developed an algorithm for the placement and sizing of series compensation (SC) devices over large networks. In this manuscript, we have applied this algorithm to a range of cases to demonstrate its computational efficiency and to illustrate the effect and utility of SC devices in relieving network congestion. The computational efficiency arises from an underlying sparsity in the problem (which we conjecture is due to our use of the $\ell_1$ norm) and our exploitation of that sparsity using cutting plane methods. The computational efficiency enables the resolution of congestion in realistic-sized networks (~2700 nodes and ~3300 lines) in tens of seconds. We have demonstrated that a slightly modified robust version of our algorithm can resolve multiple configurations of network congestion with a single placement of SC devices. We find that if the cases of congestion in the configurations are in reasonable proximity, the robust solution may have lower cost solutions than if the individual cases of congestion are resolved individually. Finally, we have applied our algorithm to a problem of sequential retirement of low-cost generators. We showed that a few SC devices can resolve network congestion associated with these retirements and enable the remaining low-cost generation to be maximally utilized.

Extensions of this work and that in [12] may include:

- Resolution of congestion due to exceeding voltage limits and/or dynamic stability thresholds.
- Inclusion of a broader range of FACTS beyond SC devices and consideration of the effects of other technologies such as energy storage.
- Reformulation of the algorithm to enable the robust, low-cost placement of SC (and/or of other FACTS) devices over a time horizon to resolve network congestion that appears because of a predicted time sequence of events.
- Reformulation of the problem for the general AC-case instead of DC-approximation.
• Generalization of the approach to account for uncertainty and stochasticity in both operational and planning settings.
• Further exploration of possible emergence of multiple-solution/degeneracy.
• Aiming to test the generality of our observations, in particular related to the ability of the $\ell_1$ formulation to enforce desired sparsity in the FACTS placement, to conduct additional experiments with many other stress configurations and on other (than the Polish grid) large-scale practical systems.
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