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Abstract. We discuss an example of self-organization in a biological system. It arises from long-range ion–ion interactions, and it leads us to propose a new kind of enhanced conduction in ion channels. The underlying mechanism involves charge fluctuations near the channel mouth, amplified by the mismatch between the relative permittivities of water and the protein of the channel walls. We use Brownian dynamics simulations to show that, as in conventional ‘knock on’ permeation, these interactions can strongly enhance the channel current; but unlike the conventional mechanism, the enhancement occurs without the instigating bath ion entering the channel. The transition between these two mechanisms is clearly demonstrated, emphasizing their distinction. A simple model accurately reproduces the observed phenomena. We point out that electrolyte plus protein of low relative permittivity are universal in living systems, so that long-range ion–ion correlations of the kind considered must be common.
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1. Introduction

It is well established that fluctuations (or ‘noise’) in nonlinear systems can lead to the appearance of important but counterintuitive phenomena. Examples include stochastic resonance [1, 2], stochastic synchronization [3, 4], stochastic ratchets [5] and the breaking of time-reversal symmetry in large fluctuations [6]. Most research in this area focuses on thermal fluctuations. But other forms of fluctuations are also possible, including the charge fluctuations that we will consider below.

The molecular processes of life occur in physiological solutions that possess binary and higher-order correlations of ionic motion. Their timescales may be very different from those of thermal fluctuations, so that they can drive the system far away from thermal equilibrium. Such a combination of thermal and non-equilibrium random fluctuations can lead to a diversity of self-organization phenomena on the molecular scale, e.g. molecular motors transforming the energy of thermal agitation into the directed motion of large molecules [5, 7] by non-equilibrium flashing of the potential between two states. There is increasing evidence pointing to the key role played by charge fluctuations in the self-organization of natural systems on the molecular scale [8–10]. Their function ranges from shaping weak intermolecular interactions [11] and effecting membrane fusion [12], to the adjustment of charged side chains within the calcium channel [13] and the blocking of channel conductance [14].

Perhaps the best-known example of the effect of ion–ion interactions on channel conductivity is the ‘knock on’ mechanism proposed by Hodgkin and Keynes [15]. It involves single-file movement in which an arriving ion knocks into the outermost ion within the channel, causing the trapped ion furthest from it to exit from the other side of the channel. For selective conduction, this mechanism requires (i) that the ion enters the channel and (ii) that the interacting ions be of the same species, assuming independent conduction of different types of ions. However, it is well established experimentally [16, 17] that there are deviations from this independence principle. Furthermore, channels are known to conduct ions selectively even when they are mixed with non-permeant ions of much higher concentration, as in inward-rectifying channels [18]; and they can be activated by ions of a different species, as in Ca^{2+}-activated K^{+} channels [19]. It is therefore important to establish whether enhanced permeation can still occur in the absence of the restrictions (i) and (ii).

In this paper we introduce and analyse a new permeation enhancement mechanism that does not require the second ion to enter the channel and which can take advantage of interactions
between different species of ions. We will use Brownian dynamics (BD) simulations to show that this mechanism arises due to the strong modulation of the single-ion potential energy profile by the proximity to the channel mouth of an ion in the bath. We propose a model of this process that accurately reproduces the results of the BD simulations, distinguishes it from conventional knock on and demonstrates the transition between the two mechanisms as parameters change. We will argue that the phenomenon in question is actually a general property of conducting channels, and we will show that it appears in an archetypal model of a singly occupied channel [20, 21]. It is often assumed that an ion from the external bath cannot enter the channel if there is already an ion inside trapped at its negatively charged binding site [21], and the entry probability of the bath ion is accordingly set to zero. However, Newton’s third law implies that, if the bath ion is being repelled from the channel by the ion inside the channel, then there must be an equal and opposite force tending to push the ion at the binding site on, through, and out of the channel. It is the effect of this recoil force, ignored in most earlier research, that we now explore.

In section 2 we analyse the electrostatic model of an ion channel and describe BD simulations that we have undertaken to test the theory. The results are presented in section 3 and compared with semi-analytic predictions in section 4. The transition between the new mechanism and the standard knock on mechanism is discussed in section 5. Finally, in section 6 we draw conclusions and consider the wider context.

2. Electrostatic model of an ion channel

The archetypal model [21, 22] of an ion channel views it as an open cylindrical pore of radius \( R \) and length \( L \), through an impermeable membrane. It was shown earlier that this highly simplified model is capable of reproducing many of the key features seen in experiments on channels. More recently, it has been used [23] to predict the band structure of selectivity and conductivity in Ca\(^{2+}\) [24] and Na\(^{+}\) [25] channels. It has the further advantage of allowing for the analytic calculation of channel dynamics. In this model the pore has protein walls of dielectric constant \( \varepsilon_p = 2 \) and it is filled with water, which is considered as a continuous dielectric of \( \varepsilon_w = 80 \). A single interior binding site, consisting of a ring of fixed negative charge \( Q_f \) located at \( x_0 \) as shown in figure 1. Using the model channel described in figure 1, the potential energy
Figure 2. Potential energy profiles \( \phi(x) \) for a channel with a single binding site centred on \( x_0 = 0 \). The full curve shows the unperturbed profile (state 1). The dashed curve shows the modified potential (state 2) due to the presence of a second ion at the channel’s left mouth. The directions of the ionic transitions over the potential barriers are shown by horizontal arrows together with the escape rates \( k_i \). The shading indicates the spatial extent of the channel, with its mouths at \( \pm 15 \text{ Å} \). The escape potential barrier is located between \( x_0 \) and \( x_2 \).

profile \( \phi_t(x) \) shown by the full curve in figure 2 can be calculated. We now suppose that the ionic concentrations, on the left and right of the membrane are \( C_L \neq 0 \) and \( C_R = 0 \), respectively.

We calculate the current through the channel by self-consistent solution of Poisson’s equation coupled to a set of Langevin equations for \( N \) ions with coordinates \( x_i \), mass \( m_i \), friction coefficient \( \gamma_i \) and thermal energy \( k_B T \). The dynamics of an ion moving in the channel potential \( \phi_t(x) = \phi(x) + \sum_j \phi_j(x, x_j) \) is thus described by

\[
m \gamma \ddot{x} + \phi'(x) + \sum_j \phi_j'(x, x_j) = \sqrt{2m \gamma k_B T} \xi(t),
\]

\[
\nabla [\varepsilon_0 \varepsilon \nabla (\phi_t(x))] = -\sum_{i=1}^{N} z_i e \delta(x_i) - e \rho_{fx}(x),
\]

where \( \phi(x) \) is due to the protein with fixed wall charge \( \rho_{fx} \) and \( \sum_j \phi_j(x, x_j) \) is due to the interaction with the ions in the bulk. An important feature of this model is that it includes the dielectric self-force due to the mismatch between the relative permittivities of water and the protein of the channel walls. To speed up the simulations, the potential energy of an individual ion was calculated beforehand using a two-dimensional Poisson solver [26, 27] and stored in a look-up table for all locations of that ion, thus enabling the field for an arbitrary configuration of point charges to be calculated by linear superposition [28].

The Langevin equation (1) describes the motion of an ion in the channel potential perturbed by a combination of thermal and non-equilibrium random forcing. The thermal agitation is
given by $\xi(t)$, while the random non-equilibrium modulation of the channel potential is given by $\sum_j \phi_j'(x, x_j)$. We note that the interaction with ions in the bulk electrolyte is effectively screened at the Debye screening length $\kappa^{-1} = \sqrt{e^2 \kappa_0 / \varepsilon w \varepsilon_0 k_B T}$.

On account of this Debye screening, only those ions within a distance $\kappa^{-1}$ from the channel mouth can affect its internal potential energy profile. For typical physiological concentrations $\kappa^{-1} \sim 5 \text{ Å}$, and the volume of the corresponding hemisphere at the channel mouth can accommodate, at most, one ion at a time. Thus the dynamics of the ion’s arrival at the left mouth (and hence the potential’s modulation dynamics) can be modeled as dichotomous noise with an arrival time given by $\tau_{\text{ar}} \propto 1/(\pi R C_L D)$ and a diffusion time away from the hemisphere $\tau_{\text{dif}} \propto R^2/3 D$ [30], where the diffusion constant is defined as $D = k_B T / m$.

Analytic and numerical estimates show that the interaction between an ion at the channel mouth and the ion in the channel reduces the escape potential barrier by $\Delta \phi_{\text{esc}} \approx 2k_B T$. A solution of the Poisson equation demonstrating this effect for an additional ion at the channel mouth ($x = -15 \text{ Å}$) is shown by the dashed line in figure 2 (with the singularity at the mouth removed to simplify the figure). This strong modulation of the potential barrier is attributable to focusing of the electric field inside the channel [31, 32] leading to an almost linear decay of the potential along the channel axis. The latter effect can be readily understood by applying Gauss theorem to the channel interior. This can be seen by taking the control volume as a cylinder oriented along the channel axis and closed on both ends with two hemispheres. One hemisphere encompasses the ion at the channel entrance while the location of the other hemisphere is moving along the axis to the exit from the channel. Neglecting electric field leakage into the protein (which is justifiable for relatively short channels <30 Å), one notices that the field at the latter hemisphere is nearly independent of its position on the axis, corresponding to the constant potential gradient of the second ion along the channel axis.

The modulation rate $w_{21} = 1/\tau_{\text{dif}}$ is of the order of the inverse relaxation time of the distribution at the binding site. Accordingly, for the ion at the binding site with coordinate $x_i$, the interaction term $\sum_{j \neq i} \phi_j'(x_i, x_j)$ describes a random non-equilibrium modulation of the channel potential. We will show that the combination of this modulation with thermal agitation can result in a strong enhancement of the current through the channel even without the second ion entering the channel.

3. Results

To demonstrate this effect we solve the model (1) numerically using BD simulations and compare the solution with analytic estimates. In the simulations the ions were injected near the channel mouth at the Smoluchowski arrival rate, and allowed to diffuse along the axis. Most ions diffused away from the channel. The rare channel permeations were recorded, and the corresponding ion current was calculated. Simultaneously, we measured the time-averaged distribution of ions in the channel and the binding site occupancy $p_{0i}$, defined as the probability of finding an ion near the potential minimum between $x_1$ and $x_2$ (see figure 2).

Some numerical results, obtained with diffusion coefficient $D = 1.17 \times 10^{-9} \text{ m}^2 \text{ s}^{-1}$ in a channel of effective radius $R = 2 \text{ Å}$, length $L = 30 \text{ Å}$, fixed charge $Q_f = -0.81e$ and an external potential 200 mV are shown by the open circles in figure 3(a). There is clearly a strong enhancement of the channel current for concentrations above 200 mM. This is preceded by the standard Michaelis–Menten type of behaviour. The dependence of the channel exit rate $k_2$ on

the occupancy of the binding site $p_0$ is shown in figure 3(b). The rapid growth of current in
(a) evidently corresponds to an increase of the exit rate during constant occupation ($\approx 1$) of the
binding site.

4. Comparison with semi-analytic predictions

The dependence of the current on concentration can be understood by noting that, with zero
concentration in the right-hand bath, the net current through the channel is given by $I = k_2 p_0$,
where the escape rate $k_2$ and the occupation of the binding site $p_0$ can readily be calculated
using non-equilibrium reaction rate (RR) theory [30] to describe the BD of an ion in a channel
with a fluctuating barrier [33].

Indeed, using the RR theory it is easy to show that for $C_R = 0$ the channel occupancy is
given by

$$p_0 = \frac{k_1 p_L}{k_1 p_L + k_2 + k_{-1}}.$$  \hspace{1cm} (3)

In this equation the relationship between the rates $k_1 \gg k_2 \gg k_{-1}$ is determined by the heights
of the corresponding potential barrier, while the probability of finding an ion at the left mouth
is $p_L \propto C_L$.

The escape rate over the fluctuating barrier $k_2$ can be calculated by solving the Chapman–Kolmogorov equation [34]

$$\partial_t p_i(x, t|y, t') = -A_i(y, t')\partial_y p_i(x, t|y, t') - \frac{1}{2}B_i(y, t')\partial_y^2 p_i(x, t|y, t')$$

$$+ \sum_j w_{ji}[p_j(x, t|y, t') - p_i(x, t|y, t')].$$  \hspace{1cm} (4)

In this equation the drift and diffusion coefficients $A_i$ and $B_i$ are determined by the Langevin
equation in the two states with the different potential profiles $\phi$ shown in figure 2. Note that
$p_i(x, t | y, t')$ is not the exit probability density, but the probability density of finding the ion at time $t$ at position $x$ inside the channel when it started at time $t'$ at position $y$ (not necessarily the bottom of the potential barrier) and the potential $\phi$ is in state $i$ where $i = 1$ corresponds to the potential with one ion in the channel and no ion at the left channel mouth, whereas $i = 2$ corresponds to the potential with one ion in the channel and another ion in the left channel mouth. The jumping rates between the potential states $i$ and $j$ are given by $w_{12}$ and $w_{21}$ introduced above. The exit probability density is given by the flux of $p_i$ towards the right boundary and the quantity of interest is the mean first passage time through the right boundary. Following Gardiner [34] (see also [35]) the mean escape time $\tau(y)$ is defined as

$$T_i(y) = \int_0^\infty \int_{x_0}^{x_2} p_i(x, t | y, 0) \, dx \, dt,$$

where $x_0$ is the potential minimum and $x_2$ is the potential maximum close to the right mouth.

With definition (5) the solution of equation (4) can be reduced [35, 36] to the analysis of the following system of equations [30]:

$$T_1'' = \frac{1}{k_B T_1} \phi_1' T_1' + \omega_{21} (T_1 - T_2)/D - 1/D,$$

$$T_2'' = \frac{1}{k_B T_2} \phi_2' T_2' + \omega_{12} (T_2 - T_1)/D - 1/D,$$

subject to the boundary conditions $T_i'(x = x_0, t) = 0$ and $T_i(x = x_2, t) = 0$. $T_i'$ and $T_i''$ are the first and second derivatives of $T_i$ with respect to $x$. The escape rate $k_2 = 1/T_1$ can then be found as a solution of the boundary value problem (6).

The equations $I = k_2 p_0$, (3) and (6) provide a semi-analytic model for both mechanisms of current enhancement: standard knock on; and the new process. Figure 3 compares the theory (dashed lines) with the BD simulations (data points) for the new process. The agreement is excellent.

For small enough $C_L$ the arrival rate of ions to the channel is small and equations (6) are nearly decoupled. The channel potential remains unperturbed most of the time; the escape rate remains constant; and the current is determined by the variation of the binding site population $p_0$, which follows the Michaelis–Menten dependence on concentration $C_L$ given by (3). It follows from the latter equation that with increase of $C_L$ (and correspondingly $p_L$) the channel population approaches unity in agreement with the numerical results.

The rapid rise in channel current that occurs with further increase of $C_L$ (and correspondingly of the modulation rate $w_{12} \propto \pi RC_L D$) shown in figure 3(a) occurs for a constant population of the binding site $p_0 \approx 1$. The current enhancement is then due entirely to the interaction of the ion at the binding site with an ion outside the channel, amplified by focusing of the electrostatic field in the channel, leading to the almost vertical dependence of the escape rate $k_2$ on $p_0$ shown in figure 3(b).

### 5. Transition to the standard knock on process

To determine the location of the second ion during an escape event, and to distinguish the new mechanism from standard knock on, we introduce the conditional probability $\rho(x)$ of finding a second ion in the system at position $x$ at the moment when the first ion exits (i.e. overcomes the
exit potential barrier near $x_2$). Figure 4, which shows $\rho(x)$ normalized by the total probability of finding the ion anywhere in the system, is very revealing.

As mentioned above, standard knock on requires the second ion to enter the channel to reduce the exit potential barrier, forcing the first ion out of the channel and substituting for it at the binding site. Thus when the first ion escapes the channel, the second ion is located at the binding site with probability 1, and $\rho(x)$ will have a peak at the channel centre $x_0 = 0$ Å. If, on the other hand, escape takes place due to interaction with an ion in the bulk solution that does not enter the channel, $\rho(x)$ will have a peak located at the channel mouth.
The BD simulation results of figure 4 clearly exhibit a strong peak in the conditional probability at the channel mouth, indicating that the observed current amplification at constant $p_0$ takes place via the new mechanism, rather than via standard knock on. The peak appears for $C_L \gtrsim 0.2 \text{ M}$ and increases with concentration, i.e. the current increase seen in figure 3(a) correlates strongly with the presence of a second ion at the mouth.

We observe the onset of a transition between the two mechanisms as the ionic concentration in the bulk solution increases, and the probability for the second ion to enter the channel and knock on the first ion directly becomes non-zero. Correspondingly, a second peak appears in the conditional probability distribution function (PDF) at $x = 0 \text{ Å}$ as shown in figure 4(a).

Analysis of the dependence on $Q_f$ of the relative probabilities of the two permeation enhancement mechanisms reveals a sharp transition to standard knock on if $Q_f$ is increased (cf [23]). If weak additional charge $q$ is added at the channel mouth its effect is mainly to change conduction without transition to a different mechanism. Figure 4(b) illustrates the influence of mouth charge on the escape rate $k_2$ for $Q_f = -1.1e$. There is a significant current increase with mouth charge. At the same time, the left-mouth peak in (a) has completely disappeared (inset) and the second peak at $x_0 = 0 \text{ Å}$ corresponding to standard knock on has become dominant.

6. Discussion and conclusions

We have shown by semi-analytic analysis of the archetypal model, and by BD simulations, that a mechanism of enhanced conduction may exist in ion channels that differ from the standard knock on mechanism. The observed current enhancement does not require the second ion to enter the channel, and still operates even if the interacting ions are of different species. This is due to the electrostatic nature of the interaction, which does not distinguish for example between e.g. Na$^+$ and K$^+$ in the case of monovalent ions, or e.g. Ca$^{2+}$ and Ba$^{2+}$ in the case of divalent ions. We have found that, for a value of the fixed protein charge $Q_f$ smaller than that required for standard knock on, this new mechanism can be dominant.

We note that, despite the highly simplified character of our archetypal model, both the current–concentration dependence shown in figure 3(a), and the dependence on the mouth charge shown in figure 4(b), are in semi-quantitative agreement with experimental observations [37] in the physiological range of parameters.

It also seems possible that the new mechanism is closely related to the ‘loosely coupled knock on’ process of enhanced selectivity and permeation recently observed by Corry [38] in MD simulations of the NavAb sodium channel. In this work, it was observed that the transition of Na$^+$ ions through the selectivity filter can be assisted by the second ion arriving at the channel mouth without entering the channel. Furthermore, in agreement with our predictions, it was shown in MD simulations that the assisting ion can be of a different type. However, further work will be needed to establish the precise connection.

More generally, because the proposed mechanism does not require the interacting ions to be of the same species, the results obtained are likely to contribute to a better understanding of the experimentally observed deviations of the equilibrium potential from predictions based on the independence principle [16, 17].

In the wider context, we note that electrolyte plus protein of low relative permittivity are always present in living systems. As here, this combination can yield long-range correlations of ionic motion comparable with thermal fluctuations in their effect on ion permeation through the complex potential landscapes that arise in molecular biology. It seems likely that such
charge fluctuations are used by the nature to organize and direct ionic motion in many different contexts.

In conclusion, calculations of permeation currents in ion channels need to take account of a permeation enhancement mechanism which, unlike standard knock on, requires neither that the bath ion enter the channel, nor that it be of the same species as the permeant ions.
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