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Abstract
The cochlea is part of the inner ear and its mechanical response provides us with many aspects of our amazingly sensitive and selective hearing. The human cochlea is a coiled tube, with two main fluid chambers running along its length, separated by a 35 mm-long flexible partition that has its own internal dynamics. A dispersive wave can propagate along the cochlea due to the interaction between the inertia of the fluid and the dynamics of the partition. This partition includes about 12 000 outer hair cells, which have different structures, on a micrometre and a nanometre scale, and act both as motional sensors and as motional actuators. The local feedback action of all these cells amplifies the motion inside the inner ear by more than 40 dB at low sound pressure levels. The feedback loops become saturated at higher sound pressure levels, however, so that the feedback gain is reduced, leading to a compression of the dynamic range in the cochlear amplifier. This helps the sensory cells, with a dynamic range of only about 30 dB, to respond to sounds with a dynamic range of more than 120 dB. The active and nonlinear nature of the dynamics within the cochlea give rise to a number of other phenomena, such as otoacoustic emissions, which can be used as a diagnostic test for hearing problems in newborn children, for example. In this paper we view the mechanical action of the cochlea as a smart structure. In particular a simplified wave model of the cochlear dynamics is reviewed that represents its essential features. This can be used to predict the motion along the cochlea when the cochlea is passive, at high levels, and also the effect of the cochlear amplifier, at low levels.

(Some figures may appear in colour only in the online journal)

1. Introduction
The ear is a remarkably sensitive and selective hearing organ. The human ear can detect sound that gives rise to internal motions of 0.3 nm, barely above Brownian motion, yet has a dynamic range of about 120 dB and a resolution of about 0.5 dB (Dallos 1996). Young people are able to hear over a frequency range of about 10 octaves, with a frequency resolution of about 0.3% of an octave. This would seem to imply an extremely resonant system, and yet we are also able to resolve timing differences, of less than 1/100 of a cycle between sounds presented to the two ears (Dallos 1996), which helps us to localize sounds. All this is achieved with a sensing cell, the inner hair cell, that in isolation has a dynamic range of only about 30 dB and an untuned frequency response.

It has been estimated that for all its impressive properties, the power consumption of the cochlea is only about 14 µW (Sarpeshkar et al. 1998). Although our hearing is significantly enhanced by processing of the neural signals, it is the structure of the cochlea that provides a mechanical response that is the first step towards achieving this amazing performance.

It is important to understand the mechanisms of human hearing not only because of the scientific challenges it presents, but also because such an understanding is helpful in diagnosing, and potentially treating, the multiple forms of deafness that people suffer from. Models of the cochlea assist in this understanding by allowing assumptions about how it functions should be tested; by comparing responses predicted by these models with measured data. Early measurements made of the response inside the cochlea of several species
Figure 1. Illustrations of the structure of the inner ear at various levels of magnification. The position of the inner ear in the temporal bone is shown in (A). The cross-sectional structure within one turn of the cochlea is shown in (B), with the fluid chambers separated by the basilar membrane and the organ of Corti. The details of the bundle of stereocilia that protrude from the top of the hair cells within the organ of Corti are shown in (C). Finally (D) shows the molecular details of the myosin motors that maintain the tension in the tip links that connect the individual stereocilia within the bundle. The transduction channels (here labelled TRPA1) are now believed to reside at the bottom end of the tip link rather than the top. (Reproduced from LeMasurier and Gillespie (2005) with permission.)

were made in the pioneering work of (von Bekesy 1960). Even these delicate experiments were found not to tell the whole story, however, since later measurements of the responses in living animals, as opposed to the cadaver measurements taken by von Bekesy, showed sharper tuning and a significantly compressive response (Robles and Ruggero 2001). The cochlea was then recognized as having an active mechanism that amplified motion, but which only functioned at low levels and when the cochlea was physiologically intact.

Another reason to understand the cochlea is that we may want to reproduce its remarkable sensitivity and selectivity in engineering sensors. Although some authors would define a smart structure as necessarily being man-made (Spillman et al 1996), we take a broader definition here and consider the features of the cochlea that make what would commonly be called a smart structure (Srinivasan 1996). These features include:

(1) an ability to sense, activate, and control motion,
(2) an ability to adapt its responses to different conditions, and
(3) a multi-scale structure that uses a multitude of physical processes.

The last point is illustrated in figure 1 (LeMasurier and Gillespie 2005), which shows (A) the position of the inner ear with respect to the outer and middle ear, (B) the structures of the fluid chambers and organ of Corti containing the hair cells within the inner ear, (C) the stereocilia that project from the top of the hair cells, and (D) the molecular details of the tip links that connect the stereocilia together. Different physical processes occur at each of these levels; from acoustic propagation in the ear canal, to vibration of the organ of Corti, to electrical stimulation of the hair cells by ionic flows, to molecular myosin motors that regulate the tension in the tip link. The range of these physical processes in the ear, covering the six orders of magnitude range of length-scale shown in figure 1, surely make it deserve the title of a smart structure.

The structure of the cochlea will be described in a little more detail in section 2 of this paper. A simple model of the passive cochlea is then used in section 3 to motivate a wave description of its function, which characterizes the localization of input frequency to specific position along its length. Section 4 then discusses more detailed models of the organ of Corti that include the feedback action of the outer hair cells in the active cochlea. The use of these models in predicting otoacoustic emissions, which are important in the clinical diagnosis of deafness, is then described in section 5. The implications of this work in designing hearing prosthetics and its wider implications in designing smart sensors is then discussed.

2. Structure of the cochlea

The cochlea consists of a coiled labyrinth, like a snail, which is about 10 mm across and has about 2.5 turns in humans, embedded in the temporal bone of the skull. It is filled with fluid and divided into three main fluid chambers, as described, for example, by Pickles (2008), and shown in figure 1(B). The scala vestibuli is at the top, which is separated from the scala media by a thin flexible partition called Reissner’s membrane, and this is itself separated from the scala tympani at the bottom by a rigid partition that includes a more flexible section, called the basilar membrane (BM).

Neither the coiling nor Reissner’s membrane are believed to play a major role in the mechanics of the cochlea, however, whose dynamics can then be analysed in terms of two fluid chambers separated by the BM. The motion in the cochlea is driven by the middle ear, via a flexible window at the basal end of the upper fluid chamber, and the pressure at the basal end of the lower fluid chamber is released by another flexible window. It is thus the difference in pressure between the upper and lower fluid chambers that drives the BM into motion. The organ of Corti sits on top of the BM, and contains two types of hair cells, so-called because of the stereociliary ‘hair’ that projects from the top of these cells, as shown in figure 1(C). Each 10 μm-long cross section of the organ of Corti contains a single inner hair cell (IHC), which converts the motion of the stereocilia into a chemical signal that excites adjacent
elements are shown climbing up the actin fibres to maintain tension on the gating channels (labelled TRPA1 in the figure but now no longer believed to be that protein). The molecular details of this process are still being worked out, and it is also now believed that the gating channels are on the other end of the tip links to the myosin motor (Beurg et al 2009). The energy for this amplification within the outer hair cells comes from the endocochlear potential, which is the 100 mV or so difference in voltage maintained between the endolymphatic fluid in the scala media and the perilymphatic fluid in the scala tympani.

3. Wave propagation in the passive cochlea

The frequency to place mapping that occurs within the cochlea can be described in terms of the propagation of a dispersive wave within it. This wave motion involves interaction between the inertia of the fluid chambers and the stiffness of the BM. It occurs even for excitation of the cochlea at high sound pressures, for which the active processes within the outer hair cells are saturated and do not contribute significantly to the dynamics. The fundamental wave behaviour can thus be understood in the passive cochlea, in which the feedback loops created by the outer hair cells are ignored. We begin the analysis by considering a simple ‘box model’ for the uncoiled cochlea, of length 35 mm, which has two uniform and symmetric fluid chambers and is shown in figure 2. An idealization is also shown of the ear canal, which transmits sound from the outer ear, and of the middle ear, which helps to match the mechanical impedance of waves in the air-filled ear canal and the fluid-filled inner ear. The dynamics of the BM can be approximated by a distribution of single degree of freedom, mass, spring damper, systems in this passive model. The longitudinal coupling between these elements of the BM is assumed to be weak compared with their local behaviour. The complex transverse BM velocity at a longitudinal position \( x \) and a frequency of \( \omega \), \( v(x, \omega) \), then depends only on the complex pressure difference between the fluid chambers at the same position, \( p(x, \omega) \), so that

\[
v(x, \omega) = -Y_{BM}(x, \omega)p(x, \omega),
\]

where \( Y_{BM}(x, \omega) \) is the mechanical admittance, per unit area, of the BM, and the negative sign comes from defining \( v(x, \omega) \)
The admittance of a single degree of freedom model of the given by

\[ \frac{d^2 p(x, \omega)}{dx^2} + \frac{2i \omega p}{h} v(x, \omega) = 0, \]  

(2)

where \( p \) is the fluid density and \( h \) is the effective height of the fluid chambers, which is taken as 1 mm in the simulations here, \( i = \sqrt{-1} \) and the complex pressure and velocity are assumed to be proportional to \( e^{i \omega t} \). A full three-dimensional analysis of the fluid coupling which includes the finite width of the BM along the cochlea partition (Steele and Taber 1979), allows an expression for the effective height to be derived in terms of the physical dimensions of the cochlea. Such an analysis also includes a near field component of the fluid pressure, which significantly increases the apparent mass of the BM due to the entrained fluid (Neely 1985, Elliott et al 2011). Substituting equation (1) into (2) gives the second-order wave equation

\[ \frac{d^2 p(x, \omega)}{dx^2} + k^2(x, \omega)p(x, \omega) = 0, \]  

(3)

where the position and frequency dependent wavenumber is given by

\[ k(x, \omega) = \frac{\sqrt{-2i \omega p}}{h} Y_{BM}(x, \omega). \]  

(4)

The admittance of a single degree of freedom model of the passive BM can be written as

\[ Y_{BM}(x, \omega) = \frac{i \omega}{i \omega R(x) + S(x) - \omega^2 M(x)}, \]  

(5)

where \( M(x), S(x) \) and \( R(x) \) are the effective mass, stiffness, and damping, per unit area, of the BM at position \( x \). The mass per unit area is independent of the BM width, and although it does depend on the BM thickness, this only varies slowly along the length of the cochlea (Pickles 2008). This term, in any case also includes a significant component due to the entrained mass of the fluid and so it is not a bad approximation to assume that the BM mass is constant along its length, which is here denoted \( M_0 \), and is taken to be have a value of 0.3 kg m\(^{-2}\). The distribution of natural frequencies along the cochlea, \( \omega_n(x) \), is approximately exponential, so we assume that

\[ \omega_n(x) = \omega_0 e^{-x/l}, \]  

(6)

where \( l \) is a characteristic length, taken here to be 7 mm and \( \omega_0 \) the natural frequency at the base of the cochlea, taken here to be \( 2\pi \times 20 \) kHz. This distribution of natural frequencies, illustrated in figure 2, is assumed to be entirely due to the longitudinal variation of the BM stiffness, so that the distribution of BM stiffness is then given by

\[ S(x) = \omega_0^2 M_0 e^{-x/2l}. \]  

(7)

We also assume that the damping ratio of the BM is constant along its length, which is generally characterized in the cochlea community by its \( Q \) factor, which is assumed to be constant along the cochlear length and to have a value, \( Q_0 \), of 2.5 here. The distribution of the mechanical damping is then

\[ R(x) = \frac{\omega_0 M_0}{Q_0} e^{-x/2l}. \]  

(8)

Since the wavenumber varies with position and frequency, conventional solutions to the wave equation, for homogeneous systems, cannot be used. Provided the wavenumber does not change too rapidly compared with the wavelength, however, an approximate global solution for \( v(x, \omega) \) can still be obtained using the WKB method (Zweig et al 1976) as

\[ v(x, \omega) \approx A K^3(x, \omega) e^{-i \int_0^x k(x', \omega) dx'}, \]  

(9)

where \( A \) is the amplitude, due to the driving velocity from the middle ear. It is found that, to a very good approximation, only a forward-travelling wave exists if the cochlea has smoothly varying parameters (De Boer and MacKay 1980), since this is almost perfectly absorbed as it travels along the cochlea, thus ensuring an optimum transfer of power from the middle ear. Figure 3 shows the modulus and phase of the BM velocity, as a function of position along the cochlea, for four different driving frequencies, calculated using a finite difference approximation to equation (3) for the passive BM (Neely and Kim 1986, Young 2011). The phase is plotted in cycles, as is customary in the hearing literature, which, perhaps, should be adapted more widely since it has more immediate physical significance than either radians or degrees. One of the main features of the BM velocity
The wave speed thus drops off as the wave propagates along the cochlea, since $S(x)$ falls with increasing $x$ as in equation (7). The wave amplitude then builds up as it travels towards $x_n$, just as the amplitude of a water wave does as it approaches a beach, so that its energy is conserved. For positions well beyond $x_n$, however, the response of the BM will be mass controlled, so that $Y_{BM}(x, \omega)$ is approximately equal to $i\omega/S(x)$ and the wavenumber in equation (4) is entirely real and equal to $\omega/c(x)$ where $c(x)$ is the local wave speed given by

$$c(x) = \frac{hS(x)}{2\rho}. \quad (10)$$

The distribution of wavenumbers can be directly inferred from the measured frequency response of the BM velocity at a given location using an inversion procedure described by Shera (2007). Figure 4 shows the distribution of the real and imaginary parts of the wavenumber calculated using such a procedure, based on the BM velocity measured for low excitation levels at seven different locations in the cochlea of a chinchilla (Shera 2007). The real parts of the wavenumber, given by the black lines in figure 4, show the trend expected from the analysis of the passive cochlea; gradually increasing and then falling off. The peak value can be used to calculate the minimum wavelength, which falls from about 1 mm near the base to 3 mm further along. The important difference between the measured results and those predicted from the passive theory, however, is in the distribution of the imaginary part of the wavenumber, shown by the grey lines. This is predicted always to be negative in the passive cochlea, but is clearly positive just before the peak position in the data inferred from the measurements. This indicates that power is being supplied to the wave at these positions, which amplifies the wave just before its peak, and is clear evidence for an active mechanism within the cochlea.

### 4. The active cochlea

The motion of the BM is enhanced by the feedback action of the outer hair cells at low sound pressure levels. The detailed
process by which this occurs is not completely understood, but the basic mechanism can be explained with reference to the structure of the organ of Corti shown on the left-hand side of figure 5. As the BM moves upwards, the stereocilia of the outer hair cells, OHC, are deflected by the shearing motion between the reticular lamina, RL, and the tectorial membrane, TM. This modulates the ionic flow through the gating channels associated with the tip links, altering the voltage inside the electromotile outer hair cells and thus causing them to change their length. This length change will itself generate a deflection of the stereocilia, and so the micromechanics of the organ of Corti have to be considered as a closed-loop feedback system.

A number of lumped parameter models have been put forward to describe the mechanics of this micromechanical system, with various numbers of degrees of freedom used to approximate the continuous physical system. Figure 5 also shows one such model (Geisler and Sang 1995, Ramamoorthy et al 2007, Elliott 2009), in which the outer hair cells react between the lumped BM and RL, forcing the TM upwards and generating a shearing action on the OHC stereocilia. The radial motion of the TM can be transformed into an equivalent vertical degree of freedom using the geometry of such a model (Allen 1980), to give the lumped parameter model on the right in figure 5. This active micromechanical model only changes the form of the BM admittance in the equation for the wavenumber, \( k \), since the fluid coupling in the box model changes the form of the BM admittance in the equation for the right side of figure 5. This active micromechanical model only changes the form of the BM admittance in the equation for the wavenumber, \( k \), since the fluid coupling in the box model remains the same, and so the WKB expression in equation (9) for the overall BM velocity remains the same, but with a modified distribution of \( k(x) \).

By assuming that the RL mass is significantly less than that of the BM or TM, the order of this model can be reduced so that it has only two degrees of freedom. The action of the outer hair cells can also be incorporated by assuming that the force they generate between the BM and RL is proportional to the resolved shearing motion between the RL and TM. The feedback loop generated by the outer hair cells, from displacement to force, provides an active input but does not add any inertial element to the lumped parameter model, which then still has only two degrees of freedom. A passive two degree of freedom system has one complex conjugate pair of zeros positioned between the two complex conjugate pairs of poles that define the response of its two modes. This alternating pole-zero structure ensures that the real part of the input admittance is always positive (Preumont 2011). The action of the outer hair cells breaks this passive constraint, however, allowing the real part of the admittance to be negative at frequencies just below the main resonance frequency. This provides a mechanism for supplying power to the cochlea travelling wave just before it reaches its peak value and thus significantly increasing its amplitude.

The left-hand side of figure 6 shows the values of the BM displacement, measured at a single place on the BM at different frequencies and for various levels of exciting sound (Johnstone et al 1986). These very delicate measurements can only be made in the physiologically intact cochleae of experimental animals. The results shown in figure 6 were made in a guinea pig, at a place where the frequency of peak response was about 18 kHz. These measurements have a very similar shape at similar positions in a number of different laboratory animals (Robles and Ruggero 2001).

The right-hand side of figure 6 shows the results of a simulation of such an active cochlear model (Young 2011) with four values of the normalized feedback gain, \( \gamma \), in the feedback loop provided by the outer hair cells. The frequency of peak response here is about 8 kHz, since it is a human cochlea that is being simulated. For \( \gamma \) equal to zero the cochlea is passive and the log frequency response shown in figure 6 is equivalent to the spatial distribution at a single frequency shown in figure 5, because the log frequency scales exactly with position in this model. As \( \gamma \) is increased, the outer hair cells provide an increasing amplification of the response at frequencies slightly higher than the peak in the passive response, which rises to about 40 dB with the normalized gain, \( \gamma \), equal to 1. The responses for each value of \( \gamma \) are offset by 20 dB to allow comparison with the measured results. The general form of the measured results is reproduced reasonably well in these simulations of the active cochlea, although some of the details, particularly the change with level above the active peak, are not. Enhancement of the response is due to positive feedback, and so there must be a concern for the stability of such a system. By casting the dynamics in state space form, the position of the poles for...
Figure 6. The measured frequency response of the BM displacement, left, for various levels of acoustic excitation at one point on the BM (reproduced from Johnstone et al (1986) with permission). The simulated frequency responses for various values of the feedback gain in a model of the active cochlea are shown on the right, each offset by 20 dB for comparison with the measurements.

Figure 7. The nonlinear response, left, from stereocilia deflection to electrical response, of the mechanoelectric transduction within a hair cell (reproduced from Hudspeth and Corey (1977) with permission). The right-hand graph shows the level of the BM velocity plotted against the level of the acoustic excitation, from a simulation of the active nonlinear cochlea that incorporates a similar nonlinearity within the feedback control loops (Young 2011). The feedback control loops amplify the velocity response by about 40 dB at low excitation levels, but by a decreasing amount as the level is increased, as a result of saturation, producing a significant compression of the dynamic range.

The coupled system can be determined (Elliott et al 2007) and hence the maximum stable feedback gain calculated. For the model considered here, this maximum stable feedback gain corresponds to a normalized gain of about 1.007. This model of the coupled system thus has a gain margin of only about 0.06 dB when it is acting to amplify the BM motion by 40 dB, which is very small when one considers the normal variability of biological systems. It is probably one of the functions of the stereocilia tip links to regulate the operating point of the outer hair cells in order to maintain this degree of amplification without catastrophic instability, but the mechanism by which this occurs is unclear.

The outer hair cells only provide full amplification at low sound pressure levels. As the sound pressure levels increase, the Boltzmann-like nonlinearity of the gating channels in the hair cells, illustrated on the left-hand side of figure 7, reduces the effective gain of the feedback loops, so that at very high sound pressure levels the gain tends to zero and the cochlea becomes entirely passive. The reduction in feedback gain with increasing level can be analysed at a single frequency using a describing function analysis of the nonlinearity, for example. This was used to adjust the feedback gains used in figure 6, for the various sound pressure levels used in the experimental measurements of BM velocity frequency response at different levels. The saturating nonlinearity of the cochlea amplifier thus reduces the positive feedback gain with level (Yates 1990, Cooper 2004). The right-hand side of figure 7 shows the calculated level of the peak BM velocity as a function of the sound pressure level used to excite a model that incorporates such a nonlinearity. This level curve shows similar characteristics to those taken from direct measurements on the BM (Robles and Ruggero 2001). The dashed line shows the level curve for a linear passive cochlea, with a constant slope of 1 dB/dB. The active response tends towards this passive curve for sound pressure levels above about 90 dB, when the nonlinearity is completely saturated. At low levels, the BM velocity is amplified by about 40 dB in this case, due to the positive feedback from the outer hair cells. This amplification begins to reduce as the sound pressure level increases beyond about 30 dB, due to saturation of the outer hair cell nonlinearity. A 60 dB increase in sound pressure level thus produces only about a 20 dB increase in...
the level of BM velocity. There are a number of mechanisms for the compression of dynamic range within the cochlea, but the nonlinearity of the outer hair cells is a particularly important one, since it operates over the range of levels of most natural sounds. All of these forms of compression are important, however, since together they reduce the 120 dB or so dynamic range of sound pressure level over which we can hear at mid-frequencies, from the threshold of hearing to the threshold of pain, to the 30 dB or so dynamic range over which the inner hair cells can efficiently transform motion into neural signals (Dallos 1996).

The nonlinearity of the transducer channels in the outer hair cells provides one mechanism by which the cochlea can adapt its response to different conditions, principally the sound pressure level in this case. Another potential mechanism for adaptation is via the ‘efferent’ nerves that carry signals back down from the central nervous system into the cochlea, and, particularly, into the outer hair cells. The functional role of these pathways is not understood, but it is believed that they may protect the cochlea from acoustic trauma, assist in the discrimination of different sounds, especially in background noise, and that they have a role in modifying the response of the cochlea in response to the attention paid to particular sounds (Guinan 1996, Pickles 2008).

5. Otoacoustic emissions

A fascinating—and, as it turns out, extremely useful—by-product of active wave amplification in the cochlea is that the ear makes sound while listening to sound. Sounds evoked from the ear, known as ‘otoacoustic emissions’ (OAEs), can be recorded in the ear canals of most normal hearing listeners using sensitive, low-noise microphones. These sounds are believed to result from the generation of backward-travelling waves within the cochlea, which are then transmitted in the reverse direction through the middle ear to the ear canal. Although forward-travelling waves dominate the cochlear response, mechanical irregularities or impedance variations due to the nonlinear dynamics can ‘scatter’ the forward wave, producing micro-reflections. In the active system, these reflected wavelets can themselves be amplified, just like the main forward-travelling wave. When the wavelets scattered from different places combine coherently, they can yield a significant net backward-travelling wave and produce measurable emissions (e.g. Zweig and Shera 1995). Figure 8 shows that models incorporating these ideas are able to reproduce measured emission spectra. The figure compares measured and model simulations of the emissions evoked by a low level pure tone. The wavenumbers in the model were chosen to match those derived from chinchilla data (see figure 4), and the mechanical irregularities that scatter the waves were assumed to vary randomly with position. Overall, there is excellent agreement between the model and the measurements. Note that the emission phase falls through multiple cycles, a result of delays arising from frequency tuning and round-trip wave propagation in the cochlea.

Sometimes the wave scattering can run away with itself through a process of multiple internal reflection. At

---

**Figure 8.** Measured and simulated single frequency otoacoustic emission (SFOAE) spectra. Panel (A) shows measured magnitudes and phases of the emissions evoked by a low level pure tone in 17 chinchillas reported by Siegel et al (2005). Panel (B) shows the emissions computed using a model with parameter values chosen to match chinchilla wavenumbers (see figure 4). Emissions in 17 different ‘subjects’ were simulated by using different random patterns of mechanical irregularities. (Reproduced with permission from Shera et al (2008).)
Figure 9. Whistling while it works: a power spectrum showing spontaneous otoacoustic emissions from the cochlea recorded in the external ear canal. The spectral peaks indicate the presence of narrow-band acoustic signals close to the threshold of hearing, which are thought to arise via active, standing-wave resonances within the inner ear.

the basal end of the cochlea, where the cochlea and the middle ear join up, there is an impedance mismatch that can reflect travelling waves. Thus, when backward-travelling waves created by scattering reach the middle ear, they are partially reflected back into the cochlea, generating a new forward-travelling wave. This new wave will in turn be amplified and then scattered by mechanical irregularities along its path, generating another backward-travelling wave, and so on. When the gain provided by the cochlear amplifier is sufficiently high, and when the round-trip phase shift due to wave travel is an integral number of cycles, the multiple internal reflections can reinforce one another and create self-sustaining standing waves inside the cochlea whose amplitude is limited by the saturation of the outer hair cell forces. In the ear canal, these standing waves can be heard as a series of narrow-band pure tones emitted from the ear at levels close to the threshold of hearing (see figure 9). The reflection and amplification processes responsible for the generation of these so-called spontaneous otoacoustic emissions represent an acoustic and biological analogue of the generation of light by an optical laser (Shera et al. 2003).

Otoacoustic emissions are not just an academic curiosity; they provide a noninvasive window on the mechanics of the cochlea. OAEs are already routinely used in the clinical screening of infants for hearing problems. They also serve a valuable role in testing cochlear models (e.g. figure 8). Although comparison with direct measurements of BM velocity response in laboratory animals provides the most obvious way of validating a model’s response, the use of invasive measurements is problematic for models of the human ear, both because the measurements are always performed on laboratory animals (i.e. on some other species whose cochlea may be different) and because there are invariably concerns about the physiological state of the cochlea in such experiments. Otoacoustic emissions can be useful here. Because their measurement is noninvasive and can be performed without physiological intrusion they provide an attractive way of performing ‘non-destructive’ on the human cochlea in the hope of measuring its fundamental properties.

The use of otoacoustic emissions to provide noninvasive estimates of the sharpness (or $Q$ factors) of cochlear tuning provides an example of the scientific utility of OAEs. Cochlear models of the type discussed above predict that OAE delays are determined largely by the bandwidth of the mechanical frequency response of the BM—the wider the relative tuning bandwidth, the longer the response build-up and decay times, and thus the longer the otoacoustic group delays. The predicted correlations between tuning and OAE delay have been validated in animal models where both types of data can be measured. Since human OAE delays are exceptionally long (e.g. a factor of 2 or 3 longer than in guinea pigs or chinchillas), the same reasoning implies that human cochlear tuning is sharper than in common laboratory animals (Shera et al. 2002, 2010). Although behavioural measurements can be significantly affected by neural processing in the brain, and generally involve a great deal more than just peripheral mechanics, similar conclusions about human cochlear tuning were subsequently obtained using those procedures designed to mimic the measurement of neural tuning curves (Oxenham and Shera 2003).

6. Discussion and conclusions

Dispersive wave motion in the inner ear generates a tonotopic mapping of frequency onto position along the cochlea. The signals at these positions are then coded by the inner hair cells for neural processing along the auditory pathway into the brain. The cochlea has nonlinear active processes that amplify the response to low sound levels, giving extreme sensitivity, but which also saturate at higher sound levels, to provide a wide dynamic range. The structure and activity of the inner ear thus significantly enhances the sensory capabilities of the 3000 or so inner hair cells. The outer hair cells sense, actuate, and control motion within the inner ear. Their nonlinearity also allows the ear to adapt its response to different conditions, particularly changes in level, and this is achieved with a multi-scale structure using a variety of physical processes. The ear clearly has the features suggested in the introduction that define a smart structure.

Although an understanding of normal cochlear mechanics is of fundamental scientific interest, it can also be used to help understand the effects of different forms of hearing impairment and perhaps even inspire devices to help overcome these impairments. Modern hearing aids and cochlear implants generally work by dividing the sound signal into frequency bands and applying some nonlinear compression of the dynamic range within each band (Moore 2003). Although this mimics part of the action of the healthy cochlea (the dynamic range compression), it does not restore the sharp frequency resolution produced by the active mechanics. Since active filtering appears crucial for discriminating sounds in background noise, current technologies for aiding the impaired ear can return sounds to audibility but cannot yet restore normal hearing.
Physical models of cochlear mechanics were originally built to help understand the mechanism of cochlear action, and were either mechanical (von Bekesy 1960) or electrical (Zwicker 1986). Interest then developed in miniaturized devices that mimicked cochlear action (e.g. Lyon and Mead 1988), which could potentially be used as signal processing devices for hearing aids and cochlear implants (e.g. White and Grosh (2005) who used a MEMS device). More generally, the wave nature of frequency discrimination in the cochlea has been suggested as an efficient form of spectrum analysis (Mandal et al 2009). These authors have presented a particularly interesting discussion of the efficiency of the travelling wave method of frequency analysis, as used in the cochlea, compared with filter banks and the FFT algorithm. Figure 10 illustrates how, in order to resolve \( N \) different frequencies, a filter bank requires \( N \) filters each of order about \( N \), requiring a processing power of order \( N^2 \). The FFT algorithm can compute \( N \) frequency bands with a processing power of order \( N \log N \). The travelling wave approach, however, can use the same set of \( N \) elements to analyse each of \( N \) frequency bands, and so only requires a processing power of order \( N \). Mandal et al (2009) use a CMOS implementation of a circuit model of wave propagation, with linear active circuits having two degrees of freedom for amplification. Instead of designing their circuit to work in the audio range, however, these authors have implemented a radio frequency device, working up to 8 GHz, to illustrate the efficiency of this wave approach. This paper gives one of the clearest indications that the wave nature of frequency discrimination on the cochlea may have more general engineering application in spectral analysis.

Although these mechanical and electrical models can reproduce the linear response of the cochlea reasonably well, and Mandal et al (2009) implementation also reproduces the active response, the full nonlinearity of the cochlear response is not yet well modelled. It is clear from figure 6 that the sharpness of the real cochlear response increases at lower excitation levels, and this happens fairly independently at each place along the cochlea, giving rise to a dynamically changing filter bank that is particularly well suited to detecting low level speech cues in high levels of background noise (Allen et al 2008). In fact the response of the cochlea is even more elegant than this, since, in contrast to its amplitude response, its measured phase response is almost independent of excitation level (Robles and Ruggero 2001), so that the zero crossings of the cochlea’s impulse response are also independent of level (Shera 2001). Thus, although the compressive nonlinearity generated by the saturation of the outer hair cells will boost the low level frequency components of the signal, the relative timing information between the ears, required for accurate sound localization, is preserved. A great deal of sophisticated signal processing is thus performed by the action of the cochlea as a smart structure, even before the signals are neurally encoded and passed up the auditory pathway. Further study of the detailed behaviour of the cochlea’s nonlinear dynamics could usefully inform algorithms for speech detection and recognition. It is the distributed nature of both the frequency selectivity and the nonlinearity within the cochlea that helps provide such a remarkable front end to our sense of hearing.

The study of the inner ear thus not only provides a sobering example of the complexity of a biologically smart structure, but can also be used to inspire engineered sensors, prostheses, and signal processors with novel capabilities.
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